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Abstract

Ultrasonic inspection methods are used to prevaihiré of pressurized components.
However, flaw evaluation depends on skills of teainnspectors. Automated scanning
has become mandatory for more reliable inspecti@rfopmance. However,
manipulator techniques are often not applicablee €ontrol of transducer position
during manual scanning could provide an equivaiegpection quality but with the
advantage of easy access and scanning. Ultrasamic-ainannel equipment enables
real-time imaging of inspection results during sgag. Migration codes reconstruct
reflector images with a resolution given by thertyre of the transducer array element.
Optical flow algorithm can be applied to identiffnage changes of sector scan
sequences of linear arrays for quantitative tracsdunotion tracking. These are the
basics for the development of &Acoustic Mouse’, so called as analogous to the
optical mouse of computer technology.

We developed an optimized optical flow algorithnm imear arrays. By optical flow
estimate of sector scan sequences we could deratmnsr transducer positioning
accuracy better than half of the wavelength. Howesgptical flow estimate of noise
images requires the use of longitudinal waves gptagriate focusing to reduce the
contribution of grain boundary reflection. Furtheptical flow images can be used to
identify transducer positions after lift-off siti@ts. The time needed for transducer
repositioning is in the range of 2 seconds.
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Zusammenfassung

Die Ultraschall Impuls-Echo Methode zeichnet sichicth eine hohe Empfindlichkeit
beim Nachweis von ri3artigen Fehlern aus, die zuems&®gen von druckfihrenden
Komponenten fiihren kénnen. Allerdings kann nur mgibRBem Aufwand eine
hinreichend sichere Aussage uber Fehlerart undesgéBoffen werden. Dies fuhrt zur
Forderung, kritische Bauteile automatisiert zu enifEine manuelle Priufung wirde
eine Erfassung der Prufkopfposition erfordern.

Mit Gruppenstrahlern kann ein Reflektorbild in Ea#it gemessen werden. Fir die
Rekonstruktion werden Migrationsalgorithmen vernemadnit denen eine Auflésung
bis zu einer halben Wellenlange erreicht werdennkddamit sind die Grundlagen
gegeben fur die Entwicklung einer akustischen MairsAnalogon zur optischen Maus
der Computertechnik.

Die Tauglichkeit dieses Konzeptes wurde nachgewiesm optimierter Algorithmus
zur Bestimmung von Bildanderungen und der ansohhd&n
Prifkopfpositionsbestimmung wurde entwickelt undpeximentell Uberpriuft. Der
Algorithmus basiert auf den Prinzipien des optiscHdusses. Die Analyse von
Rauschbildern setzt die Verwendung longitudinaleiléh und eine gute Fokussierung
zur Einschrankung des Beitrages der Reflektionerdemm Korngrenzen voraus. Die
optischen FluRbilder kdnnen als Positionssignagmvendet werden, die nach einer
Prifkopfabhebung das Auffinden der bereits gepnifositionen ermdglicht. Die
erreichten Genauigkeiten liegen im Bereich eindvdraWellenlange.
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Chapter 1. Introduction

The value of nondestructive testing (NDT) is refate the more precise assessment of
fithess of purpose of materials, technical comptsmand systems. NDT is a mandatory
part of quality control of manufacturing, and pead in-service inspections. More
recently, NDT is also used for the control of mawtiring processes as part of scrap-
free production. We focus on NDT used for the sss®nt of structural integrity of
systems which failure might cause serious damadaitoeans and environment. Two
general NDT parameters determine the value of NDF $tructural integrity
assessment: the probability of flaw detection (P@&gorgiou, 2006), (Rummel, 2008)
and the quantitative evaluation of detected mdtéaas, their type, geometry, size,
and location in the structure geometry (QNDT) (Adb&ch, 2000). Both parameters
are matter of current and continuing engineerirsggaech and development because of
missing general procedures.

Especially planar flaws like cracks or lack of fuss in welding increase the risk of
failure of a structure under load because of thtegss intensifying effect. They must be
detected for the assessment of the remaining fiskracture failure. Ultrasonic testing
(UT) enables a good detection of this type of flewen at non-accessible surfaces or
when flaws are buried in the structure volume. @oytto most of the alternative
nondestructive testing methods acoustic UT is sgnalso closed planar defects even
when residual stress state may compress the fle@s fap to the elastic limit. We may
express this feature of UT by the tecontrast sensitivityor planar defects.

However, the excellent contrast sensitivity of $Tcounterbalanced by two problems.
UT is a scanning nondestructive testing method,thacvaluation of inspection results
is based on a rather simple correlation of refleataplitudes measured as time signals
(A-Scan). The A-Scans are calibrated using referersflectors like notches, side
drilled (SDH) or flat bottom holes (FBH). Most coronly, manual scanning of UT is
applied, and both, PoD and QNDT are limited sigaifitly by the human factor and the
weak geometry correlation between reference refteatmplitudes and found flaw
amplitudes. Therefore, the remaining risk of falafter inspection can only roughly be
assessed by rather conservative upper limit assonspt
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As a result automated UT scanners have become noapdar the inspection of safety
relevant components. Automated scanning enable§thgarty control of inspection

performance, the inspection can be repeated andtgesan be compared to identify
changes of the flaw state. Advanced techniquesdbase phased array ultrasonic
instruments (PA) have improved the contrast sefigitibby the higher number of

applicable angle of incidence (Meyer, 2000). Thevwedge of accurate transducer
position data during scanning enables imaging ofddfa. The imaging capacity of PA
UT systems can be considered the first but impor&ep towards quantitative

ultrasonic testing (QUT).

Very often, mechanical or robotic scanners are fudtapplicable because of access
conditions. Further, the expensive component sigpegtanner design and the

sometimes time consuming assembling of the scammeéhe component prevent the
use of automated inspection systems. Thereforepyatatanning will be applied also

in the future.

1.1.Reason for Research

In consideration of the necessary advances tow&d3 realized by automated
scanning and reflector imaging but also having indhthe limited use of automated
scanners we see the need for manual scanning mpilemented QUT features. We
assume that the real-time tracking of transducsitipa during manual scanning is a
must for manual QUT with required reporting, imagiand flaw evaluation features.
In the past, several approaches have been madel lmase=xternal triangulation
techniques. One of the earliest systems, SUTARS d&asloped by Southwest
Research Institute, San Antonio, TX, USA already981. These developments stand
for the important use of manual UT but with impleresl position tracking and
recording.

1.2. Motivation

Advanced computing for real-time signal and imagecpssing and latest progress in
ultrasonic real-time imaging with array transducawsplemented by various advanced
robotic tools motivate for a different approach ttack and record the transducer
location during manual scanning. Just using ancaptr laser mouse when working
with the PC imparts the expectation that we canaekthe position information out of
ultrasonic images. Modern laser and optical mi&e guccessive images of the surface
on which the mouse operates. As computing powew,gtebecame possible to embed
special-purpose image-processing chips in the missk. This advance enabled the
mouse to detect relative motion, translating thevenwent of the mouse into the
movement of the PC cursor.



1.2 Motivation

When by targeted processing of UT images the naegu#tcoustic image patterns mark
the transducer position we may call the technideoustic Mouse” We know that
any A-Scan contains information about the transdugesition as part of the
backscattered acoustic noise. However, this inftonais covered by common
measurement errors, for example by already slightgnged coupling conditions.
Therefore, as a basic requirement for ‘theoustic Mouse’; we have to filter the error
induced changes of the position information.

Figure 1 shows a set of A-Scans measured manualliyeasame position on a test
specimen. The A-scans indicate the problem of dyprimg the position signature of A-
Scans. Slight changes of the transducer positioaf ahe coupling cause significant
changes of the A-scan. Therefore, a direct apprtaeixtract the position information

from A-scan data is not promising success. Howepescessed images like sector
scans measured by array transducer offer oppadsrfivor effective filtering. Recent

advances in 2D and 3D ultrasonic imaging applyingration codes and beam forming
techniques may also anticipate the successful mmgi¢ation of image processing
techniques for transducer position tracking (Bolati2012).

The ultimate goal of the outlined research is a umanltrasonic testing technique
comparable or even equivalent with fully automaichsonic inspection systems. The
objective of research is the development of an stoowunotion tracking system called
“Acoustic Mouse”(AM). The “Acoustic Mouse”will allow the manual performance of
inspection with full information and control on tlsganned inspection volume by
advanced visualization techniques including higiohation flaw reconstruction.
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Figure 1: Comparison of RF A-scans measured atahee specimen
position (Transducer: 5 MHz Shear Wave 60°).
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1.3.Basics of Ultrasonic Testing

We discuss only known and state-of-the-art detaflaultrasonic testing when this
information is helping for a better understandirigh® presented research. In general
we refer to NDT engineering textbooks (Krautkram&990) and NDT handbooks
(ASNT).

1.3.1.Pulse-Echo UT Method

The UT method most commonly used for material in8pe is the pulse-echo method.
This method is an echo-sounder technique. Thesoltia pulse is usually generated by
piezo-electric conversion and is called transmiptelse. Other conversion techniques
like electro-magnetic conversion (EMAT) will not bensidered. The pulse propagates
through the material that we assume to be isotropart of the acoustic wave is
scattered back to the transducer and converted dgahe reciprocal piezo-effect. The
received electric time signal, the received puksealled A-scan. The amplitudes of the
A-scan indicate the intensity of reflection that sSome way but not well defined
correlates with the reflector dimension, the ailrivae of reflector amplitudes is used
for their localization assuming straight propagatadong the center line of the wave
field intensity profile. Standard sensitivity sagifor reflector detection and reporting
references to measured amplitudes of defined edildor reflector geometries, and
acceptance criteria consider in addition lengtlarea of localized acoustic reflections
and in special cases the systematic appearance.

The use of piezo-transducers has set most of émelatds for UT as required by codes
and regulations. UT has to be performed in compganith the ASME code, section V
(United States and countries applying the US staisldASME, 2010) or following in
Europe the EN standards as the normative refergffime example EN 583
Nondestructive Testing — Ultrasonic examination, BEN12, EN1713, EN 1714:
Nondestructive Testing of welds — Ultrasonic tegtof welded joints; Acceptance
level; characterization of indications in welds; EBB0-4, EN 12668-1: UT equipment;
in Germany: DIN 54 125: manuelle Prifung von Scldwerbindungen mit
Ultraschall).

Here we refer briefly to some of the technical suteat we use for our research for
better transparency of our R&D approach.

The transducer aperture forms the acoustic beamale interference. Frequency and
aperture determine the beam profile with near-fidkl (or Fresnel zone), far-field FF

(or Fraunhofer zone), beam foctks and beam spreaD (or divergence). Figure 2

shows a typical ultrasonic beam generated by ampsburce transducer with a circular
aperture.
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Divergence

Figure 2: Typical Ultrasonic Sound Field (Larso@12).

Figure 3 shows the 2D simulation of the monochracétMHz beam profile in water

transmitted by an aperture of 10 mm. The interfeeepattern in the near-field

including the sound pressure maxima can be clesebn. The last maxima or the
natural transducer focus indicates the end of #ee-field with irregular variations of

sound pressure. The pressure is presented in tlogeciscale.

Sound pressure in water (4MHz,D=10mm)
T T T T T T T T l 0dB

x/mm

-10dB

L L L L L -15d8
40 60 80 100 120 140 160 180 200

z/mm

Figure 3: Harmonic Sound Field with Near-field, btall Focus, and Far field (Wikipedia,
2011).

The end of near-field or near-field distarR;g: is given by the expression:

Az_lz

Ry = ) 1.3-1

whereA is the source aperturejs the wavelength.

The distance of the last pressure maximum is céddledl lengthF, the lateral and the
axial 6 dB drop define the focal zone. For flangducers the focus diameteand the
focal lengthF are given by the technical estimates:

J~.264A

Ry < F < 2Ry 1.3-2

When the transducer is rather resonant the nddr-tiannot be used for reflector
detection because of pressure variation. Howeveryad band pulses average the
interference pattern with a resulting homogeneaas-field as Figure 4 is showing.
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Figure 4: Simulated 2D ultrasonic broad band pafseintensity profile
in steel A=10mm,f=4 MH%)

At both edges of the aperture shear waves are @edepropagating at a speed about
half of the longitudinal wave.

As pictures above show, sound propagation is highigctive for standard apertures of
around ten wavelengths. For the simulated casegoié 4 the 10 mm aperture can be
expressed by a multiple of wavelengths in steel by:

C
1=—+=148mm
f 1.3-3

A=671
wherec, — the sound velocity of the longitudinal mode ieedff — the center frequency.

The dimensioning of extended source aperture igsaltr of practical engineering.
Ultrasound offers the possibility to detect flawslarge components respectively in
large distances. Directed beams can localize thwe fhuch better, and when beam is
spread as indicated by the intensity profiles oaelarge area the acoustic energy
eventually dissipates resulting in limited sendiivfor receiving backscattered
information about flaws. Further, the use of Huygeoint sources with apertures less
than half a wavelength would require piezoelec&lements with extremely low
capacity values. Low capacity value causes elgetrbnical problems for the design of
effective transmitter and receiver circuits.

The well-known optic laws of diffraction, refractip and reflection applied to
ultrasonic testing are the basis for two fundamdatgures of ultrasonic testing:

1 Picturesdelivered byDr. F. Schuberfraunhofer IZFP - Dresden with appreciation
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For the detection of planar flaws we need normeidience of the wave field to receive
the backscattered reflection. Depending on possitilical flaw geometries and a risk
classification of the inspected component the iogpe procedure requires various
angles of incidence.

The required angle of incidence is realized by tmlawedges of different sound
velocity and low attenuation. Snell’'s law can bedidor the wedge design of the
specified angle of sound incidence as long as trambis directed. A typical angle
beam transducer design is shown in Figure 5.

SOUND
ABSORBENT,
MATERIAL

XDCR

WEDGE

SOUNDPATH
LONGITUDINAL
WAVE

of
orsS
Figure 5: Typical Design of an Angular Beam Trar @i —incident angle of the wedge,
OrL- angle of the refracted longitudinal wave,

OrS — angle of the refracted shear wave) (Olymp0$1p

Both modes, the longitudinal modg, € 5920 mm/sec in steel) and the slower shear
mode ¢, = 3250 mm/sec in steel) can be realized by theogpiate wedge design.
Above the first critical angle of 90° refracted gitudinal mode only shear waves are
transmitted into the specimen.

Reflection, transmission and more general scatjesinacoustic waves at a boundary
between two materials, also called acoustic intexfaare governed by the acoustic
impedancesZ; and Z, of the materials. The acoustic impedantef a material is
defined as the product of its dengitgnd sound velocitg.

Z=p-c 1.3-4

For any two materials, the reflection coefficidhtas a percentage of incident energy
pressure may be calculated through the formula

Z, =244

R = 1.3-5
Zy,+ 74
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The loss of energy (in dB) on transmitting a siginam medium 1 into medium 2 is
given by

B 47,7,
dBloss =10 IOglo m 1.3-6
2 1

For the metal/air boundary the reflection coefitiepproaches 100%. Therefore,
virtually all of the sound energy is reflected francrack face in the path of the wave.

The reflection coefficient approaches 100% for thetal/air boundaries commonly
seen in ultrasonic flaw detection applications. réfmre, virtually all of the sound
energy is reflected from a crack or other discantinin the path of the wave. This is
the fundamental principle that makes ultrasonidingshighly sensitive for flaw
detection.

1.3.2.Ultrasonic Attenuation

Three factors govern the distance a sound wavetsaile! in a given medium: beam
spreading, scattering, and absorption. Attenuatmmprises scattering and absorption.
As a general rule, materials that are hard and hgereous will transmit sound waves
more efficiently than those that are soft and hmjeneous or granula(Olympus,
2011).“Acoustic Mouse”will be developed for fine grain isotropic steal ased for
pressurized components. There are almost no |@gsabsorption, and absorption will
not contribute to transducer position evaluatioowidver, since the acoustic image of
microstructure given by scattering is supposedeoome the signature for transducer
tracking we have to understand the nature of amosisattering or noise.

1.3.2.1.Scatter Volume

The acoustic beam features focal diameter, beagagdmnd pulse length (given by the
band width) define the volume out of which backtsrad acoustic energy is received
by the transducer. As a rule we may assume thah#esured acoustic noise decreases
with the scatter volume. In the focal zone we det best sensitivity for geometric
reflectors and the best signal-to-noise ratio. hert when we assess the position
signature by image processing, the position is nacarately defined when the axial
and lateral scatter volume is limited.

A matter of investigation is the robustness of posi measurement since we don't
know the contribution of interference and multigleattering. The relevant theoretical
publications (Wang, 1996) make reason for hope thbaes will be available in the
future to separate the contribution of wave interiee and multi-scattering from the
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scatter compound geometry itself. In consequeneehawe to do experiments with
slightly changing measurement positions.

In conclusion we expect best results when procgseiages comprising the focal zone

of the transducer. Further, we should only considdays broad band transducers and
small focal diameters that limit the scatter commmbuolume further. For best focusing

up to the Rayleigh limit of half a wave length wélapply array transducers.

1.3.2.2.Nature of Acoustic Scattering

Changes of velocity and/or density at the acoustierface will cause wave scatter.
Most of the metallic structural materials are afloyith microstructure dimensions
about fifty times smaller than the applied wavetbngrherefore, the material is
acoustically isotropic when the microstructure @nposed of grains with stochastic
orientation. The sound velocity does not depentherdirection of sound propagation.
There are materials with macroscopic grain strestuFor example, austenitic weld
material consists of columnar grains that causersemspection problems by scattering
and non-predictable sound propagation (Pudovik@@82 Figure 6 shows columnar
grains, their orientation and statistical distribntthat leads to the transverse acoustic
isotropy.

Z z Fiber texture
Con Fiber - Y I
direction B
| ——J | 1<100>

statistical

distributior
Cpn = f(p, C11, (13, C33, Cyuy, Co, 0)

Con - Phase VelocityC; - Elastic Constany - Density,@ - Fiber Orientation

Figure 6: Transverse isotropic structure of stamkgteel weld joints
(Schneiden-Schweil3en-Heft-2, 1974), (Pudovikov,8300

In anisotropic materials the effects of grain bcanydscattering can be observed

directly by A-scans. Scatter by fine grain isotmpicrostructure appears as noise as
shown in Figure 1.
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The intensity of back-scattered acoustic noise w@gpeon the acoustic crystal

anisotropy that was investigated already abouteds/ago for better understanding of
the inspection of austenitic welds (Boehm, 1992gufe 7 presents qualitatively the

changes of phase velociGpn and group velocityC as a function of the intersection

angle with austenitic columnar grains.

270

Figure 7: Velocity Changes in Austenitic Columnagi@s
(Cph- Phase VelocityC - Group Velocity,® - Phase Angley - Group Angle)
(Boehm, 1992), (Pudovikov, 2010).

During the transition of ultrasonic beam throughigrboundaries as acoustic interfaces
the wave encounters reflection, refraction and mam®version, phenomena

contributing to the mechanism of scattering. Imeaogeneral way the attenuation of
ultrasound by the microstructure can be correléeashechanical properties. However,

the quality of mechanical property evaluation #yidepends on accurate and careful
attenuation measurements (Green, 1981), (Vary,)1988

Attenuation is denoted by the attenuation coefficieusually expressed by

I = Ioe_ax 13'7

where], is the initial intensityx is the distance of wave propagation. The atteanati
coefficienta is a function of frequendy This equation is analogue to the Beer-Lambert
law formulation for light absorption. The attenwatican be attributed to different
physical processes, the geometric attenuatgy), (the attenuation due to absorption
(ay), and the attenuation due to scattering)( Thusa can be separated in three
components:

a=a;+a,+as 1.3-8
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1.3 Basics of Ultrasonic Testing

Geometric attenuation is due to beam spreading cfbss section of a beam expands
along the distance of propagation for transducdth finite apertures. Attenuation
increases with smaller apertuesind larger wavelengtlisaccording to:

1.7

~ 1.3-9
AZ

ag
(for circular flat apertures).

Geometric attenuation must be taken into accounttife inspection procedure and
determines the transducer and scanning paramdteesefore, we may not consider
further the geometric attenuation as a variabletfefAcoustic Mouse”development.

Metallic materials are not strictly homogeneoudfddent type of crystal defects can be
considered scattering centers:

- Point defects, vacancies, interstitial atoms, goibms of an alloying element
- Linear defects, especially dislocations

- Planar defects, interfaces and grain boundaries

- Volume defects, pores, precipitates and inclusions

Point and linear defects normally have stress didltht only extend a few atomic
distances. This means that within a few nanometerslisturbance decays in a perfect
crystal. This dimension is much smaller than thevelength of typically used
ultrasonic testing frequencies, i.e. 1.18 mm fdi3z for a longitudinal wave in steel.
Crystal defects in the range betwgem and mm are grains, particle inclusions and
pores.

In a material, physical properties can have a gtrdependence on crystallographic
direction. This is called anisotropy. Normally, $kedifferences are averaged out for a
polycrystalline material, if all orientations aratsstically distributed and the grain size
is small. Some manufacturing processes yield mirogires (as shown in Figure 6)
with preferred orientations; the material is caltegtured. Welding, casting and rolling
often lead to textures.

The grain boundaries contribute most significatdlfthe backscattered acoustic noise.
For that reason we discuss briefly the elasticaropy of materials.

The elastic constant§;; and C;; are called the elastic compliances and elastic
stiffnesses, respectively. In the cubic systemettae only three independent elastic
compliancess;;, S, and S, with corresponding elastic stiffnessgs, C;,, andC,,. In

a single crystal of a cubic metal the tensile ahdas moduli vary with the crystal
orientation according to

11
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1 [ 1 7
E = 511 - 2 (511 - 512) - 5544 (lzmz + mznz + lznz)
1.3-10
1 [ 1 7
E = 544 -2 (Sll - 512) - 5544 (lzmz + mznz + lznz)

wherel, m, nare the direction cosines of the specimen axisaarystallographic axes.

For an isotropic crystal holds:

Saa = 2(811 — S12) andCy, = %(Cn — Cy3) 1.3-11
Therefore:
E=-L andG =+ 1.3-12
N S11 - Saa )

Hence, the degree of anisotropy can be specified by

2(S11—S C11—C
($11=S12) or &6z 1.3-13
S4a 2Cyq

In Table 1 we list the principal elastic compliascand elastic stiffnesses at room
temperature for Aluminum, Iron, and Copper withithanisotropy factorsg. The
applied units arel/TPa for S;; (elastic compliances) an&Pa for Cij (elastic

stiffnesses).

Si1 Si2 S Cn Ci2 Cua Anisotropy
[L/TPa] [1/TPa] [1/TPa] [GPa] [GPa] [GPa] Factor g
Aluminium 16 -5.8 35.3 108 62 28.3 1.2
Iron 7.67 -2.83 8.57 230 117 135 2.5
Copper 15 -6.3 13.3 169 122 75.3 3.2

Table 1: Elastic properties of Al, Fe and Cu (abic systems) (Totemeier, 2004).

To some extent the anisotropy factris related to the applicability of UT. For
example, aluminum can be inspected easily, coptbragarse grain or textures needs
specific procedures with limited results.

Figure 8 illustrates the anisotropy of several cubketals. The plot on the left shows
the elastic modulus as a function of direction i $pace, while the plot on the right
shows a section through the 3D plot in @D plane. The anisotropy factgr is
2(511—512)

determined by equation = Sma

12
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Aluminium (Al):
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Figure 8: Elastic Moduli as a Function of Crystghaphic Direction (Wolfram, 2011).

Scattering in polycrystalline materials caused tygtal anisotropy is given by the
following expressions (Mechel, 2008):

8n3 Vftg? ca\°
o= Yo 2+3(2) 1.3-14
375  pc Ct
6ms Vf*g? cr\®
=2 L2 I3, o(2 1.3-15
“T =375 pack 3+ (cl)
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With the scattering parameters

877.'3 gZ ol 5
= .2 — longitudinal mode 1.3-16
L7375 p2c? [2 3 (ct> l (longitud )
67T3 gZ Ct 5
r=305 peE l3 + 2 (C_z) l (shear mode) 1.3-17

the attenuation coefficient is written as
ap,r = SL,TVf4 = SL,Td3f4 1.3-18

whereS, r is the scattering parameter for longitudinal arehsverse waves according
to the index chosen. The volume of the scatter®ig + d® with d the grain size
dimension.a increases significantly with growing frequernicgnd larger grain size.
Therefore, usually only fine grained steel can m&eécted using common technical
inspection frequencies in the range of 1 MHz to BaVFurther, scattering of shear
waves is much stronger because of its slower soalatity c; or smaller wavelength
for a given frequency, respectively. The ratio ofisd velocitieS(c;/c,)° is about 32.
As a result the attenuation coefficient for sheaves is about one order of magnitude
higher than that one for longitudinal waves as shéw some metals in Figure 9.

92.2
101 4 A K 107 4 ;b f
Pb & Na
Au +
¥ N Y ag
+
100 4 49 . 1019 Fe-30Ni
+d y L+' Pd+*, oy
30N G
St (mm/us)4 N;Ge Fe-30Ni _a“ Nf NI X6Ci 18.12
-1+ N 10-24 S, (mmlus)4 |, et
10 Ta, + X6CINi 18.12 ' o-fe +
o F
o-Fe
v
10-2 10-34
4 no g
/}I Er :
Mo
103 T T T -MO T 104 . . " . y
0 1 2 3 4 5 2 3 4 5 6 7
i Wi i -wav
Scattering parameter for shear wave{mm/us Scattering parameter for L-wa mm/us

Figure 9: Scattering Parameters for Longitudina 8hear Waves (Arnold, 2008).

The grain size of technical steels is given bynefee micrograph numbers. Table 2
contains the ASTM series of reference diagrams withaverage grain diameter and
grain cross section. For illustration Figure 10wgfdypical austenitic steel micrographs
of the three groups of reference micrographs.
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Figure 10: Micrographs of Austenitic Steel (Lok2d11).

Grain Size Grain Diameter Grain Cross Steel Quality
ASTM # [pm] Section
[pm?]
-3 1000 1.000.000
-2 800 640.000
-1 550 302.500
0 350 122.500
1 250 62.500
2 180 32.400
3 120 14.400 Coarse Grained
4 90 8.100
5 60 3.600
6 45 2.025
7 35 1.225 Fine Grained
8 22 484
9 16 256
10 12 144
11 8 64
12 6 36 Very Fine Grained
13 4 16
14 3,5 12
15 3 9

Table 2: ASTM Grain Size Reference Series (MPA,1201

The ASTM series number N is related to the numbgransG in 1 square inch by

1.3-19

G=2N-1

ASTM grain size number 1 indicates a grain of assreection of one square inch — a
very coarse grained microstructure not testableltvgsound with commonly required

frequencies.

The above considerations are valid for pure poygtals. Technical materials contain
also other scatter sources — various phases awndlilame defects (voids, inclusions).
Nevertheless, we may expect the most significantriution to scattering in metals by
the ratio of mean grain sizkto wavelengthl. This ratio has to be considered by NDT
practitioners when establishing an inspection ptooe. The experimental data as
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shown in Figure 11 contain all possible scatterrsea in steel (Kretov, 1995),
(Serabian, 1980).

IR

d | A« nd
d

A»nd A

Figure 11: Effect of Grain Size to Wave Length Retaon Ultrasonic Attenuation.

ForA « md, the diffusion scattering, the sound is absoripegbich grain as in one large
crystal. Attenuation is defined by absorption:

ap = Cpd™? 1.3-20
ForA = nd we observe the stochastic or phase scattering $soce

a, = Cpdf? 1.3-21
For A >» nd the Rayleigh scattering process occurs:

a, = C.d3f* 1.3-22

Cp, Cp, andc, are constants of density and elastic anisotropipfa, geometric factors,

and velocity (Lifsitz, 1950), (Mason, 1948). Fotrakonic testing frequencies between
0,5 MHz and 10 MHz the wavelengihis around ten to fifteen times longer than the
average grain diameter d. In this interval theaslbund is weakly scattered and
typically there is sufficient high signal to noisatio for defect detection (Kretov,
1995).

Raleigh scattering forms most of the “acoustic @bthat is usually not evaluated for
flaw detection and assessment. However, we asshamh¢he acoustic noise depends on
the microstructure that is specific for the positiGeometric extended reflectors are by
far more position related and may be evaluategésition data and position changes.
However, in high quality steels as used for stmeguextended material flaws or
material inhomogeneity are rather rare. Furthety goint reflectors will provide
accurate data as required. Back-wall reflectiom, dwample, is independent of the
transducer position, and compound reflector gedesetsuch as crack faces, require
careful analysis of the radio frequency (RF) A-scdn separate individual and
interfering scatter centers (Yastrebova, 2008)uileid.2 outlines these principles.
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X X X
a) Back-wall b) Point scattering (crack tip, ¢) Compound scattering (crack
x # f(d,) corner reflector) face)
x = f(dy) x ~1(dry, dray o drn)

Figure 12: Evaluation of Geometric Scattering faarisducer Position Data
(x: transducer positiom,: distance to the reflector)

1.3.3.Absorption in Solids

Absorption usually is not contributing to attenoatiof ultrasound in steels to be
considered. Absorption is due to the wave inteoactivith the material. Acoustic
energy is transformed into other forms of energgshoften heat. Internal friction is
one process that contributes to absorption losée®ther process is the direct
conversion of sound energy into heat due to thestastic effects, dislocation damping
and hysteresis of crystals in material (Kolsky, 39Lucke, 1956).

Direct absorption usually increases with increasraguency:

a, = C,f (Hysteresis losses) 1.3-23
a, = C.f? (Thermoelastic effect) 1.3-24

Stress-strain dampening causes hysteresis lossesnddynamic losses are a result of
heat generation during the transition from dilawatito compression state by
longitudinal wave (Mason, 1958).

Scattering and absorption have to be encounterelimitng factors for ultrasonic
testing. Absorption is decreasing the amplitudénefacoustic wave. This effect can be
compensated by higher transmitter voltage and diexpbettings. In many cases UT
procedures have to be qualified by specific choiceansducers for appropriate signal-
to-noise ratio. The scattered noise is called “egtass” by testing engineers. Usually,
also lower frequencies have to applied with reduedieéctor resolution and sensitivity
for the detection of small flaws (Baldev Raj, 2007)
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1.3.4.Ultrasonic Arrays

With the progress in micro-electronics and instrotmeanufacturing, array transducers
could be used for material inspections. Array tdaregers enable significant progress in
UT both for improved contrast and for higher refiolu sensitivity. They are
considered the key to quantitative imaging of flaiB®lotina, 2012). There are two
types of array operation: phase controlled opemagiod position controlled operation.
The phase controlled system is called Phased Aaral/ has become a standard in
ultrasonic testing already. The position controllygtem is called Migration Array
because it uses migration codes for image recargiru(Bolotina, 2012).

1.3.4.1.Phased Arrays

The active piezo-electronic element of Phased Atragsducer is composed of array
elements according to the sampling theorem. Phasedy transducers enable

electronic control of angle of incidence and fozahe. However, the resulting wave
field corresponds completely to the wave field ofstandard transducer of same
frequency and aperture of same dimensions as thg aperture. In that respect, the
use of phased array transducer does not improvgudigy of inspection especially not

the resolution sensitivity. The number of elementsst be higher than 12 for sufficient

suppression of diffraction side lobes, the elenagrtrture is half the wave length with a
pitch of half a wavelength. However, one phasedyatransducer can replace several
standard transducers with the special advantadpeettér contrast sensitivity or defect
detectability due to the higher number of anglesoidence. Linear phased arrays can
be considered part of the current state-of-thesailtrasonic automated inspections
(Moles, 2007).

Linear arrays sweep respectively focus the ultr@sbaam only in one plane. For 3D
sweeps or focusing matrix arrays have to be applied

Figure 13 shows the basic principle of phase ctiattummation of array element A-
scans.
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Sound Beam
Sweeping Focusing
ffﬁi’% k:grk
/ / /é/é f\lf/

Figure 13: Principle of Phase Controlled Ultrasdéams.

The best contrast sensitivity can be achieved loyosescan measurements. A sector
scan produces an image that shows a slice thrdwgbliject being inspected (Figure

14). The angle sweep of the longitudinal wave puidéigure 14 was between -70° and
+70° with the increment of 2°. Each ray seen inuFégl4a represents the A-scan of a
transducer with an aperture size equivalent tcathey aperture and the corresponding
angle of incidence. Therefore, the focal zone ataind of the near-field that determines
the resolution sensitivity is not improved compamedh standard single element

transducers even when the processed image of Figlréooks already impressive.

a) Ray Image b) Processed Image

Figure 14: Phased Array Sector Scans (BolotinaQR01

The advantage of phased array transducer is in seayebalanced by the complex
configuration of the transducer itself. In Figuie & radiograph of a linear phased array
transducer shows the complex wiring and cabling finats just by practical aspects
the number of elements. Nevertheless, ultrasoneging in material inspection has
been launched by the use of Phased Array equipment.
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T

Figure 15: Configuration of a Linear Phased Arraan‘Bduce%.

In industry, PA technicians require more experienoé training than conventional
technicians. The images of phased array inspectdss increase the risk of false
evaluation of results when the inspector ignores/gad A-scan analysis. The phased
array inspection is still a method that appliesilsimstandard principles of single
element transducers with aperture limited resotusiensitivity.

1.3.4.2.Migration Arrays

Present-day computing offers the possibility fooqassing the RF A-scan data of all
the array elements in parallel. This type of ateghnique was called migration array
(Bolotina, 2012) because position controlled retmrmsion codes of reflectors are
applied known for example in Geophysics as migra{Biondi, 2006). The processing
of RF A-scans of array elements with known positiaita is the viable gate to improve
contrast and resolution sensitivity but in comp@anwith reasonable technical
complexity of the data acquisition system. The clexipy is shifted to signal
processing and the codes applied.

Acoustic Migration has become a common principletti@ reconstruction of scattering
structures in acoustic wave-fields. Different ammites have been developed for
different technical problems mainly for seismic kexption. Reverse-time acoustic
migration reconstructs the source wave-field foovar time and the receiver wave-
field backward in time. It then applies an imagiogndition to extract reflectivity
information out of the reconstructed wave-fielda\& 2008).

The term migration was used in geophysics firsetiMigration is the application of a
method by which acoustic reflectors can be recanttd when the acoustic wave field
is known at the surface (Gajewski, 2010). When weasare the wave-field
w(X,y,z=0;t)at the surface of the specimen we may reconstinectieldw(x,y,z)called
depth migration. Depth migration solves the invepseblem of imaging reflector

2Radiograph delivered by Fraunhofer IZFP - Dresdethwppreciation
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geometries in the volume below the measured wasld-&t the surface called aperture
or when measured by scanning synthetic aperture.

The application of depth migration in geophysicdirected to measure the structure of
the subsoil by seismic waves. This problem is moutre complex than reflector
imaging in NDT. For example, subsoil structure dsissof layers with different
acoustic properties, wave velocities have to baraed and model based corrected for
more accurate structure information. In NDT, dapifration usually can be performed
under almost ideal conditions: we know the velo@fyultrasound and the surface
topography. Subsoil effects like significant attation or multi-scattering at layered
structures does not complicate depth migration@TN

However, we may learn from migration application geophysics how to inspect
structured, anisotropic or dispersive materials.

Migration applied in NDT enables some advancedufest of ultrasonic testing that
have been developed and demonstrated in the last y8ulavinov, 2005), (von
Bernus, 2006), (Bulavinov, 2007), (Bolotina, 201(Bolotina, 2012). The features
used for the development of thcoustic Mouse”are outlined briefly.

The measurement of A-scans by the array elemenp®sgion controlled. For each

measured A-scan we add the accurate position dake oeceiving array element. The
material discontinuity is activated by scatter bé ttransmitter pulse. The scattered
pulse is received by all or selected array elemfamtaing a synthetic aperture. The A-
scan and position data are stored for further msing. One important feature results
from this type of measurement illustrated by Figlite There is no need for phase
control electronics. The instrument consists oktadf parallel ultrasonic boards with

fast data links to the signal processor unit arehadte storage capacity.
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Elements of phased array transducers
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Figure 16: Principle of Sampling Arrays and theomfiation matrix of an array with four
elements (von Bernus, 2006).

In case that all array elements are used as tréesiut consecutively and all elements
are receiving A-scans we have measured the fuiplesinformation content of the
array as described by the information matx with i the number of the transmitting
element and the number of the receiving element. This typenafasurement with
consecutive transmitter pulses and parallel reegiby all elements is called sampling
array because the information provided by ultras@aniay is sampled into the columns

Aij=1-n)-

The information content of an acoustic array ohsraitting and receiving elements
was described in detail by (Chiao, 1994). Techiyoaké may assume linearity required
for the Lorentz Reciprocity Theorem that allows techange of transmitter and
receiver function (Altman, 1991). Therefore, thdl fonatrix of A-scans comprises
redundant information but affected by measurement®

A;j = Aj; (Reciprocity Theorem) 1.3-25

The redundancy can be used for measurement ersvaging and for information
matrices build-up by compound scans.

The matrix diagonal;; with i = ] comprises the information of a synthetic aperture
focus scan used as flaw evaluation method SAFTilistic aperture focus technique).
The element(1,1) is moved along the array aperture virtually thiouge positions
(2,2), (i,i) up to the positiorfn,n). Therefore, we may assume that position controlled
measurement called here migration measurement dg@®vnore information than a
SAFT scan when we use the information of matrixngetsA;; with i different from;.
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We may state that migration is based on measureprgrgiples commonly known in

NDT as SAFT with features known from Phased Arrdyeear migration arrays of

more than 12 elements that follow the Sampling Téeo (skip less than half the
wavelength) can be used as phased array transdd@x$2 element matrix arrays
which elements are also distributed according ® $ampling Theorem allow the
electronic phase control for arbitrary space angfegltrasonic pulse propagation but
also migration for 3D imaging of flaws.

1.3.4.3.Synthetic Aperture Focusing Technique SAFT

SAFT has been applied for flaw evaluation sincearibian 30 years (Mdller, 1988).
Especially for heavy wall components ultrasonigeion results with non-acceptable
findings had to be analysed for repair decisiongsiwften the length of indication was
overcalled due to the beam spread of applied trargsdsound fields at long distances
and the 12db drop criteria for length measuremémr more accurate length
measurements focusing transducers and synthetigsifag techniques have been
introduced. Today SAFT application is part of th&tes-of-the-art of ultrasonic testing
and controlled by guidelines (BS7910, 2005). Swinthéocusing data for flaw
evaluation can be acquired by almost all automatedsonic systems with RF A-scan
data storage capacity.

Whereas phased array measurements are controlladjlstable phase relations SAFT
measurements are controlled by position. When segna point (line) source
transducer (element aperture in scanning direclems than half the wavelength)
measuring RF A-scans the length of scan is forrttiegsynthetic aperture (SA) and A-
scan data can be used for reconstruction of reflecihe dimension of SA determines
the synthetic end of near-field according to stadd@mputation rules as a function of
frequency. All reconstructed reflectors inside lnd synthetic near-field are imaged by
synthetic focusing with limits practically close ttee Raleigh criteria of half the wave-
length. In good approximation the resolutidfx in scan direction of SAFT
measurement is given by:

Ax = A,)2 1.3-26

whereA, is an aperture of Transducer afwd > 1/2. Ax is independent of wavelength
and distance within the synthetic near-field buatited by the Rayleigh criterion for
data without measurement errors.

This rule shows the importance of small elementrtape For more detailed
understanding the physics of synthetic aperturesareanents we refer to literature
written for synthetic aperture radar (SAR) appl@as (W.M. Brown, 2004).
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The length of the effective synthetic aperture delgseboth on the divergence of the
transducer element and the reflector properties. &y achieve the best possible
resolution with the largest synthetic aperture whalirwavelength transducer elements
are used for imaging of point reflectors for exaengide drilled holes. Both, the
reflector and the transducer are sources respnaethat correspond to elementary
Huygens waves.

When scanning the single element of SAFT measurertien synthetic aperture is
growing until no reflected signal can be receivgdtiie element. For point reflectors
the synthetic aperture is given by the beam divezgeof the element. The above
mentioned resolution contrast can be achieved déoiypoint reflectors and point
transducers. For extended planar reflectors, famgte an extended lack of fusion with
a slope of 45° or just the back-wall of the specinmeparallel alignment to the scanned
surface, the synthetic aperture will collapse te oreasurement position. The divergent
beam of the ultrasonic transmitter pulse is folaath the directed reflection of the
planar reflector. The synthetic near-field is liesitin depth and the high resolution
contrast is lost when the reflector is now locatethe synthetic far-field.

Further, there are limitations given by the intéiat of the acoustic pulse with real

reflector geometries. For example, a side drillete hgenerates reflector artefacts by
surface waves propagating around the side drilldd. We have to consider standard
laws of wave interaction with material inhomogeyeit

The idea of SAFT reconstruction can be put acr@sslyebut quality of realization
depends on some problems of measurement and datagement that challenge for
advanced codes. The problems are linked to theracgof position information of
sampled wave field data, the characteristics ohmsed transducer, the way the
synthetic aperture is filled, and real-time imagoigeflector geometry.

Figure 17 illustrates the SAFT reconstruction ohpoeflectors. The scan results in RF
echo dynamic curves here called data hyperboladch reflector. Due to the beam
divergence we can only assume the reflector positbm a circle with radius
corresponding to the time of flight. The circlesr fall transducer positions are
superimposed with the result of reflector imagéhm spatial model.
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Figure 17: Principle of SAFT Measurement and ImBgeonstruction
(Bulavinov, 2005).

The illustrated SAFT reconstruction enables pldesimderstanding of some rules to
be considered when SAFT is applied:

* Broad band pulses improve the resolution in spaegeesthe reconstruction
radius range is narrowed.

* Larger beam divergence by smaller transducer agertaproves the lateral
resolution by confining the superimposition by steerossing angles of
contributing time-of-flight radii.

 Since we measure RF A-scans, accurate position deta needed for
constructive summation of reflector amplitudes. 8Asule the relative position
error should not exceed a quarter of a wave length.

Figure 18: SAFT Reflector Reconstructions with #asing Number of Probe Positions
(Boehm, 2009).

25



Chapter 1: Introduction

Figure 18 from (Boehm, 2009) illustrates the speai@aning of the number and
density of measurement positions for the reflectmonstruction due to diffraction
phenomena of wave physics. When we sample the dataeaccording to the Sampling
Theorem we can avoid reconstruction artefacts [fiyadtions seen in Figure 18 for
small number of measurement positions. In consempue have to take one A-Scan at
positions after scanning a distance of only halfaae length (corresponding to the skip
distance of a phased array). Further, as it casela in Figure 18, the reconstructed
reflector amplitude increases with the number oftcbuting measured amplitudes.

1.3.4.4.Migration Array Imaging Technique MAIT

Migration takes advantage of RF A-scans measuraeahtarray. We may scan the array
or reconstruct in one position. In conventional vediyspeaking the first one could be
named as a compound scan, the second one a seatoofsan array. The difference is
with the additional information provided by the ghitand catch measurements. In
addition to the circles that describe the assunefi@ator position we use also the
elliptic reflector locus curve given by two elememif the array. Therefore, migration
array data provide better information about detaflgeometric reflectors with higher

reconstruction amplitudes and more effective naisgaging.

Figure 19 shows for illustration the elliptic refter locus curve of a pitch and catch

measurement.

Transmitter Receiver
—

Figure 19: Elliptical Reflector Locus Curve for Ay Elements Transmitter and Receiver.

The numbeVg, - of independent reflector locus curves increasel thié number n of
array elements according to:

NRLC = n(n + 1)/2 13'27
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Figure 20: Effect of Increasing the Number of Areslgments (Zhantlessov, 2012).

An array with 16 elements will give already 136amstruction locus curves. Increasing
the number n we get higher reflector amplitudesoligion is improving and
reconstruction artefacts are disappearing as ibeaseen in Figure 20 above. The result
of simulation presented in Figure 20 correspondsdgare 18 for SAFT scans.

Most commonly, migration codes are based on Kirbéhhatgorithm (Chang, 2001),
(Bleistein, 2001). We have used the SyriFoode, the first commercial software for
NDT application developed by Lucidsbft

Simple Kirchhoff migration algorithm is describedthv

CO)= Y wiBi(t— ) 1.3-28

where( (t) is the computed RF echo retuwy,is the weight assigned to returned signal
B;(t) from elementi andt; is the time delay for element The surface-related
coordinates are known by scanning. The wave-Wldt a given poin{x,y,z,t) is a
summation of waves propagating from other pointgeatier times. The summation
process induces, especially when the apertureitelil andi” is small.

Therefore, SynFdtcode extends the Kirchhoff approach by introducingperatots
which enforces goodness for fit @rit):

Ct)=a z w;B;(t — t;) 1.3-29
7

G is function of distributiornw;B;(t — t;) at timet. In perfectly focused condition all
values ofw;B;(t — t;) should be in phase and the amplitude should be $Baietina,
2012). By taking into account this information aigfumic noise caused by limited
bandwidth of the ultrasonic signals can be elimgdadr reduced. Various parameters
are possible to enforce this fitness rule like d#wh, entropy etc. SynFBcused
standard deviation as the enforcing parameter. Téchnique works well when
coverage is good and inversion is well condition&¥en though this condition
theoretically leads to unity, in practice becauséhe measurement errors it requires a
certain band (Bolotina, 2012).

3 www.lucidsoft.net
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Tighter conditions give better resolution in gehepat can lead to suppression of weak
indications - a consequence that enhances resoliiitivis applied to detected images
but with the unfavorable effect of a loss of costrsensitivity and an increasing level
of the side-lobes of the point-spread function (derkker, 1997). Since we have in
mind the tracing of transducer position by analydivackscattered noise we cannot
afford tighter conditions. The further advantagelatidSoff is fast computing since
the calculation of; is independent of neighborhood points and carabmilated in-line
with the summation. It is well suited for parakkeimputing of migration images.

At the Fraunhofer Institutdlondestructive TestintZFP* the Sampling Phased Array
was developed (Bulavinov, 2005) with specializedtdees of the general migration
approach. Nevertheless, the experimental resultieméth the multichannel prototype
equipment prove also the basic features of mignatie plan to apply for theAtoustic
Mouse™. These features have been published and we talopgwetunity for citation.

The first proof was the experimental verificatidrtiee equivalency of phase controlled
(phased array operation mode) and position corttqampling mode) measurement.
The tip indication of the fatigue crack in the tsegécimen shown in Figure 21 was used
to compare the A-scans. The migration A-scan wadhggized from the migration
sector image (Bulavinov, 2005).

.

55

Crack

| ik

400

Figure 21: Steel Test Specimen with Fatigue Crattkhgmbers in mm).

4 www.izfp.fraunhofer.de
5 We are very grateful to Dr. A. Bulavinov for thepoptunity to use his equipment for our experiments
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Dead Zone Back Wall
Crack Tip
I |
Ii [ [
a) Conventional Phased Ari b) Sampling Mod
c) Crack Tip RF Signal of Phas d) Crack Tip RF Signal ¢

Figure 22: Comparison of A-Scans.

The A-scans were taken for an incidence angle oTBé 5 MHz commercial Olympus
linear array transducer with 64 elements had elésragrertures of 0.5 x 12mm with the
skip of 0.6 mm. Only the central group of 16 eleteemas been used due to the 16
channel design of the used sampling phased arcagtppe.

The back wall RF signal of Figure 22a was over #nedl for a better visualization of
the tip signal. The tip signals measured by Ph#@seay mode and Sampling mode are
the very same ones that prove the equivalency tf dyoeration modes for reflector A-
scan imaging. We may state:

The proved equivalency allows the use of migrag@etor images in compliance with
the current state-of-the-art of ultrasonic testing.

Further, the dead zone of the A-scan beneath #wensd surface is much smaller due
to the impact of pitch and catch locus curves. @quently, subsurface flaws can be
detected much better by applying sampling operatiode.

The second feature of migration useful for tAedustic Mouse development is the
synthetic focusing throughout the near-field of #reay aperture. This was discussed
and demonstrated by experiment by (Bulavinov, 20@5)3 later publications
(Bulavinov, 2007), (von Bernus, 2006), (Bolotin®12). For illustration of the image
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quality achieved by migration we discuss the rasaoft the related first experiments
(Bulavinov, 2005).

* a) Conventional Experimental Data:
SOH Sector Scan
Focus Depth: 5mm  Test Specimen: Steel 55 mm thick

e SDH @: 1mm
." Linear Array Transducer:
F =5 MHz; 16 Elements

? b) Conventional

.
SDH - SDH Sector Scan

-
SDH

Backwall
T ammm—

spHC) SynFoc®

i Sector Scan
spq SOH

-

SDH

Partial View of Test Specimen
with Transducer

Backual

Figure 23: Comparison of Phased Array Sector SaadsMligration Sector Image.

Figure 24 shows the full test specimen used. Thage colored half circles indicate
the near-field of the array. The linear array tdarcer (see Figure 23) of 5 MHz with 16
elements was built by Fraunhofer IZFP with elemapéertures comparable to the
Olympus linear Array transducer.

Sensor Sensor Ste_qsor
position 1 position 2 position 3
o 3 3

=

i

- _
~O¢Tmm

187

Figure 24: IZFP Steel Test Specimen with Side BdilHoles SDH (all numbers in mm)
(Bulavinov, 2005).
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1.3 Basics of Ultrasonic Testing

As it can be seen in Figure 23b the sector scaigenmeasured by the non-focused
phased array mode has a lateral resolution detedriny the full array aperture not
better than conventional plate transducers withesaperture would enable. The side
drilled hole near the surface (SDH 3) cannot beeatet by the same sector scan.
However, we may focus the phased array on SDH @ iNs well imaged but even the
back wall image disappears outside the focal zaee (Figure 23a). By migration
(Figure 23c) we image all reflectors with high resion almost homogeneous in the
near-field of the array.

I

Transmitter Pulse/

Dead Zon Transmitter Pulse/

Dead Zon
/

Back Wal Reflector SDH

a) A-Scan Signal of Back Wall b) A-Scan Signal of Near Surface SDH 3

Reflector SDH
¥ Back Wal

c) Migration A-Scan

Figure 25: Comparison of A-Scans.

The comparison of A-scans in Figure 25 underlinas second statement on the
advantageous use of migration:

Migration Sector Scan Images enable the simultasemad homogeneous imaging of
all reflectors within the near-field of the arrayittv high resolution

We intend to evaluate sector scans for positiogking of linear scans. Manual
scanning is rather non-uniform and uneven and segrspeed may jump up to 1000
mm/sec. As a consequence we have to reconstrucr ssans at a repetition rate of
1000 per second for the scan index of 1mm. Phasexy Aector scan imaging is by far
too slow but even the sampling mode with all tramsdl elements in consecutive
transmitter function creates time problems: Applyia 16 element linear array
transducer we would have to transmit 16 times guiselmost the same position. For

31
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scanning speeds up to 1000 mm/sec we would neadsa pepetition frequency of
16000 per second much too high for standard ultiasmstruments with repetition
frequencies less than 5 kHz. In consequence, wédwwaye to increase the scan index
up to 3mm significantly larger than half the wavejth of technical frequencies (for
example: the longitudinal wavelengih in steel for technical frequencies between 2
MHz and 5 MHz is in the range between 1.2mm and Bmm

However, migration allows also reducing the nunmifeairray elements with transmitter
function. This important feature enables fast socanwith real-time sector imaging. In
Figure 26 we compare the A-scans with RF crackdiffraction signals. Figure 26a
shows the fully sampled migration A-scan from Feg@2d, Figure 26b the migration
of the central column of the information matrixspectively only the central element
number 7 of 16 was used as transmitter.

a) 16x16 Migration Imag b) 1x16 Migration Imac

Figure 26: Comparison of A-scans with full and waffarse information
(Bulavinov, 2005).

The difference is caused by the electronic nois¢ mhodifies the A-scan of the 1x16
migration. The noise results from the high ampdifion setting. It can be reduced by
appropriate instrument design or filtering. Furtitee interaction of transmitted sound
pulses with geometric reflectors in one transdymesition is different that can be
compensated by compound scanning. Therefore, tingé #aluable feature for the

“Acoustic Mouse'tevelopment is expressed by the statement:

Fast manual scanning with real-time sector scangim@ for position tracking can be
achieved by sparse migration sector scan imaging.

1.3.5.Ultrasonic Imaging

Ultrasonic imaging terminology is part of standardsd codes (ASME, 2010).

Common images are A-scans, B-scans, C-scans. Bggearants the data in the cross
section parallel to the scanning direction; thec@rsis the top view on the inspected
area. Additional features of imaging are variousmg with gates for selectable regions
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1.3 Basics of Ultrasonic Testing

of interest like the end view through all the inseel volume against the scanning
direction.

All these images are based on A-scans using theateay trace of sound propagation.
Therefore, the images are based on one-dimensioma@surements. The A-scan
presents the data in one dimension, the B- anda@-sctwo dimensions. For complex
geometries like nozzles the A-scans are presentédrée dimensions. Therefore we
have to distinguish between the dimensionality ehsurement and data presentation.

The phased array sector scan represents the om#slonal measurement because it
consists of multiple A-scans taken along with tlearh sweep. It can be visualized in
2D or 3D. The 3D image we get when we add the nredssector scans of parallel
scans to one 3D image. The sector scan is a ditieedfinal image. The migration
sector scan can be considered a 2D measurementthgttsame possibilities of
imaging. However, the sector scan measurementstdefiéectors only in the plane of
the cross section defined by the beam sweep oetmastruction plane.

We get the full contrast sensitivity only by a 3@asurement that is visualized in 3D
but can be presented also by different selectdblei@ws.

Figure 27 illustrates the different imaging and sweament principles (Reddy, 2011).

-
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A Scan embedding in geometry = Sec;o ~B Sce'x Léca =
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N~

3D Ultrasound

Compound
2D to 3D
: — 3D to 3D 3D renstruction
,’!

Arranging Slices Grid arrays etc.
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Figure 27: Ways of Ultrasonic Imaging.

We propose for theAcoustic Mouse”2D measurements (migration sector scan) but
with 1D A-scan and 2D C-scan control during scagnim compliance with existing
codes.
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1.3.6.Elastodynamic Waves

The simulation of acoustic wave propagation in male has become a common tool
for the modeling of inspection problems. We havedusm-house codes developed by
Lucidsoft as part of their software portfolio (Rgd@011). Here we describe the basics
of the applied elastodynamic code.

The solution of the wave equation for uniform asdtiopic materials are two distinct
wave modes, the longitudinal wave and the sheaewaropagating at a phase speed
independent of frequency. We are aware of anismtrapd also dispersive structural
materials but we limit our considerations to isptcomaterials. The assumption of
acoustic isotropy enables fast computations foruktions and migration. Efficient
solver codes have been developed and can be fauingleasoftware.

The equations of motion for elastic media can bévdé (Wikipedia, 2011) taking into
account three tensor partial differential equations

Hooke’s law that governs the strain to stressimiat
oc=C(C:¢€ 1.3-30

whereo is the Cauchy stress tenseiis the infinitesimal strain tensag,is the fourth-
order stiffness tensor, and : B = A;;B;; is the inner product of two second-order
tensors (summation over repeated indices is implied

The strain-displacement equations,

€ ==[Vu+ (Fu)7] 1.3-31

N =

where u is the displacement vectd(s) represents the gradient operator.

The equation of motion (Newton’s second law),

where F is the body force per unit volume,is the mass densityy - (¢) is the
divergence operatoii, is a second derivative of the displacement veettr respect to
time.

These equations are governing a linear elastic demyrvalue problem.

34



1.3 Basics of Ultrasonic Testing

In Appendix A we derive the two expressions for tbegitudinal and for the shear
wave mode.
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Chapter 2. The Evolution of
Quantitative Ultrasonic Inspection

The need for and the objectives of Quantitativerddtbnic Testing, here called QUT,
have motivated us for théAcoustic Mouse” development. The results of our
development will be accepted and applied by ingusthen they contribute to the

realization of QUT. We discuss some of the mairumegnents and trends towards
QUT as they are specific for tHAcoustic Mouse” design. Further, we aim for the
replacement of mechanical scanners required for od we should understand the
achievements and the state-of-the-art of automatsgections with mechanical

scanners. Therefore, we discuss the evolution ahtiative ultrasonic testing by its

contribution to structural integrity, and the dexmhent and principles of automated
scanning.

Quantitative Nondestructive Testing (QNDT) providasfficient information about
defect states in components that enables the assessf further use under specific,
given load conditions. QNDT must detect all matedeficiencies that may cause
failure within the designed life-time. Together vpphysical models for computational
analysis, component design and manufacturing pwesd QNDT is applied to meet
the requirements of reliability engineering of stires under load (Hellier, 2001),
(Kréning, 2011).

Cracking is one of the most severe deficiencies douctural components under

changing loads. The effect of cracking on struducan be assessed by Fracture
Mechanic (FM) codes based on principles of Contimudechanics (Subra, 2003),

(Stephens, 2001). Ultrasonic testing is consideted be the most adequate

nondestructive testing technique for detection ewmdluation of cracks in structures

(Kiric, 2006), (Kurai, 2009), (Kiric, 2008).

By ultrasound even closed cracks under compresssidual stress can be detected,
which are transparent for other nondestructive riegles like magnetic or X-ray
testing. Another advantage of ultrasonic testinghes coverage of the full inspection
volume: surface and volume defects of arbitrargmation can be detected in contrast
to pure surface inspection techniques.
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Chapter 2: The Evolution of Quantitative Ultrasohispection

In the following parts of the thesis we describe #volution to modern ultrasonic
QNDT to provide a basic understanding of tAeoustic Mouse”as a tool for manual
ultrasonic inspections with results that can bduatad quantitatively.

2.1.Roots of Nondestructive Testing and Reliability Engneering

The industrial revolution of the IXX century is chaterized by the beginning use of
machines in all areas of industry. Machines runsteam power have revolutionized
production of goods and traffic systems but hawatad also the demand for energy.
However, the era of industrial revolution was atsarked by many dramatic accidents
caused by failures of pressurized steam vesselsinSiind are the accidents on the
“Sultana” on April 1865 when three of four boilezgploded (Salecker, 1996) or the
accident in Hartford, Connecticut in 1854, whenaéimost new boiler exploded with
tremendous force. The dramatic consequences of dras other accidents pushed the
development of structural safety engineering inicigchondestructive testing methods.
Safety engineering codes became mandatory witHatgus according to the available
state of the art. In 1864 the Boiler Inspection ¥eis passed in the State of Connecticut
(Hellier, 2001). Nowadays, the American SocietyMdchanical Engineers (ASME)
Boiler and Pressure Vessel Code is the most appbee for pressurized components
and systems. Theampfkesselverordnurig one of the oldest regulations put into force
in Germany at this time. The related mandatoryesaahd technical recommendations
aim to minimizing the risk of component failure (Dpfkesselbestimmungen, 2004),
(Weber, 1963).

At that time, the beginning of thdechanical Agewhen engines began to replace or to
support human labour, the knowledge and techniaekdround was rather limited for
the development of non-destructive methods. Thegetioe opportunity for an insight
of structures was very exciting when W.C. Réntgescdbed X-rays first time in 1895
(Gherman, 1994), (Glasser, 1993). Rontgen awarded the Noble Prize in Physics,
1901. Very soon after the detection X-rays wereaaly used for the inspection of
industrial components, and R. Seifert, an assistant.C. Rontgen founded his
company around 1930, that has survived generafi@astsch, 2000). Other techniques
like magnetic leakage flux has been also developad,the number of steam vessel
explosions could be reduced dramatically (Chus83)19

This achievement was not only due to the introducf NDT regulations and the
development of NDT techniques. At the same times thaterial scientists and
engineers, for example A. Wohler (1819 -1914), hdegeloped destructive testing
techniques for the characterization of materialpprties fit for purpose and to assess
the operational stability and the life time of saemponent operation (Wohler, 1855).
Both, the assurance of material properties andsisarance of defect free components
have become essential for the design, productiod aperation of structural
components made of steel.
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2.2 Ultrasonic Testing and Fracture Mechanics

2.2.Ultrasonic Testing and Fracture Mechanics

When welding of steel joints was developed with #ulvantage of — at this time —
lightweight construction of structures, cracks hapesed the major risk of structural
failure. X-ray techniques are not fit for use wheacks are closed or misaligned. At
this time, in 1929, a new non-destructive testingghrad was developed in Leningrad
by S.Y. Sokolov: the first ultrasonic system (HalJi 2001). Sokolov was the first

engineer who proposed ultrasonic waves for thectlete of discontinuities in metals.

For that reason he might be called the father whsnic testing. Later he described
piezoelectric transducers for transmitting and ireog ultrasound (Sokoloff, 1937).

A series of cargo ship accidents caused by poarctsire quality prompted US

scientists and engineers to develop mathematicdéscdor the probability of failure

assessment of cracked structural components unbetional load (Courant, 1943),

(Razvan, 2009). Since that time, fracture mechahn&sbecome an applied structural
reliability tool that combines load, material propes and material defects with

dominant role of cracking.

The reliability postulation of crack free structsireas also pushed the development of
NDT methods for crack detection. Surface cracksodrgpecial meaning due to load
accumulation at the surface and the consequentfoisicrack growth until failure.
Surface inspection techniques (Penetrant TestingMragnetic Powder Testing MP,
Eddy Current Testing EC) have been developed ang lh@come mandatory for
surface crack detection (Cartz, 1995), (E. Bray899 The inspection demand for
buried near surface cracks (or lack of fusionsjoorcracks in non-accessible surfaces
has pushed the development of ultrasonic equipfeemtack inspections especially of
welds (Papadakis, 1999). Ultrasonic and Eddy Cumesting are scanning techniques
and their application lead to manipulator suppodetbmated inspection systems. In
line with these improvements of available inspetti@chnologies, detailed NDT
standards and procedures have been written fosinduapplications with increasing
international cohesion and acceptance (Harold, 1992

2.2.1.Acceptance Criteria for Ultrasonic Indications

Until today, there is no general quantitative @tmaic testing method QUT with

accurate information about the flaw to be usedRbtr evaluation. The information

about the defect state must comprise probabilitgetbction (PoD) of defects, their
type (cracks, lacks of fusion, voids, slag inclasiand others), their position in the
structure, and their size. For that reason, theiseity settings are very conservative.
Moreover, any finding is processed by fracture nmaeah procedures as crack-like with
stress intensity factors corresponding to an itdisharp crack edge.

39



Chapter 2: The Evolution of Quantitative Ultrasohispection

Figure 28 shows for illustration the critical cragike in a primary circuit component of
a German Nuclear Power Plant compared with théredéd reflector size that controls
the sensitivity of inspection. The critical cradkesleading to fracture is a 1260 mm
long crack with a depth of 84 % of the wall thickeeAny reflector with amplitudes

equal or higher than the calibrated reference ctfte a 3mm deep and 10mm long
notch must be detected, reportet! evaluated.

Reference flaw size for acceptance

Critical fl . testing
———11 ritical flaw S'Zed (a=3 mm, 2¢c=10 mm) after cladding
I(r;_f)pr(l;ar?]rr]T? mode  (a=1,5 mm, 2c=10 mm) before
2¢=1260 mm)
—
3mm
6 mm > |[€<—
——{ |« welded
cladding
F
< Detail
-
< \ critical flaw size
for pressure test
(@a=104 mm, 2c=624 mm) S
— |
| [gmm
P N wall thickness
A 7] (s=250 mm) reference flaw size for in-service
| inspections
(a=4 mm, 2c=2(mm)

Figure 28: Relation of Critical Flaw Dimensions dRelgistration Sensitivity
(Kréning, 2011).

As a rule for well-designed ultrasonic inspectioystems, the sensitivity for flaw
detection is much higher. The limit for flaw deteatis defined by 6dB above the noise
level. This large difference between critical anetedtable flaw sizes has pushed
production to high quality standards — a concepv@n by the experienced extremely
low number of failures. This experience based cphce part of the German basis
safety Basissicherhejtconcept for nuclear engineering (KuBmaul, 198%)example.
However, the basis safety concept of mechanicalneegng suffers high costs of
production and is limited by light-weight engine®yiobjectives.
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2.2.2.Quantified Value of Ultrasonic Inspection

Basis Safety is a deterministic approach especiallsespect to the defect state after
NDT. A deterministic approach — using conservatiweyst-case values for all input

variables simultaneously — would often result isadety strategy that could not be
implemented in practice (Selby, 2011). A step beyaonventional, deterministic

fracture mechanics is the probabilistic fracturechamics (PFM) approach. It uses
selected random variable inputs for situations tihablve a significant degree of

uncertainty. Important input data of concern arackrdata - initiation rate, crack

detection and sizing, crack growth rate — that dlescthe defect state, loads, and
material properties. For each variable the staidtias to be analyzed and probability
distributions have to be established.

The basic calculations of Probabilistic Fracturechenics (PFM) analysis comprise to
steps. In step 1, a value for each input variablesdlected randomly based on its
probability distribution. The full data set is uded the calculation of the time to failure
in step 2. The basic calculations are repeatedyeygp!Monte Carlo” technique until
the failure probability is of good statistics. PRMalysis yields a failure probability,
rather than a specific calculation of crack sizéfetime.

The defect state for example is assumed by uppetr distimates of crack dimensions.
When we know the probability of crack detection aheé statistic distribution of
remaining cracks after inspection we could asdestobability of failure by defect
states more precisely. The advantage of this duoeewould be a structural design
less conservative. For that reason, mechanicaineex designing light weight
structures, for example in aviation industry, hdeeked for advanced methods of
reliability engineering. The replacement or extensiof deterministic fracture
mechanics by probabilistic codes is one of the magvancements in light weight
engineering.

A failure assessment diagram (FAD) is used fompttesentation of failure probabilities.
The FAD accounts for the possibility of fracturedaplastic collapse of ductile
construction materials (Kuna, 2010). For the ptastilapse the J-Integral is applied by
most of the practiced codes (Nuclear), (BS79107)19Bhe two possibilities are plotted
on the axes of the FAD & andS. S is a load ratio defined as a reference stress over
the lower yield strength of 0.2% proof stress. Teference stress characterizes the
possibility of plastic collapsé; is the fracture ratio and is defined as the apieess
intensity factor over the material toughness. #wflis stable if the assessment point
lies inside the FAD curve.

Figure 29 shows a typical failure assessment dmgraside the FAD line the
acceptable area, outside the area with critical §eowth to failure.
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Fracture mechanical assessment by fail/safe decision
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Figure 29: Failure Assessment Diagram FAD.

The recent development of probabilistic fracturechamic codes may motivate design
engineers to quantify the value of NDT for its ednition to structural reliability of
technical systems (Cioclov, 1999), (Cioclov, 20@y.known probability of detection
(PoD) we can assess the effect of NDT on the ranganmsk of failure (Cioclov, 2000),
(Bulavinov, 2007).

The failure assessment diagrams in Figure 30 slheweffect on failure probability
when defect state is known after inspection. Tl Iploint operations are based on data
gained by experiments for lightweight materialso@@ov, 2005).

Sr - plastic deformation degree of ligament
Kr — normalized crack tip loading
according to S.I.N.T.A.P-procedure

Kr Kr

10 F—T—==—

05

FA-Diagram without (left) and with (right) consideration of NDT

Figure 30: The Quantitative Contribution of NDTStructural Failure Assessment.

Each blue dot in the failure assessment diagram F&iDesents the result of Monte-
Carlo simulation by computing one set of the raniyodustributed material, load and
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defect size data. On the right the limited possibéimum defect (crack) size by NDT
reduces the risk of failure (blue dots outsidehef EAD curve) significantly.

For illustration, the global failure risR is a result of probability of failur®oF and
consequences of failu@oF concurring according to:

R = PoF * CoF 2.2-1
The risk reduction factdRRFachieved by NDT can be defined. by

PoFyith npT

RRF = (1 ) £ 100 222

POFwithout NDT

Here, the crack initiation rate and the crack glowdte are not taken into account
(Gandossi, 2007).

In most cases the risk is reduced by one orderagfmtude and more as the following
numbers in Table 3 taken for a pipe system proeth($2011):

No inspection 2 inspections 4 inspections

Prob. TWC Prob. Fail. Prob. TWC Prob. Fail. Prob. TWC Prob. Fail.
3.22E-02 2.43E-02 2.35E-03 1.46E-03 6.14E-04 1.44E-04

Table 3: Effect of In-service Inspections on Praligiof Through-Wall Crack (TWC)
and Rupture — circumferential flaws only.

2.2.3.Probability of Detection

The assessment of risk of failure of loaded tedingtructures depends on the
probability of detection (PoD) of defects (RummkEd98). The PoD is limited by the
inspection physics, the shape and position of flaaddition to human or performance
errors. Consequently, NTD methods and procedures t@be assessed for PoD of
defects (Achenbach, 2000) as one step towards itatavg NDT (QNDT). However,
guantitative assessment of ultrasonic findingstis difficult because of the weak
correlation between measured reflectivity and tgpd geometry of reflecting material
discontinuity.

The reliability of detection by NDT was subjectaostudy by the European Community
Plate Inspection Steering Committee PISC. The RISG:dy proved the probability of
detection depending on flaw type and geometry. Meitic flaws can be detected more
reliable than planar cracks — a result of insuéti contrast sensitivity as defined
above. The flaw evaluation depends strongly orr theometric details, their size and
location (PISC II, 1986), (Silk, 1987). An earlyadysis of defect detection probability
was also made by Haines 1983. He showed, as anpéxaimat notch like flaws with a
depth of 25mm and a length of 125mm can be detant@)0 mm thick pressurised
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water reactor vessel seam weld with a PoD of 99kts Mumber was obtained for 2
MHz 45° shear wave transducers by the corner effiedtwas justified for flaws tilt up
to 20 (Silk, 1987).

These observations seem to go without saying. Hewyeliere is still the need for full
understanding of probability of detection or proligbof missing the most critical
flaw. Further, the PoD is the approach to quarthfy reliability of NDT. Therefore, a
large amount of information is made available baghpart of current research (Muller,
2006) but also already as industrial applicati€shp, 2009), (Georgiou, 2006).

For the simplest “hit and miss” situation — we itigiish only between flaw detected
and missed — the PoD is usually expressed as &éidomaf flaw size. There are some
basic assumptions applied for almost all inspectiwacedures: the probability of

detection is growing with the flaw size, the proesed but also the applied method
limits the detection of flaws with dimensions bel@awthreshold, and for large flaw

dimensions the PoD reaches saturation but belowold®e PoD approach is limited

or difficult to understand because of the impactainy random variables. In reality a
PoD is a function of many other physical and openai parameters, such as, the
material, the geometry, the flaw type, the NDT roeththe testing conditions and the
human impact (e.g. certification, education andeeigmce of NDT personnel).

For calculating the PoD we have to find the funudiorelationship between sensor
signals and flaw sizea such that the residuals are normally distributeith \&i constant
variance as recommended by written procedure (MDBK-1823, 1999). Typically,
this linear relationship is found in the log-logasp:

log10(s) = cqlogip(a) +co +9 2.2-3

whered — is a zero mean Gaussian random variable,carahdc, are given by the
linear fit of experimental data. The expected respdog,,(s) is a random variable
with mean equal tolog;y(s) = ¢; logio(a) + ¢, and standard deviatiow (9).
Introducing a detection threshold — the smalleatvflsize a,,;,, being found and
reported, the probability of detectioRpD(a), can be computed from the standard
normal cumulative distribution functichx as

2
PoD(a) = &x = Y2 du 2.2-4

X
=
g e

21 .
wherex = (¢; logio(a) + co — 10g10(Amin) )/ -

An example for establishing the PoD curve for ayvgpecific inspection task and
procedure is given by (Mduller, 2006). In the coun$evelding procedure optimization
and verification the PoD was developed given byifag31.

44



2.3 Manual and Automated Inspection Techniques

Automated inspection procedures enabled the remtuaf human factors. Errors of
human performance, the insufficient later contrbinspection for example by third
party experts do not allow the assessment of NDiahiéty by PoD. Further,
characterization and sizing of detected flaws bywmah inspection is affected may be
even more by the individual performance. Most intgal feature of automated systems
is the position monitoring during scanning. Theoreed position data enable the full
reporting of inspection details including coveragieinspection volume, control of
coupling (for UT) and so forth. Manual scanningaaguantitative ultrasonic inspection
method needs position tracking of transducer.
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Figure 31: PoD of Specified Defect Types in Canigtelding for the High Energy Computed
Tomography (Mdiller, 2006).

2.3.Manual and Automated Inspection Techniques

Ultrasonic testing is considered to be one of tlestnwidely applied non-destructive
testing techniques for flaw detection. Modern @itrasic automated test techniques offer
economical means for high speed, large or smallestssting of materials and
structures. Manual scanning of ultrasonic transducipported by theAtoustic
Mouse” should enable same or at least equivalent inspectsults as automated
scanning. For that reason we outline aspects ofualaand automated ultrasonic
inspection.

2.3.1.Manual Ultrasonic Inspection

Until today manual ultrasonic inspection is commpractice in industry. The
instrument used is portable, cost effective and easily be operated by professional
inspectors. As discussed above, the detected tafdedndicate only flaws with
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reference to generic calibrated reflector geomettigntil today, manual UT does not
visualize flaw or reflector geometries. Neverthslethere are some advantages of
manual testing when reliable and professional icispe are doing the inspection: the
contrast sensitivity for the detection of planafleeors is better due to transducer
squivelling during scanning. Further, once theewfr is detected, the inspector takes
time for careful coupling optimizing the insoniftean direction. Automated scanning
asks for a certain scan index. The maximum echglialde might be received
between the scan lines. Transducer squivelling lsanrealized by phased array
transducers but is still not common state of appdietomated procedures.

The problem with manual scanning is human perfooeand human error that cannot
be controlled. The probability of detection of flewepends strongly on the individual
gualification and performance of inspector, and mvayy uncontrollably (“Human
Factor”). For that reason, safety relevant comptmane inspected by two or three
independent parties (KTA 3201.4). The influencehafnan factor on probability of
inspection was discussed carefully when PoD hasrbean issue, for example on the
4™ European-American Workshop on Reliability of NDBerlin, 2009 (Bertovic).

Another problem is posed by systematic geometications. For example, only by
special training inspectors will find cracks orkaaf fusion near by the weld root with
geometry as welded.

The assessment of critical findings is also dependin expert experience that is
difficult to formalize. Figure 32 illustrates theamually performed evaluation of root
indications found by the inspection of an austergipe-to-elbow weld. This contour
analysis took half an hour time when done in thdye®0" (Kroning, 1982). Later
metallographic analysis of inspection results pdoaeaeliability of flaw evaluation for
this procedure of up to 90% when pipe systems afcem have been replaced
(Kréning, 2011).
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Figure 32: Manual Evaluation of Root IndicationshwContour Analysis (Dalichow, 1986).

The need for expert knowledge for flaw evaluatias lsaused concerns that inspection
system knowledge might have replaced the expenvletye of manual scanning that
combines in-situ signal assessment with the expegiabout real flaws and how to find
them. These inspector skills are specifically agskee by all programs of professional
education and qualification of UT-inspectors (SNP2001), (ANSI, 2001),
(Personalzertifizierung, 2008).

2.3.2.Automated Ultrasonic Systems

We use the experience made in nuclear industryr@&xample for the development of
automated systems. High speed scanning as redoirédspection systems in-line of
production cannot be achieved by manual scanninghé&r, quantitative, risk based
NDT is especially pushed by nuclear industry duentwlear safety requirements
(IAEA, 20086).

Nuclear Power Plant (NPP) construction and operatith challenging requirements
for safety and reliability has promoted the deveiept of automated inspection
technologies and the quantitative understandingetontribution of NDT to technical
safety. In Germany, a special law (Atomgesetz, L98MU, 1999) was issued to
guarantee technical safety of nuclear componemtparations according to the latest
state of Science and Technology. Inspections duriagufacturing, pre-service and in-
service inspections are mandatory and regulatedabypnal codes and requirements,
for example the American Boiler and Pressure Vesdsfle ASME, Section XI
(ASME, 2001).
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Chapter 2: The Evolution of Quantitative Ultrasommspection

In compliance with code requirements 25 % of tlectar coolant piping system welds
must be inspected during outage as part of plamiterance (Workman, 2007). The
inspection procedure has to be validated including qualification of personnel
(ENIQ, 2007), the performance is controlled by dhparty independent authorities
(KTA 3201.4), (KTA 3211.4).

The radiation exposure of personnel in nuclear pg@nts and the related ALARA
principle (as low as reasonably achievable) regehi@t inspection times with minimal
radiation exposure (IRCP, 2007). Automated, rencotatrolled scanners and robotic
devices for areas with hazardous radiation areiegphpthen access is reasonably viable.
In summary, the exposure of inspectors to radiaind also the remaining risk of
“human failure” have challenged for automated icsip@as.

In Germany, pioneering experiments have been pwaddrabout 35 years ago that
demonstrated the benefits of automated ultrasasigeiction in respect to reliability of

inspection performance. Figure 33 visualizes resufita first professional commercial

ultrasonic system mainly applied for pipe weld esjons (Kroning, 1986). The top

views (C-scans) in the upper part of Figure 33 shalications later being evaluated as
lack of fusion. The lower part of Figure 33 shows signal amplitudes measured from
both directions. The dotted line level corresporidsthe calibrated registration

sensitivity.

For illustration, Figure 34 shows a typical lackfo$ion between the central and final
runs of the welding to be found by ultrasonic tegt{Rihar, 2000). The data have been
taken by the P-SCAN-System (see also Figure 3@®,afrthe earliest and later most
successful automated pipe inspection systems (#-2€4.1). The clearly visible root
defect was not found by manual inspections becafisaterfering systematic root
signals of similar position and time of flight. Atis time, around 1985, also imaging
principles have been developed and standardized-a8-, C-, and D-scans as
illustrated in Figure 35.

HEZ50 B5AE BE5SA @5Ea o
S 510 T o e Cadlly

#4141 :82-83 #41cl:82-83

Figure 33: C-SCAN Presentation of Pipe Weld Def&ctning, 1986).
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a) macrograph x3.5

Figure 34: Open Lack of Fusion between the CeafrdlFinal Runs (Rihar, 2000).
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Figure 35: Imaging Basics of Pipe Weld Defects.

Figure 36 illustrates a more advanced P-scan pipepie manipulator with ultrasonic

imaging as applied for pipe weld inspections si2@@l.
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Figure 36: P-scan™Generation pipe scanner and data presen&\tion

Since automated inspection performance has becoamglatory as part of reliability
engineering or due to quality requirements of pobidm the more complex and
expensive part of inspection systems are the itgpemanipulators. Very often, they
are custom tailored fit for the specific inspecttask. Figure 37 shows as an example
the wheel set inspection station of freight wagdegeloped by Fraunhofer IZFP. The
manipulator and the ultrasonic transducer systerdesigned for scanning both the
wheel rim and the solid axle. The system compradss the Eddy Current system for
the rolling surface inspection (Rockstroh, 2005).

a) Inspection Station b) Transducer System

Figure 37: Testing of Freight Wagon Wheel Sets (AURaiserslautern).

The progress achieved in robotics has enabled a robsédd scanner engineering
platform (Li, 2011). Tailored robotic solutions addfered increasingly by robot

6 Pictures belong to Force Technology Denmark, tigpw.p-scan.com
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suppliers for various areas including product icsipea and testing.Due to the
reprogrammable capability and other robotic featditee high efficiency, repeatability
and high endurance, the application of industmdiotic modules as scanner systems
has become already a viable procedure in NDT systemelopment. For example
(Figure 38), Sackenreuther et al. have used twalsgnized robots for their phased
array inspection system replacing a standard meécdlascanner as illustrated above
(Sackenreuther, 2009).

w? -

— UT Instrument

Phased Array Transducers

- Test Specime

N (‘m W

Figure 38: Synchronized Robot used for UltrasorXINLi, 2011).

2.3.3.Conclusions on Automated Scanning

Automated inspection systems provide reliable mi@tion on inspection performance
(for example on system parameters and coupling) ias@ected volume. Also,
systematic indications can be discovered and as$éss certain degree. However, the
use of advanced manipulator systems is also lintiterito several reasons:

a) The installation of manipulators is component sfpggcnd requires time and
relatively high financial investment.

b) Limited access and scanning conditions challengedphisticated solutions.

c) Long inspection times, mostly due to problems whig installation of the
manipulator on the component.

d) Risk for noncompliance with existing standard prhaes due to scanning
limitations

e) Need for special training and qualification of gansel and for inspection
procedure validation on representative test samples
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Pipe weld inspections may serve as an example.yT adéety relevant pipe systems are
designed for better inspection conditions. Weldner® and roots are ground flat and
the elbow side of the weld is straight. Neverth&lggpes of smaller diameter pose
typical problems because of limited access or spacescanning and the need for
transducer wedges which limit the full coveragereduired incidence directions. A
major problem of automated scanning is caused éytimber of transducers necessary
for all requested angles of incidence. Big sengetesns are difficult to be assembled,
operated and controlled. Also, manual scanning lesatransducer swivelling for
reliable detection of misaligned planar flaws tlahnot be achieved by reasonable
automated scanning techniques. As a typical viewipe systems in a power plant,
Figure 39 (Mischerwelding, 2011) indicates the fadi space for manipulator
operations.

Figure 39: Typical Pipe Syste7m

About 80% of pipe welds are pipe to elbow jointheTstandard weld preparation
usually does not allow the required inspection frelimow side by simple manipulator
techniques as it can be seen in FigureWBen scanning on the elbow side at the inner
radius of elbow the angle of incidence is smaldgrthe outside radius higher with
effective changes of calibrated sensitivity. Furttiee change from concave to convex
surface limits the use of transducers with largesraures. Last but not least, very often
scanning on the elbow side cannot be achieved &soreble manipulator systems at
the inner radius of elbow.

When planning automated in-service inspectionstewidil time and labour needed for
cabling, scaffolding has to be considered. For ammspn, a trained inspector may
inspect a standard weld of such a pipe system nvihiout 15 minutes. In case that

" The picture is taken from http://www.mischerweldsidpraceen.html
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there are indications to be reported and to beuatedl by specific procedures, each
analysis of an indication takes about other 15 tesu

A:inner elbow { with changing angle of
B: outer elbow | incidence

Geometric mismatch
between elbow and pipe

Uneven surface
- caused by shrinkage

\\\ Changing angle /\< A _,,,Q __________________
: a0

N of incidence
N

| Inspection Area

Figure 40: Geometry of Pipe-to-Elbow Joint.

The following conclusion can be drawn:

Manual inspection is rather fast and does not ssffemuch access or scanning
limitations. Flaw detection is basically alrightlndost all flaw orientations can
be found but recording depends on human performaviieh cannot be
controlled and documented. Evaluation of systematdications may pose
severe problems because there is no visualizatippasting signal analysis
during scanning. As a result, critical defects barcalled “geometry”.
Automated inspection with standard ultrasonic nchlinnel systems at different
levels of automation provides results with reponefdrmation on inspection
performance. Systematic indications are visualiZéw: need for manipulation
systems may limit the application to componentshwiéasonable surface
contours which are accessible. Practical aspectaadaallow for transducer
swivelling. Flaws which are misaligned to the solme@m propagation may be
missed.

2.3.4.Manual Scanning supported by Transducer Position Tacking
Systems

The complementing advantages of manual and autdmat@anning launched
developments of transducer position tracking systd@fTS. The TPTS should allow
manual scanning combined with the measurement aristiucer position. Semi-
automated techniques have been developed by diffgmeups to offer and provide
best practice services. Part of these developnmastb¥een directed to manual handling
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of the transducer with integrated position trackififpjese systems support manual
scanning by monitoring the sensor position usingieable triangulation techniques to
compute and present ultrasonic data in the compengeometry (SwRI, 1978),
(Spears). All developed systems with manual tracedhandling have failed in
practice even in view of the above mentioned adged. Nevertheless, the
practitioners have not lost the vision of manuabgrction performance with reported
and controllable performance and visualizationngpection results that might become
even quantitative in the future. Here we outline tdevelopments in support of the
specification of théAcoustic Mouse”.

The Search Unit Tracking and Recording System SUJARas developed by the

Southwest Research Institute, San Antonio, Tex&A lh the late 1970ies (SwRI,

1978). The main system feature is the transducsitipp measurement by airborne
ultrasound. A longitudinal acoustic pulse is gatedl by electrostatic discharge. The
transit time of the acoustic pulse is measured ligraphones mounted on the UT
transducer. Multiple discharge generators perm# éxact determination of probe
position and probe orientation in space by triaaggoh technique. Since the position
data are available in real time, the SUTRAS sysigmsuitable for manual scanning
with merged position and ultrasonic testing data.

Other SUTARS features relate to the processindpivang and display of the ultrasonic
inspection data. Gates can be configured in theaksepresentation of the UT data,
i.e. one can select a region of interest in a welthe base metal, the HAZ (Heat
Affected Zone) or the weld metal — for processihg.this way it is possible to
differentiate direct reflections and multiple refiens. SUTARS can process echo
amplitudes, transit times, probe positions andedifit angles of incidence. Results are
imaged as B- and C-scans or can just be presemntethbular format.

Today, advanced ultrasonic systems based on ddatal processing at high speed are
combined with the SUTARS position tracking systd@imerefore, the SUTARS concept
is viable today as well. However, especially theceb-magnetic noise generated by the
sparks has prevented its practical use in industry.

At the Fraunhofer Institute Nondestructive Testihgl-P, Saarbriicken (Gebhardt,
1996) the feasibility of an inertial system for nsaucer position tracking was
investigated. Just like in this study the task teasbtain accurate position data in real
time and match these with the UT inspection data.

A fixed reference point is required when startimgrsning. The movement of the UT
transducer is tracked by the inertial system toatists of an accelerometer with three
independent axes and of three gyroscopes. The trapksition of the transducer can
be determined by double integration of the accateravectora. The differential
equation describes this relationship.
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2

a(t) = %r(t) 2.3-5

The acceleratiorn is measured and with the knowledge of a refergmmet, the
position of the transducercan be calculated exactly. What has to be congiderthe
fact that position errors accumulate. If the egbthe inertial system is relatively large,
this problem can be overcome by returning to tlieremce location and resetting the
system.

The advantage of this approach compared with autamaechanical scanning is that
the probe can be moved freely and almost arbityagmetries can be tested. It is also
possible to mark scanned areas on the test objettaseas that still have to be
inspected.

This pioneering research and development asks fighlyh accurate micro-
accelerometers and electronic devices that havéden available at this time. With
differential gyroscopes the transducer rotationletdne calculated with an error of less
than 1° during an inspection interval of four mesit The error of transducer
positioning for translational movement was muclgéarand could lead to a wrong
positioning of up to 500 mm within 100 seconds adasuring time. This worst case
finding challenged the inspector for unreasonabdygdient resetting along a reference
grid to overcome this limitation. Recent advances densor technology and
computational power may make the inertial positi@asurement concept feasible for
field applications in future.

The experience available until today allows theocbasions that we may substitute
manual scanning for mechanical scanning when:

* No additional technique is needed for position raeament. As a result of this
requirement the ultrasonic signals themselves @\ evaluated for position
measurement;

* The relative accuracy of position measurement ighien range of half the
wavelength to process data for advanced 2D or Biddmage reconstruction;

» After transducer lift-off, its position can be reduced with an accuracy of
approximately half the wavelength;

* Manual scanning provides reliable data for all regfiincidence angles and all
required scanning directions;

* Redundant data can be evaluated for the correctrmax amplitude A-scan
image at optimized coupling conditions.
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These experienced based conclusions have initetedw approach — théAtoustic
Mouse” (Bernus, 2006).
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Chapter 3. Objectives of Research and
Development

The general objective of research and developngetiita replacement of mechanical
scanners by manual scanning of one probe with sanegen improved quantitatively
assessable inspection results (defect imaging)eaindle control of the full coverage of
inspection volume.

3.1.Concept of “Acoustic Mousé

The “Acoustic Mouse’concept is designed analogue to the advanced c@pdlouse”
developed by Microsoft 1999 (Wikipedia, 2011), (kisoft, 1999).

The ultrasonic signals carry information about $kasor position provided by acoustic
scattering sources in the material under inspectionprincipal all three types of
scattering, the ‘geometric scattering’ by materdiscontinuities larger than the
wavelength, the ‘Rayleigh scattering’ by dimensitess than half the wavelength and
‘stochastic scattering’ by dimensions in betwesroatlined above may be considered
for fingerprinting the transducer position. Thesfitype represents reflections from the
component geometry (e.g. back-wall echo) or frortermaed flaws; the second one is
forming the acoustic noise scattered by grain batied and small reflectors. The
stochastic scattering by intermediate size matdrgglontinuities may mark the position
of the transducer the best due to the in generdl leealized point source
characteristics of scattering.

The relative accuracy should be better than halfnthvelength to process the measured
data by migration or synthetic aperture codes fgh lesolution ultrasonic imaging.
Analogue to the manipulator supported scanning pbsition information must be
processed in real time during scanning. Last butleast, the use of th&\coustic
Mouse” must allow easy going manual inspection that ietucontrol of full coverage

of the inspection volume specified by the inspetpoocedure including the occasional
lift-off of the transducer, the identification of@ady inspected areas and the processing
of redundant data when the transducer is in theessa@an position.
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3.2.Basic Specification of‘Acoustic Mouse”

In the following, some basic features of theoustic Mouse”are defined for practical
reasons:

a) Transducer design

Most favourable is the use of one transducer faitpm tracking and inspection.
Because of the desired quantitative flaw imagintgn\aiminimum number of probes the
“Acoustic Mouse” should be designed as an array transducer without special
features (additional cabling etc.).

b) Signal processing

The data must be processed in real-time accordirepmmon manual scanning speed
up to 500 mm/sec.

c) Positioning index

The distance between two computed transducer positshould be about half the
wavelength for the formation of synthetic aperturearger distances may become
feasible when image reconstruction techniques @m@ieal that don’t require the
validity of the ‘Sampling theorem’ (Bolotina, 2012)

d) Positioning accuracy

The absolute accuracy of computed sensor positiunld be in the range of some
millimetres. The absolute accuracy determines ther ®f flaw location. The relative
accuracy should be better than half the wavelefgthtwo reasons: the ultrasonic
measurement data (A-Scans) will be processed adaRFwith the assumption of
correct phase information related to neighbouredsuement positions, secondly, the
inspector has to lift the probe sometimes, for gxanto apply fresh coupling liquid.
The “Acoustic Mouse” has to find the old position through comparisonnefvly
measured data with existing data.

e) Redundant data management

During manual scanning the sensor will take datenflsame measurement position
repeatedly. Thus, redundant data set have to lmegsed. Since coupling may vary in
the range of about 6dB, the ‘best’ data set mustideatified. In case of noisy
measurement data averaging techniques might besdppl
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f) Coverage of inspection volume

The inspector has to be informed about the comtgnobverage of the scanned surface
including appropriate control of coupling.

3.3.Scientific and Technical Problems

We limit our research and development to the pingsof acoustic noise data. The
acoustic noise structure is a fingerprint of thensducer position as outlined above.
However, the information is covered by measuremmmors caused by changing
coupling conditions. Further on, grain boundaryseois highly sensitive to smallest
transducer position changes due to interferencagrhena. Both problems have to be
investigated and solved when acoustic noise isntét® consideration for transducer
position tracking.

We propose the processing of 2D sector scans nezhdoy linear arrays and
reconstructed by migration. Migration sector scamssist of redundant data that can be
computed for assumed correct element positionmee-bf-flight data. As a thesis we
assume that stochastic filtering enables both th@uation of coupling induced
measurement errors and of grain boundary noise. prbeessed sector scans are
reconstructed ultrasonic images that can be asbbysgppropriate processing of image
sequences taken during scanning; we propose thicdbglow” image processing
technique applied in robotics that enables thesassent of image changes for position
tracking.

The 2D sector scan analysis can be generalizeBOarone scans measured by matrix
arrays when matrix arrays will be available. We uass that 3D cone-scan
measurement data are less sensitive to grain boyndese due to focussing in 3D.
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Chapter 4. The “Optical Flow”

Optical flow is the pattern of apparent motion bfext details in a visual scene caused
by the relative motion between an observer andtleae. If a time series of images is
taken from objects moving in the scene, or the tesdhimself is moving, we can track
the object or observer motion. Sequences of oddenages allow the estimation of
motion as either instantaneous image velocitietismrete image displacements.

Major applications of optical flow are motion estiton and video compression.
Optical flow enables to estimate the three-dimeamictructure of the scene, the 3D
motion of objects or the observer in 3D relativetiie scene. Therefore, optical flow
was used by robotics researchers for object deteaid tracking, movement detection,
and robot navigation (Aires, 2008). One applicati@ny similar to the objectives of
“Acoustic Mouse”development is the optical mouse. The first conumadly successful
optical computer mice were the Microsoft IntelliMmy introduced in 1999 using
technology developed by Hewlett-Packard (Microsb®99). Optical mice use optical
sensors to image surface texture in materials aachouse pads. The surface is lit at a
grazing angle by a light emitting diode. Images tbé surface are captured in
continuous succession with a repetition rate oudlboe kHz. They are compared with
each other to determine how far the mouse has moved

Motion estimation is the process of determining iomotvectors that describe the
transformation from one 2D image to another. Howgewequences of ultrasonic
images carry object motion in three dimensionstikadao the transducer. As long as
we reconstruct 2D images (for example sector sdaken by linear arrays we have to
overcome an ill-posed problem as the real-worldtied reflector motion is in three

dimensions. There are two strategies for transduwaeking by optical flow evaluation:

we solve the ill-posed problem by numerical appration supported by global image
assumptions or we measure 3D images by matrixsrray

The objective of this thesis is the general pro¥ehe usability of optical flow in
acoustic image sequences for transducer tracking.lishit our experiments to 2D
measurements on test specimens with referencectwfe that are quasi two
dimensional such as side drill holes. However, dheustic noise and revealed point
like reflectors are still three dimensional and myagstion some of our conclusions.
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4.1.Sensor Position Tracking

Based on general optical flow algorithms we devetb@ novel sensor tracking
algorithm. In the following, we describe and expl#ie variation calculus theory that is
used for the tracking algorithm. First of all, wesdribe the physical background,
estimate the data needed for the computations endithcan be acquired. After that,
we describe the optical flow and how variation noeihbecome handy to calculate the
optical flow field of two images. In this part, tlesvith, we introduce a formulation of
the problem and we show the numerical scheme ointreduced formulation. We
finish with the calibrating parameters and theilamag for the estimation process.

4.1.1.Image Object Motion

The sensor position tracking algorithm developedsua 2D representation of the
Sampling Phased Array (SPA) ultrasonic data (Bulawj 2005). The SPA instrument

and its use were described in chapter 1.3.4. Tteeatd#ained with a linear phased array
transducer are processed and imaged as a sector-sca

As discussed already, sector scan reconstructiomigyation offers advantages: the
sector image comprises all angles of incidenceiwithe sector angle, the reflector
image is well focused throughout the synthetic +iedal of the array, the sector scans
can be reconstructed at repetition frequenciedHaf for real-time measurements when
only one element is transmitting the ultrasonicspuland we may process and filter the
data in real-time for better visualization (resmntand contrast improvement) and for
minimizing the errors produced by coupling instiie$. The algorithm developed for
transducer tracking is based on sector scan imagkysas and processing. In simple
words, the algorithm analyses the image of theosesttan and estimates the direction
(left or right) and distance from the transduc@rsvious position. Most suitable image
objects are real reflectors presented with higblut®n of reflector details. However,
in general we may not rely on the existence of ggamreflectors. The sector images
may offer only acoustic noise caused by grain baued or by Rayleigh scattering of
small material inhomogeneity.

Acoustic noise can be seen from any transducetiposit forms a material fingerprint

but very sensitive to slightest transducer posittwncoupling changes. Since sector
scans are two-dimensional but acoustic noise sgaat generated by the three-
dimensional ultrasonic pulse, we have to face mbti@s common for ill-posed

problems. In addition, grain boundary reflections eontributing to the acoustic noise
rather chaotic and stochastic due to the varietyreflection conditions including

multiple scattering and interference phenomenaréfbee, processed image objects
used for transducer tracking are most likely lgcatbnfined sources of Rayleigh
scattering as outlined in chapter 1.3.2. We asdinaiethe same scattering source will
appear again on the subsequent sector scan adtdratisducer movement. From the
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transducer point of view the material structuremsving in either direction. This
means, that this motion can be technically tracked.
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Figure 41: Sector Scan with Geometric Reflectorsifacts, Coupling and Acoustic Noise.

The sector scan in Figure 41 is taken on the festisien described in Figure 24. The
transducer was in the position indicated by blaglorcin Figure 24. The data are not
filtered and resolution is poor because the sidéedrholes of @1 mm are outside the
near-field of the array aperture. We intended aoimized reflector imaging to study
the effects of reflector and reconstruction artgaseen in Figure 41. Reflector artifacts
are multiple indications behind the reflector, nestouction artifacts can be best seen by
the circle shaped presentation of the back walle Téchnical details of sampling
phased array measurement and the experimentalsdataidescribed in chapter 1.3.4 —
“Ultrasonic Arrays”.

Comparing two sector scan images (see Figure 42)igttly different transducer
positions, we can extract information about thetagise in logical units (pixels, for
example) between corresponding similarities théorgeto both images. The distance
can be transformed in metric units by using a rgsm parameter called often “pixel
size” parameter. The resolution parameter shouldalibrated when the sector-scan is
reconstructed and should not be changed. The dtgidducer displacement is already
visible.
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Figure 42: Comparison of two Sector Scans at Sligbifferent Transducer Positions.

4.1.2.Image Windows

Certainly, we have not to process the full sectans The dead zone, for example,
consists of signals caused by coupling conditiomd s structure does not depend
primarily on the local material properties. The baall image does not depend on the
transducer position, too.

— Trackable Window

\ﬁwpn-*’ e 7:'?“,"-.,

Figure 43: Image Window for Transducer Tracking.

Further, when we go for real-time processing, thecg@ssed image part should be as
small as possible but large enough for robust thacer tracking. Therefore, we have to
identify criteria for areas of interest as showikrigure 43. The area of interest can vary
in size depending on the inspection problem, syittimear-field, frequency, resolution,
and so forth.
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4.2 Offset Vector Field

4.2.0Offset Vector Field

Moving the transducer leads to motion of reconstdiobjects in the sector scan. The
object motion must be quantitatively assessed f@nsducer tracking. One

representation of the object motion is the offsatter field. Each element of the vector
field indicates the size and direction of its offg@ptical flow estimation enables the
calculation of the offset field from two consecuatisector-scans.

4.2.1.0ptical Flow

Without a doubt, the measurement of Optical flowasmweement is a fundamental
problem in image sequence processing. Optical #stimation has been investigated
by computer vision researchers for a long time (FH@©81), (Healy, 2002), (Galvin B.,
1998), (Bruhn, 2003) and is still an ongoing topiagesearch. The task of optical flow
estimation is the computation of the optical floeld for a given pair of images. This
task is still challenging, especially when the imagontain severe occlusions and non-
rigid motion. Once computed, the optical flow fieddn be used for a wide variety of
tasks ranging from passive scene interpretatiomutmnomous, active exploration.
These tasks usually require the computed 2D mdtedd to be accurate and dense,
providing a close approximation to the real 2D motfield. Current techniques allow
relative errors in the optical flow computation ukts to be less than 10% (Weickert,
2003).

The idea of optical flow calculation for 2D imagés to maintain the brightness
constancy assumption. This assumption relates thage gradientVl to the
componentss andv of the local optical field. Since this is an ilbged problem, some
additional constraints are required to regularire totion field during the flow
estimation.

One patrticular case of optical flow estimationhe tletermination of the shift between
views of the two given images called disparity restion (Alvarez, 2002). When the
sensor position is always horizontal and the moigoonly in one direction the task of
calculating the correct shift for the whole imagege is a one-dimensional problem.
Nevertheless, the estimation task is related toctieulation of the 2D displacement
field, which is the optical flow vector field.

Many methods for determining optical flow have bg@oposed so far and they
continue to appear. One of the known techniquakdsPhase Correlation Technique
(De Castro, 1987). It uses a Fourier transformatiioabtain a spectrum correlation for
the final determination of the image shift. Thigheique is rather simple and very
effective in particular cases. However, it detemsirthe shift properly only for the
whole image, not regions or pixels. Further, tleishhique does not allow finding the
proper shift if two images are similar in shape diiffer in content like in our case with
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two sector scans. In case of low resolution inpui-gixel precision can be another
problem of this method.

Block- or region-based methods define velocity las s$hift that yields the best fit

between image regions at different times. Findihg test match amounts to
maximizing a similarity measure (over the shiftycs as the normalized cross-
correlation, or to minimizing a distance measuvehsas the sum-of-squared difference
(Fuh, 1989).

Energy-based techniques (Barron, 1994) involvereding the image energy through a
Fourier filter that reveals the velocity in theduency domain. Phase-based techniques
are similar, exploiting the behavior of band-pakert to induce the velocity of image
regions.

Discrete optimization methods are techniques oicapflow estimation that quantize
the search space, and the subsequent image matshiaddressed through label
assignment at every pixel in such a way that threesponding deformation minimizes
the distance between the source and the targetein®dge optimal solution is often
recovered through “min-cut max-flow” algorithms @@ker, 2008), (Healy, 2002).

Differential techniques compute velocity from spagmporal derivatives of image
intensity or filtered versions of the image (Brul2003), (Alvarez, 2002), (Weickert,
2003). Variational methods in general are diffesniethods of estimating optical
flow, based on partial derivatives of image signdsst of them are modifications of
the Horn-Schunk (Horn, 1981) method with differentoothness and data terms. Our
approach is related to these methods that is whylegeribe the variational methods
further.

Optical flow field of image sequences can be regaresd by means of a vector grid (see
Figure 44, a-d) or it can be color-coded usinglare@heel (see Figure 44, e-f). As one
can see, color-coding gives better understandinthefwhole image motion, while a

vector grid representation is suitable for a rotggult analysis.
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(d) (e) ()

Figure 44: Optical Flow Example (Xiao, 2006).

The image sequence is given by Figure 44a andebopkical flow vector field by c.
Figure 44d is the enlarged detail of figure c. Tléor-coded vector field is shown in
Figure 44e. The color-wheel (Figure 44f) codesdinection and the distance.

In our case, the transducer motion is only one-dsimal, in horizontal direction.
Therefore, the optical flow field is of one-dimemsal nature, too. This particular case
can be considered as a disparity estimation prolgemesponding to the problem of
finding a structure or shading from an image pathwnown camera calibration and
placement parameters.

4.2.2.Disparity Estimation

Estimating the disparity field between a pair ofages taken by two equidistant
cameras is a common task in image processing angpwter vision. Disparity
estimation simplifies the determination of the dheiap of stereo images.

When estimating disparity, the correspondence baivieo images is sought, i.e. the
corresponding pixel from the second image is sot@heach pixel from the first image
in such a way that the corresponding pixels areptiogections of the same 3D point
(Alvarez, 2002), (Kosov, 2009). Camera calibrasetup should be known. In this case
we can calculate a depth map from the disparitg.figdsually, one uses a stereo setup
that places the corresponding pixels in one lineaoh of the input images. Thus, this
problem becomes a 1D problem — a particular catieeafeneral optical flow calculus.

The difference between disparity-driven and deptheth method calculations is the
following: for reconstructing a 3D depth map, o dlirectly calculate an optical flow

67



Chapter 4: The “Optical Flow”

between several view images and find a depth magp sdution to the optical flow
functional that brings the implicitness in sub-ftions under the functional. The Euler-
Lagrange equations for the disparity-driven methogge a linear form while they are
nonlinear for the depth-driven method. Therefore,cannot choose a linear numerical
scheme for solving them (Kosov, 2007).

The disparity estimation task is widely used inatits, stereo reconstruction and other
tasks. Using two cameras, calibrated as a stergp gy can calculate a 3D depth
during the motion to obtain a reconstruction of Wigole volume (Slesareva, 2005),
(Zimmer, 2008), (Kosov, 2007).

In case of ultrasonic transducer tracking {Acoustic Mouse’) we reconstruct two
consecutive sector-scans. The calculated dispi@lty between these two sector-scans
is actually a map of distances. The map can beldieapto a scalar value because we
don’t have to reconstruct the depth informatioagsess the transducer motion of a line
scan. Figure 45 demonstrates an example of diggaaitulation. The calculated image
is a distance map for each pixel. Regions, whickeheolor different from the
background, are moving in left direction. Since thetion is only one-dimensional the
color coding is also represented in 1D. The colapping indicates how the disparity
map should be read.

Trackable Window

S g e SN :ng"“"

Color mapping

. al a

25mm Oomm 25mm

Disparity map

Figure 45: Disparity estimation example for a pdisector-scans.

4.2.3.Disparity Estimation Methods Overview

One of the interesting applications of disparitiireation is stereo reconstruction — one
of the most challenging tasks in Image Analysis &wamputer Vision. Disparity,
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estimated on a stereo-image pair, can be turnedardepth map by a set of simple
formulations. Based on this depth map, one canoparfa stereo reconstruction that
recreate a visible part of 3D world and renderrainf different point of views and

different textures. Another application of disparéstimation extends the ability of
multi-view camera setups. This approach encodesdaovsequence by means of
calculating the disparity between each view paihe Tdisparity contains less
information than the original image, and enablesr@&sing significantly the size of
video data.

There are four groups of different disparity algjums:

1. Feature-based approaches. This method searchesatohing characteristic
image points, i.e. corners (Grimson, 1985).

2. Area-based approaches. This approach matches iptagls, if there exists a
certain similarity in the regions around these [sX8charstein, 2002).

3. Phase-based approaches. These algorithms useipfoasgation in the Fourier
domain (Froehlinghaus, 1996).

4. Energy-based approaches. The disparity is foundnbymizing the energy
functional that penalizes deviations of the datd amoothness assumptions
(Kolmogorov, 2002), (Mansouri, 1998), (Scharst@id)2), (Slesareva, 2005).

The last class can be further grouped into prolsaigiland variational approaches. The
first type (Kolmogorov, 2002), (Scharstein, 200®)dé the disparity between two

images by modeling the images and the disparitg &8arkov random field. These

models bring a minimization of discrete energy, ahhis usually done by graph cuts,
belief propagation or dynamic programming algorishithese methods are very fast
and successful as they usually impose strict snmesth assumptions, modeling a
piecewise constant disparity. However, for the aaisemoothly varying depth, these
methods lead to severe drawbacks if the assumpfithte piecewise constant disparity
is violated (Li, 2006). Moreover, since the prolisbic methods work only with integer

values, they suffer from their discrete nature.

The second type of energy-based methods — thetivaah approaches do not suffer
from these restrictions. These methods computedibparity by minimizing the
continuous energy functional. This can be done byraient descent method that
requires computing the steady-state of the padifiérential equation of diffusion-
reaction type. First successful application ofvwhdational method for the optical flow
computation was described by Horn and Schunk (HI®81). Since that time different
applications of variational methods in area didgasstimation and optical flow
computation have been developed (Alvarez, 2002nrxer, 2008), (Slesareva, 2005).
In this work, we limit ourselves to rectified imagésector-scans are de-facto rectified)
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with displacement only in one direction. The digfyain this case becomes a scalar
value.

4 .3.Variational Methods

Variational methods, or calculus of variations, arfeeld of mathematics that deals with
extreme value functional, opposite to ordinary ghis that deals with functiohsSuch

a functional is formulated as integral involving amknown function or/and its
derivatives as arguments. Most interesting for tes the functions that bring the
functional to its extreme value: minimum or maximum

Nowadays, variational methods are widely used impmater vision and image
processing. There are depth perception and deptms&ruction, 3D reconstruction,
stereo vision and many other fields, where vanmatiaonethods become handy. Since
they are global methods, they operate on the eimiegge domain. They recover the
disparity map that we are searching for as a mzemof the appropriate functional that
we will call energy functional

Let's assume an image pai(u,v),l,(u,v), where (u,v) denotes the point
coordinates on the image. Disparity map for suclneage pair can be calculated as a
solutionz(u, v) to the functional of the form:

E (Z(u, v))

0z(u,v) 0z(u, 4.3-1
= ff F (Il(u, v), I, (u,v),z(u,v), 2(u v), 2(u U)> du dv
qQ ou ov
This equation can be rewritten in a more generahfo
E(Z(u, v))
0z(u,v) 0z(u, 4.3-2
= ff F<u, v,z(u, v), 2(u v), 2(u U)> du dv
qQ ou ov

The integration domaifl is the entire image domain and the unknown functia, v)
has the same dimension as the input set of im&gesewrite the partial derivatives of
the solution functiorz(u, v) in a shorter notation for simplicity:

0z(u,v)

Z, = o 4.3-3
0z(u,v)

Z, = —5, 4.3-4

8 Definition based on materials from http:/en.wikitia.org/wiki/Variational_methods
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The functionalE (z(u, v)) has two terms, theata termand thesmoothness ternThese
two terms influence the process of finding a solutin a different way. The data term
provides information about the depth (or transdushkift in our case), and the
smoothness term distributes this information. Imeomage regions the data term does
not yield useful information. In this case the sthoess term gives these regions
information calculated from neighboring regionscls@an approach guaranties that the
resulting depth map will be dense.

E(z(u,v)) = f f DataTerm(u,v, z)
Q

+ SmoothnessTerm(zy, z,) du dv

4.3-5

4.3.1.Pre-smoothing Step

In order to eliminate the influence of noise antleotimage errors and to prepare
discreet image data more suitable for derivatideutation via difference schemes, we
apply a smooth filter on the input images. By srhowg, the results of data processing
are more relevant and robust and of improved quéBiondell, 2006), (Kosov, 2007).
Instead of the original imagégu,v), we will use a pre-smoothed version according to
formulation 4.3-6. For smoothing we choose a Gamssow-pass filter, e.g. by
convolving the original image with the GaussiannietrK, where ¢ is a standard
deviation parameter.

I =K, 1, 4.3-6

The influence of the parameter will be considered in the following part of this
chapter. It greatly affects the result of depth-ncamputation. Since we don’t go to
operate original image data but their pre-smootkiecsion, we omit the sigw.
However, writing I; we assume a pre-smoothed imakfe Also, without loss of
generality, we writd,, I, assumind;, I;,, correspondingly.

4.3.2.Minimization Functional

The minimization of the functional 4.3-2 shoulduksn solutionz(u, v) that is the
depth-map we are looking for. This solution briigs whole functionaE' (z(u, v)) to
its minimum. If the functional 4.3-2 istrictly conveX then the solutiorz(u,v) is
unique.

In order to minimize the functional 4.3-2 one has dolve the corresponding
Euler-Lagrange equatiod.3-7.

9 A strictly convex function is a real-valued funatié defined on an interval, where for two pointad y in its
domain and any t in [0; 1] the following holdstx(1-t)y) < tf(x)+(1-t)f(y).
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d

dF
v dy

F_
2 du

F,=0 4.3-7

This variation calculus formulation was developgd_bonard Euler(April 15, 1707 —
September 18, 1783) addseph-Lois Lagrang@anuary 25, 1736 — April 10, 1813) in
the 1750s. Therefore, this equation is called indnmf these mathematicians Euler-
Lagrange equation.

Functionz(u, v) should satisfy the Euler-Lagrange equation 4.3yd maximize the
functional 4.3-2.F is a given function with continuous first orderrtea derivatives.
Therefore, the Euler-Lagrange equation 4.3-7 isadigd derivative equation and the
unknown functiorz (u, v) must satisfy it.

In order to minimize functional 4.3-2, we have tive the Euler-Lagrange equation
with homogeneous Neumann boundary conditions bynsed discrete numerical
schemes. The Euler-Lagrange equation is discretitda finite-differences scheme
to be able to work on discrete images. At the erditain linear or nonlinear system
of equations, which have to be solved by one ohtinaerical iterative schemes known.

As it was described previously, the energy fun@loronsists of two parts: the data
term and the smoothness term (formulation 4.3-%)ceSboth terms have their own
meaning, we will introduce them separately in Wiéfving part of this chapter.

4.3.3.Data Term

The data term is a number of combined assumptivaiscertain features of the input
images do not change but stay constant (or alnmmagtanged) from image to image. It
informs about the depth-field and holds the corgtaassumptions that are used.
Usually abrightness constancy assumptisrused as a general assumption.

The brightness constancy assumption (or gray vauastancy assumption) expects that
all corresponding scene objects (or sector scanriesain case of ultrasound images) of
two images are of same color. Looking at a 3D sdaken from different points of
view (see Figure 46) we can observe, that objeeds to the cameras are shifted more
than objects, which are far from the cameras. Eiing the shift of each pixel for such
an image pair will allow us to calculate distanteghose objects (and their pixels).
Besides, same objects on both views have almosttine shape, size and color. Figure
46 demonstrates that any object keeps its col@ach view and how the shift changes
for differently located objects. Thus we assum tihe gray value of the pixel does not
change by shifting an object or a camera and faateuhis assumption as equation 4.3-
8.

I (uy, v1) = L (up, v2) 4.3-8
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where (u,,v;) are the coordinates of the selected pixel of s image andu,, v),
the coordinates of the same pixel of the secondyém@his means, that the gray value
of the pixel with coordinate&,, v;) for imagel; is equal to the gray value of the pixel
with coordinategu,, v, ) for imagel,.

am (- ‘.

miew ||

Figure 46: A scene with geometric primitives. Rigbéne: camera setup.
Left top: right camera view. Left bottom: left carae/iew.

The“Acoustic Mouse”transducer is moved only in one direction. Theilltesy shift is
described by the unknown functietu, v). We expresgu,, v, ) through the function
z(u, v) and rewrite equation 4.3-8:

Il(ul, 171) == Iz(ul + Z(ul, 171), 171) 4.3'9
or
Il(ul, 171) - Iz(ul + Z(ul, 171), 171) = 0. 43'10

Of course, equation 4.3-10 holds for the idealizednes and it cannot be satisfied
easily by any choice of functioz(u,v). Equation 4.3-11 accommodates this
shortcoming:

|1 (uy, vy) — L (uy + z(uy, v4), v1)| > min 4.3-11

or with a squared norm
| (ug,vy) — I (uy + z(uq, v4),v1)|? - min. 4.3-12

Equations 4.3-11 and 4.3-12 serve minimizing thfeince between first and second
image under the shiff(u, v). We use equation 4.3-12 to deal with negativezositive
deviations in the same manner. Furthermore, quadpanalizing leads to a linear
system of equations (Black, 1991), (Memin, 1998hdov, 2007).
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After this step we can write the data term undergtay value constancy assumption:

DataTerm(u,v,z) = |I;(u,v) — Li(u + z(u, v), v)|?. 4.3-13

4.3.4.Smoothness Term

The smoothness term results from the additionalirmpton of a globally smooth
disparity field; neighbored regions belong to tlaene object and have similar depth.
The smoothness term redistributes the computednnatoon and blurs depth outliers. It
also fills problematic regions with data calculateain neighboring regions when the
data term doesn't yield reliable information.

The simplest smoothness term is based on homogemnegularizer:

SmoothnessTerm(zy, z,) = ¢|Vz|?, 4.3-14
with: |Vz| = \/z2 + z2.

The parametep is introduced to control how much the smoothness tmay prevail
above the data term. The larger the paramgténe smoother is the result. Too large
values ofp can completely destroy the result given by theadatm. Therefore, the
parametep has to be chosen carefully.

Forming the Euler-Lagrange equation based on theergé notation 4.3-7, we
differentiate the smoothness term 4.3-14 turningtd the Laplaciadz. The Laplacian
is a core of a simple linear diffusion process thaquivalent to the Gaussian blur filter
(Weickert, 1998).

4.3.5.The Euler Lagrange Equation

After we have constructed the data term and theof#mess term, we are able to
combine them in our functional 4.3-5:

E(z(w,v)) = fo|11(u, v)-Lu+ z(u,v), v)|2 + @|Vz|? du dv. 4.3-15

Before forming the Euler-Lagrange equation, we enmnt a penalizing function
P (s?) for data improvement. In formulation 4.3-15 we @asguadratic penalizer. In
this case outliers get too much influence on themegion process. Brox et al. (Brox,
2004) suggest to apply a concave functibfz?) which is given by the absolute value
function

P(s?) =Vs2+ 22, 4.3-16
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where/ is a small constant. Function 4.3-16 is convexdbfinition and leads to a
robust state making it easier to minimize the epdogctional. Furthermore, function
¥ penalizes the outliers gentler and can be coetidlly the parametér

Considering the smoothness term, we can noticd, tthea constructed smoothness
assumption implies a resulting disparity withousadintinuities. However, this is not
the case for real scenes, and neither for ultrabosector scans. We want the
boundaries preserved but not smoothed. The Laplacithe current formulation of the
smoothness term 4.3-14 corresponds to the Gauslsiaing process that is isotropic in
all directions and doesn’t preserve any edges ontharies. When we want to preserve
discontinuities and edges from smoothing we haveaddify smoothing in regions with
discontinuities. We apply piecewise smoothnesstiancas a penalizer of disparity
variations. Thus we use the same functiBnntroduced in equation 4.3-16 for the
smoothness term.

Adding penalizer? into functional 4.3-15 leads to a robust energja¢B, 1991),
(Mémin, 1998):

E(Z(u, v)) =

ffﬂlp(lll(u'v)_IZ(u+Z(u,v),v)|2)+ (Pq’(|l72|2) du dv. 4.3-17

We apply the same functio# to both the data term and the smoothness termcaiie
use different functions or the same type of functait with different parameter values
for A.

Function F in this case should is written as fokow
F=Yy (|11(u, v)-L,(u+ z(u, v),v)|2) + Q¥ (|Vz]|?). 4.3-18

Now we may set up the Euler-Lagrange equation espgation 4.3-7). First, we
perform the partial differentiation for the datante4.3-13:

dF
— =¥ (LW v)-L{u+2zv)?)

dz 4.3-19
. —Z(Il(u, v)-I,(u+z v))IZu(u + z,v).

The smoothness term of the Euler-Lagrange equatiorbe derived according to:

d d o
EFZu + EFZV =2¢ div(¥'(|Vz|?) - Vz), 4.3-20
with: ¥'(s?) = 521;12 and the contrast regulation parameter.

Now, we can cancel the common factor “~2” in boglnations and combine equations
4.3-19 and 4.3-20 into the Euler-Lagrange equation.
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P+ z,v) — I;(u,v)[*)
. (Iz(u +z,v) — I, (u, v))IZu(u +z,v) 4.3-21
— @ div(¥'(|Vz|?) - Vz) = 0.

Before discretizing or applying some numerical sebeo this equation we describe the
diffusion process and explain how discontinuitieen doe preserved for improved
results.

Diffusion is a physical process that equilibrateaaentration differences and preserves
mass. A mixture of liquids in a jar is an exampbe & real diffusion process with
uniform temperature transport and slow mixing gjuids. Mathematically diffusion
equation can be written in PDE form (Partial Diffetial Equation) by means of the
Fick’s law (Fick, 1855) and mass balance:

o:u = div(DVu). 4.3-22

In the anisotropic case, the diffusion fllu is not parallel td’7u and the diffusion
tensorD is a symmetric positive definite matrix describitige diffusion power as a
function of direction angle. In the isotropic catie diffusion flux is parallel t&'u and
the diffusion tensor degenerates to the scalaredatliffusivity function g. In this paper
we deal only with isotropic diffusion.

If the diffusion tensoD is constant over the whole image domain, we talgrocess
homogeneous diffusion; space-dependent filteringaifed inhomogeneous diffusion.
For example, the linear diffusion is homogeneouscesit does not depend on the
image structure and can be treated as a Gaussiarolaton (blurring) process
(Weickert, 1998).

The Gaussian convolution (i.e. linear diffusionteliing) is common in image
processing. However, it has some important disadg®s. During smoothing the flat
regions of the image, it blurs also all image dties, which are semantically
important - edges or other discontinuities. It alsslocates image structures. Nonlinear
diffusion filtering can be a remedy to these praide

Opposite to linear diffusion, nonlinear diffusiomeas not affect the image domain
similarly. It attenuates the smoothness power ddipgron image peculiarities, such as
edges. The main idea of nonlinear diffusion filtgriis to smooth the entire image
domain but with different strength depending on ithage gradient. We reformulate
diffusion equation 4.3-22 and add a diffusivity étion that is sensitive to image
gradients and acts as an attenuation functioneodliffiusion process:

o.u = div(g(|Vul?)Vu). 4.3-23
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The diffusivity function g has to be a monotonigatlecreasing and continuously
differentiable function. In literature, among nowar diffusivities, the Charbonier and
the Perona-Malik diffusivity functions are popul@veickert, 2001), (Cohen, 1993),
(Schndorr, 1994). For our work, we will use the Giwanier diffusivity function, since it
fits our case with acceptable results. In theirggg@harbonnier, 1994), Charbonier et.
al. suggest a slight modification of the PeronaiMadiffusivity (Perona, 1990). The
Charbonier diffusivity function 4.3-24 does not ymeduce the diffusivity power in
regions with greater gradient being more likely exidout also possesses an edge-
preserving regularization without enhancing eddéwerefore it does not suffer from
stair-casing effect, unlike the Perona-Malik diffityy function:

gen(IVul?) = \/#W’ with A > 0, 4.3-24
wherel is an adjustable contrast parameter. The fluxtfanat.3-25 of equation 4.3-24
shows that the Charbonier diffusivity leads to algees preserving behavior, since the
flux function is positive in the whole interval:

As

Dcn(s) = gen(s?) - s = = WithA>0, 4.3-25

The parameterl is the adjustable contrast regulator: diffusivignds to zero for
structures with|Vu|? > A, since they are regarded as edges; for structwits
|Vu|? < A diffusivity tends to one and those structuresragarded as interior regions.
Figure 47 plots the Charbonier diffusivity andfltsx function.

1 0.5

04+

(a) (b)
Figure 47: The Charbonier regularization: (a) diffity, (b) flux.
Now we return to formulation 4.3-19 and 4.3-20. Wé¢ice that the functiol’(|Vz|?)
from 4.3-20 has the same meaning as the diffusfuitgtion g, (|7u|?) in 4.3-24 and
the term@’(|Vz|?) - Vz is the same as the fluik,(s) from 4.3-25. This observation

shows the similarities between diffusion procesaed the smoothness term of the
optical flow formulation.

In equation 4.3-17 we stated that we use penaliaalgnique for the control of outliers
in the data term. After setting up the data term,invprove its robustness by applying a
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regularizing function. To simplify matters, we ustite same Charbonier diffusivity
function for penalizing but with another parametewWe distinguish thé parameter by
indices the lettersd for the data term and the letterfor the smoothness term
respectively. Let us modify the minimizer 4.3-1tlahe Euler-Lagrange equation 4.3-
21 according to these extensions and we obtaintieqsad.3-26 and 4.3-27:

E(z(u, v)) =

HQ Y (|11(u, v)-L,(u+ z(u,v), v)|2) + Q¥ (|7z]?) du dv. 4.3-26

The non-quadratic penalizatidfi; in the data term of the equation 4.3-27 rendegs th
estimation more robust. This strategy allows regzileg the outliers in a not so severe
manner than in quadratic setting.
¥ a1+ z,v) — I (w,v)]?)
. (12 (u+zv)—Lu, v))IZH(u +z,v)— 4.3-27
o div(W' (|Vz]?) - Vz) = 0.

Now we are ready to discretize the equation 4.&2d estimate the solution of the
minimizer 4.3-26.

4.4.Numerical Scheme

To solve the equation 4.3-27 numerically, we deav&acobi-like iteration numerical
scheme, but we have to get rid of the implicitn@ssfunctions I,(u + z,v) and
I, (u + z,v). The first order Taylor series can be appliechts problem (Brox, 2004),
but this method allows only small perturbations ahdts. For transducer tracking by
optical flow analysis of sector scans we cannotrautge this condition. Linear
interpolation is another approach to get rid oflimifmess in the data term. This method
is closer to numerical schemes and deals with elisalata with large displacements,
which allows overcoming the problem of first ordeaylor series (Kosov, 2007). In
practice, the input sector scahéx, y) are represented as two-dimensional matrices or
discrete functionsl;(x,y): N* x N* - R,

In other words, the arguments of these discretfmedtions must be natural numbers
including zero. However, the value of the functiofu, v) € Q is a rational number.
Therefore, the value of the argument z € Q is rational as well. We apply the linear
interpolation method to overcome this problem: wespnt the term(u,v) € Q as a
sum of two values — an integer valdes N* and a small floating point value€ R,
where|b| < 1. Using this notation we can reforim

I(u+zv)=I(u+A+b,v). 4.4-28

Using linear interpolation, the parameters of tlnection] are also integer:

Iu+A+b,v)=0A—-|b) - I(u+A4v)+|b|-I(u+A4+

son(b, 0. 4.4-29
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4.4 Numerical Scheme

Simplifying equation 4.4-29 we obtain:
Iu+A+b,v)=>0—=|b)-I(u+Av)+|b|-I(u+A+
sgn(b),v) =I(u+A,v)+ |b|- (I(u + A + sgn(b),v) — 4.4-30
I(u+A, v)).

Let us look more precisely on a selected term 4.:4-3
|b| -(I(u+A+sgn(b),v)—I(u+A,v)). 4.4-31

We notice that a term like 4.4-31 can be understamod first derivative df and can be
substituted with the forward or backward differersoheme with a grid stefu = 1.
Equation 4.4-32 shows the transformation of thisite

|b| - (I(u + A+ sgn(b),v) — I(u+ A4, v)) =

4.4-32

sgn(b) - |b| - (Iu(u + A, v)) =b- (Iu(u + A, v)).

Note, that forb >0 we use a forward and fob < 0 a backward difference
approximation.

Now we can form 4.4-32 back into 4.4-30 and obthemapproximation 4.4-33.
I(u+A+b,v)=I(u+A,v)+b-(Iu(u+A,v)). 4.4-33

Since the functior, (u + z,v) is a piecewise constant function, we also assuree t
approximation 4.4-34:

L(u+zv)=I,(u+A+b,v)=I,(u+A4v). 4.4-34

The values A and b are input data set initiallys&hon experience we chodse= +8

for larger shift between sector scans. For smaiiissbf the sensor positions we choose
A = 0. The initial value of b is chosen to be constanthe interval (-1,+1). Without
loss of generality, we may substitute two termshef Euler-Lagrange equation 4.3-27
by symbolic constants. We do this for the simpfiat explanations.

G = (Lu+zv) - Lwv)?),

, 4.4-35
g =¥ (Vz|?).

Rewriting equation 4.3-27 and using the shorteeemd$ 4.3-35, we get our new Euler-
Lagrange equation 4.4-36:

G- (L(uw+zv)—Lwv)) Ly(u+zv)—edivig-Vz) =0. 4.4-36
Now we develop the Euler-Lagrange equation 4.4@&®m@ing to equations 4.4-28 to
4.4-34:

G- (Iz(u +A,v)—L(uwv)+b-L,(u+A4, v))IZu(u +A,v)—

4.4-37
@ div(g - Vz) =0.
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Chapter 4: The “Optical Flow”

We go to discretize this version of the Euler-Lagia equation 4.4-37. After
discretization, we will solve it with respect lboand obtain a new*, which is the new
input for the next iteration step. There exist savapproaches to discretize a system of
linear equations. One of them is the time-marchmgnerical approach. When
discretizing the Euler-Lagrange equation 4.4-27 ai¢ain a non-linear system of
equations. Thus, we can refer to the time-marchimgerical scheme that considers
this equation as a steady state of the evoluti$+88:

dz

—= P (Lu+zv) - Lwv)?) (Lu+zv)-Lwv)): 4.4-38
Ly,(u+z,v) — @div(¥'(|Vz|?) - Vz).

The time-marching approach indicates that at sorment in time we will achieve a
steady state when functiaifu, v) does not change in time, i%.t—> 0.

This scheme is iterative and can take a lot of agatn time to gain a steady-state.
For better performance one can use a multi-gridhotet(Brand, 1977) or the

linearization approach. However, when using the etimarching approach the
convergence and steady state can be reached or@dydme number of iterations.

Another discretization method of linear differehteguations is the Successive Over
Relaxation technique or SOR scheme (Young, 197i)dpbeeds up the convergence of
the numerical algorithm greatly. The main idea lteg SOR algorithm is an iterative
Jacobi-like scheme based on an "over-predictionthegns of linear extrapolation. Let
us apply this scheme to our problem formulationr374Rearranging 4.4-37 we get:

G- (Lu+Av)—Lwv) Lyu+Av)+b-G-13,u+A4v) -

4.4-
o div(g -Vz) = 0. 39

First, we discretize the smoothness term of 4.4-80us denote
z;j = z(iAu, jAu), g;; = g(iAu, jAv), G; j = G(iAu, jAv)
and rewrite the smoothness term of the Euler-Laggaaquation separately:

SmTermELE = —(Pdlv(g : VZ) = _(pdlv(gl,] ) VZi,j) =

4.4-40
- <au (gi,j ' (Zi,j)u) + 0y (gi,j ' (Zi,j)v))'
Now we discretize the term, (gi,j : (Zi'j)u):
au (gi,j . (Zi,j)u) = au (gi+1/2,]’ i Zi+1:‘u—zi,j) — gi+1,;‘+gi.j ) Zi+1Aju—Zi,J' _ 4d41

9ijt9i-1j Zij—Zi-1,j
2 A
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4.4 Numerical Scheme

The second term, (gi,j . (Zi'j)v) can be discretized in the same way. Assuming grid

steps in u and v directions equal to 1, Ae.= Av = 1, we can rewrite equation 4.4-
40:

_ . _ gi+1,j1t9ij
SmTermgp = —@div(g - Vz) = —¢ (—2 (Ziy1j — 215) —
9ijtJi-1,j gij+119ij 9ijt9ij-1
- 5 (Zi,j - Zi—l,j) + - 5 (Zi,j+1 - Zi,j) - 5 4.4-42

2 2
(21— zi,,-_l)).

Simplifying 4.4-42 we get:

SmTermgy = —@ div(g - Vz) = —g((giu,j + gi,j)Zi+1,j +
(91 + 9i—1,1)Zi-1; + (Gije1 + 91j) 2041 + (90 + Gij-1)Zij-1 — 4.4-43
(494 + Givrj + Gi-1j + Gije1 + gi,j—l)zi,j)'

For the Tichonov diffusivity function, where
gi,]' = 1, Vl,]
we get the standard Laplacian discretization:

SmTermgy = —¢@ div(Vz) = —(p(ziﬂd- =22+ 24+

4.4-44
Zije1 — 225 + Zijo1)-

One can notice that equations 4.4-43 and 4.4-44esept high-pass filtering. We
continue discretizing of 4.4-39 with the discretiaa of the data term of the Euler-
Lagrange equation omitting the function argumedexing:

DataTermgy = Gi ;- (U2)iva; — U)ij) - Udivaj + b

4.4-45
Gij (U3)iva;-

Now we combine both terms and build the resultingcreétization of the Euler-
Lagrange equation 4.4-46, setting = A + b according to equation 4.4-28:
Gij - (UDira; — U)ij)  Updiwaj + b Gij- (U3)iva; —
%((ng,j + i) 71 + (9o + Gi-17)Zi-1j + (Gijer +
9ij)Zijr1 + (Gij + Gij-1)7Zij-1 — (89ij + Givrj + izrj +
Gije1+ Gijo1) A+ b)) = 0.

4.4-46

Then we perform Jacobi iteration by choosing a#l termsb’ from the discretized
Euler-Lagrange equation except of the argumenthef@; ; function from the next
iteration step:
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Chapter 4: The “Optical Flow”

Gij  (UDivaj— U)ij) Updivaj + b G- (2)ira,
@
- E((ng,j +9ij)Ziv1y + (9ij + Gim1)%i-1,)
+ (gi,j+1 + gi,j)Zi,j+1 + (gi,j + gi,j—l)Zi,j—l

~ (495j + Givrj + Gim1j + Gijar + gijo1) (A + b'))
=0

4.4-47

where
Gij=Y%4 (|(Iz)i+A,j + bl (D irarsgnvyj — U2)isaj) — (11)i,j|2)-

Now let us rearrange all the to the left hand side of the equation:
Gij (U2iraj—U1)ij) Uzw)iva,
_2( (9i+1,i+90j)Zis1,j+(91j+ Gi-1,7)Zi-1,j+ (9 j+1+9:)Zi j+1 >
2\+(9ij+9:j-1)Zij-1— (490 j+ Gir1,j+9i-1,j+ i j+1+ i j-1)A
_Gi,j'(Izzu)i+A,j_%(4gi,j+gi+1,j+gi—1,j+gi,j+1+gi,j—1)

4.4-48
b’ =

The new value of the solution is calculated ushegyprevious value oA and the newly
calculated value df:

zZ’=A+D. 4.4-49

In this case, the value 6f has not to satisfip’| < 1.
The implementation of the SOR numerical scheme (goul971) follows the
following steps:

Initial guess forz; ; for all points {,j).

Define a scalar valu@ < w, < 2.

Apply equation 4.4 - 48 and 4.4 - 49 to all inteipoints(i,j) and obtairz’; ;.
Calculatez; ; = wypz'y j + (1 — wy)z; ;.

Stop if the method has already reached the conneegthreshold.
Replacez; j = z; ;.

Repeat from step 2.

N oo~ owh R

For the scalaw,=1 one can recover the Jacobi scheme, while the walg#& under-
relaxes the solution. In ideal case, the valgdras to be chosen in such a way, that it
provides the optimal rate of convergence, thus ¥aisie is not restricted to a fixed
constant. After some numbers of iterations themnesing process reaches the
convergence state. We can stop iterating with thiput solutiorz; ;. It is also possible
to perform a given number of iterations. In thisseawe can overestimate or
underestimate the problem, however with the adggntd equal running times for each
input sector scan pair.

The solutiongz; ; represents the horizontal shift for each pixethaf input sector scans.
These values are a relative measure, i.e. in piRatsnot integer values. Therefore they
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4.4 Numerical Scheme

can be part of the pixel dimension as well. Theuatio-mouse algorithm has to
simplify z; ; somehow since we want to get a scalar value gsubwtith appropriate
resolution. The resolution is given as a parametethe sector-scan reconstruction
module. In this way we obtain values for the tramesst motion for the given pair of
sector scans.

For the simplification algorithm we choose a minxranction: we find the valué
that corresponds to the maximum absolute valubefésulting optical-flow; the value
A is the shift in pixels, which is to be convertedioi millimeters. For this conversion
one uses the parameter “resolution” of the recanstn module. The described
technique and algorithms allow us to obtain a retashift for the given pair of sector-
scans. Accumulating the relative shift for eachtefations, we can track the absolute
transducer position.

Appendix B contains the parameter calibration sgis to allow a proper parameter
selection. We suggest addressing to this appendia fnore detailed description of the
calibrated parameters.
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Chapter 5. Experimental Part:
Approaches and Solutions

As was shown before, the progress made in recems ye computing, real-time signal

processing, microelectronics and micro-packagingramising to meet the technical

challenges of a “self-tracker” system developmerst, we have called the manual
guantitative inspection equipment. We have outlidedelopments in ultrasonic system
engineering that are essential for the realizatifothe “self-tracker” inspection system.

However, we still would need matrix transducers fansducer motion tracking:

optical flow analysis of sector scan image sequerge an ill posed problem is

challenging for more sophisticated and time consgnapproaches. Moreover, linear
arrays do not focus in 3D. Therefore we have tatlmsearch and development to the
principle viability: algorithms and the laboratoslgmonstrator are only developed for
linear transducer motion with the view on lateregriation of free surface scanning
including transducer swivelling.

The experiments described in this chapter proveatgerithm performance in respect
to accuracy of position measurement and the aliditydentify previous transducer
positions after lift-off situations.

5.1.Experimental Setup of the “Acoustic Mouse”

The experiments have been conducted using the glaasgy system described in (von
Bernus, 2006). We have used test samples withcatiflaws and samples without
flaws.

5.1.1.System Components

As presented by Figure 48 the experimental setagists of the ultrasonic equipment,
the ultrasonic transducer, the test sample, anddhgputer with software developed for
the experiments.
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Chapter 5: Experimental Part: Approaches and Solusi

Figure 48: Setup for Transducer Motion Tracking &xments.

The numbers given in Figure 48 indicate the mammonents:

1. Ultrasonic Multi-Channel Microelectronics (16-chahpUSE Module,
IEEE1394 (Fire Wire, i.Link) - 800MDbit/s)

2. Fine grained structural ferrite steel test samgde (Figure 49)

3. Personal Computer

4. Linear Phased Array Transducer

The multichannel ultrasonic microelectronics, pU&&s developed by (Bulavinov,
2005) and also described in (Bulavinov, 2005). ¢beputational module is designed
for fast real-time data-pre-processing of mechahiakrasonic inspection data. The
HUSE-frontend is capable to provide test data ay vegh repetition rateseach
channel of the module can be programmed to funa®a transmitting and receiving
channel. They can be operated in parallel. TheAtdcan information of each channel
is processed in real-time. The electronic desigretmall standards of ultrasonic
instrument specifications.

For our experiments we have used commercial lipbased array transducers. They
are different in respect to technical charactessthat determine their specific use in
NDT: number of elements, frequency, active apertete. We scanned only plane
surfaces. All transducers have been used withowdges Table 4 lists the array
transducers.

Transduce Frequenc Numberof Pitch  Aperture  Near-field Focal

rnumber y (MHZz) elements (mm) (mm) (mm steel)  @(mm)
1. 5L16-A1 5 16 0,59 9,6 36 2,5
2. 2L16-A1 2 16 0,75 12 30 3,1

Table 4: Transducer parameters and dimensions.
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5.1 Experimental Setup of the “Acoustic Mouse

The transducer #2 2L16-Al can be also operatetiearswave mode due to the small
element aperture of 0,75 mm less than half thershaae length of 0,8 mm.

5.1.1.1.Test Specimen

We used test specimen with plane surface and optioupling conditions to minimize
the coupling error for unambiguous evaluation eftitacking algorithm. One test
specimen contains side drilled holes, the otheraofatigue crack. The side drilled
holes have point like reflector characteristics egtlice the problem of ill-posed
optical flow analysis due to their constant geognetrthe third space dimension. The
fatigue crack was chosen for its point like crapkdiffraction characteristic.

The test specimen can be seen in the photo of&#firand its dimensions in the
drawing of Figure 50, respectively Figure 51 fog #econd test block.

Figure 49: Test specimen with side drilled holed fatigue crack.
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Figure 50: Dimensions of test specimen TK1, all bars in mm. (Bulavinov, 2005).
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Figure 51: Dimensions of test specimen TK2, all bars in mm.

5.1.1.2.Personal Computer and Software

We have used a high performance computer with tie® Xeon® Processors E5405
2 GHz (Cores 8), RAM of 4GB, and the graphic caMDIA GeForce 8800 GTX for
our experiments. For implementing th&coustic Mouse” software, we have applied
the programming language C#.NET.

The software package has been developed as Lalusiers convenience. It is
structured by software modules with an optimizethdi@w for real time computing by
its appropriate pipe-lining. The software packaggudes the following modules:

» Sector Scan Reconstruction Module SSRM: The SSRibeamplemented on
GPU using CUDA technology or on CPU with the disathage of losing
reconstruction speed; the choice depends on theuemconfiguration.

* Low-Pass Pre-filtering Module LPPM: This module vdgscribed in the
previous chapter 4.3.1. We used it before appliiegOptical Flow Module to
obtain a pre-smoothed input. Pre-smoothing attesuaso additive noise and
temporal aliasing effects in the image sequence.filter reduces the
contribution of high image fluctuation calléégh frequencie$or more accurate
estimation of the overall image gradient. In oup@xments, smoothing is
carried out on the input image.

» Optical Flow Calculation Module OFCM: This modulk@aulates the optical
flow field of two consecutive windowed sector scaf$ie applied variation
minimization method is based on a gray-value constassumption that
describes the motion model inside the set inpugan®btaining a 1D flow
field, we can estimate the shift of sector scamsluis the estimation process.
We apply Gaussian filter for smoothing the resgliimage. The Gaussian filter
attenuates outliers in the flow field. Eventualke calculate the maximum
image value as the shift between two input secans.

88



5.1 Experimental Setup of the “Acoustic Mouse”

» 2D Viewer Module 2DVM: This module visualizes 2Dtady colour-mapping
with programmable value intervals. By default, thap ranges colours from
white to red through blue colour. Additionally, wan achieve image
amplification or attenuation by appropriate gaingoaeter setting. Another type
of visualization is a text data, which can outpuy sesults we want to print. We
have also realized a text field visualizer with gpgportunity for updating the
measurement status.

In Figure 52 the outlined sequential algorithm esten is shown. The central idea is
based on the analysis of the image informationeat®-scans reconstructed by the
SPA - technique. Corresponding to the specificailye of our research, the motion is
tracked linearly along one axis or scan directibne sequence of sector-scan images
constitutes an optic flow field between two consmeeuframes of this sequence. The
position and positional changes of tieoustic Mouse”transducer are determined by
optic flow analysis applying the variational meth&sctor scans can be considered as
image frames and differential methods for motiaimegtion can be applied. Moreover,
optical flow techniques also include the problenmndérring to the structure of objects.
Thus, we may structure the acoustic noise by comgpuytatterns as a function of
transducer position.
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Figure 52: Software Modules.

The sector scan images backscattered acoustic anisgeometric reflectors but also
signals imaged in the near surface zone called deae of a transducer. The dead zone
Is caused by the transducer characteristics anthdycoupling quality and does not
contain relevant information about the transduassitpn. Geometric reflectors, when
present in the sector scan, are used for additiveafication of computed position
data.
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In our case, the scan is linear and therefore amerdsional and we can substitute the
vector field by a scalar field. In order to cortgagstimate direction and velocity of
transducer motion, we have to identify invarianticgd flow field features of two
consecutive frames. These additional constrainfstbeovercome the aperture problem
of the optical flow algorithm. For this reason, Wwave chosen the variation method as
one of the common techniques for image proces#iagan important issue, we could
recover the optical flow when minimizing the enerfgyctional. Therefore, we could
also take advantage of maximum entropy solver tecies.

5.2.Robustness Experiment

The robustness of the applied optical flow algonithan be tested in respect to time
dependent drift phenomena by an easy experimenplaee the transducer in one fixed
position without any transducer motion. We compilte optical flow field and the
resulting transducer motion that should be zeradeethe effect of measurement and
algorithmic errors. Therefore, the stability of thexo motion experiment informs about
inherent algorithmic variation errors.
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Figure 53: Sector Scan with Analysis Window.

We used the test block TK 1 with side drilled hotesavoid the contribution of
stochastic noise variations caused by even smaltestion or coupling changes. The
transducer #1 5L16-A1 was positioned on test bib€k above the side drilled hole #3
(counted from the left side) as it can be seengnré 50. The sound exit point distance
to the specimen edge was 20 mm. The side drilléel @fod1 mm is located inside the
indicated array near-field in a depth of 6.7 mme Bector scan angle was chosen from
-65° to +65°; the sound velocity of the longitudinaode was determined as = 5920
mm/sec. The analysis window for optical flow magpoovers an area of 45 mm x 25
mm of the array near-field including the side @dllholes. The sector scan image is
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5.2 Robustness Experiment

characterized by the dead zone close to the traesghosition, the back wall image at
the bottom and the side drilled hole images inddater of the sector scan. The sector
scan with the analysis window is shown in Figureab8ve.

’ Scan velocity = 0 mm/s
Pixel size = 0,1 mm

. c=2 »=0,3

4y =0,00095 4. =0,003

Image 1 Low-pass filter |
.

Optical flow estimate

Image 2 Low-pass filter

Figure 54: Window Sequence with Optical Flow Image.

An exemplary window image sequence is shown infeidp4 together with the optical
flow map. As expected, the optical flow estimatigelds negligible small values as it
can be seen in the color map. The map is ratheogeneous with values close to zero.
Only the side drilled holes can be seen by chooasimgppropriate sensitive scale. The
mean valueX of computed motion of hundred image pairs is léssn half a
micrometer. However, all values of the color magidate a positive motion (in one
direction) only. Negative values would appear inebtolor. Nevertheless, this obvious
algorithmic drift is much too small to be of tectali concern being even smaller than
the standard deviation of fluctuations picturedrigure 55. We may conclude:

The mean valuX and its standard deviation SD were stable witlanyt noticeable
time drift:

Stability MeasureX = 0,0005 + 0,02 (mm)

In ultrasonic testing we need for practical reasansabsolute accuracy of transducer
position measurement of some few millimeters, atn&t accuracy between two
measurement positions in the range of half a wagthe The applied wavelengthof
the 5 MHz transducer was 1.18 mm and we may coactbdt the stability measure
meets the requirements.
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mm

# of consecutive image pairs

Figure 55: Algorithmic Fluctuations of Optical Fldastimation.

5.3.Scanning Experiments

Scanning experiments have been performed withdlt@ifing objectives:
» Accuracy of transducer position measurement
» Characterization of analysis window for opticaMilonapping

Different error sources influence the achievableueaacy like calibration of optical
flow in length units of the transducer motion anthge features like local resolution,
noise and artifacts. Artifacts can be caused byustaw phenomena like multiple
reflections at specific flaw or specimen geometreesd by the applied image
reconstruction algorithm called reconstructionfacts.

The specification of the analysis window to be Bgethe inspection engineer is even
more difficult in respect to the full picture onethrequired image content. The
experimental strategy is based on worst case erpats complimented by some
plausible assumptions.

5.3.1.Motion Tracking of Manipulator Supported Scans

The accuracy of transducer motion tracking is itigated by repeated measurements
of the length of the linear scan as part of thécation procedure and by the analysis
of variations of computed step distances. We ballstep distance scan index when it is
constant along the full scan. The analysis of sodax variations can be done only by
manipulator supported scanning that provides thequired detailed position
information.

We separate the problem of image content to corchrdthe achievable accuracy of
our optical flow algorithm. Therefore we experimexrith real reflectors in the analysis
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5.3 Scanning Experiments

window and with windows only filled by acoustic sei For worst case consideration
we took sector scan reconstructions with imagegdidiuby reflector and reconstruction

artifacts that usually are filtered for more prectlaw imaging. We have investigated

the transducer positioning accuracy with all thneesducers described above. Since
there is no significant difference we limit our geatation on measurements with the
transducer #1 5L16-Al of Table 4. The 5 MHz arrapsducer with active 16 elements

was scanned by a precision linear manipulator atbegsurface of test specimen TK1

as indicated in Figure 56.

/ LN

A
Y

50 mm

Figure 56: Scan on Test Specimen with side drhieles.

The length of the full scan was 50 mm, the scamexnd.1 mm. The scanner has a
specified absolute accuracy of 0.1 mm with a reéaticcuracy between two positions

of 0.01 mm. This accuracy appears reasonable faasohic inspections requiring a

relative accuracy less than half a wavelength fghdend imaging systems based on
synthetic aperture principles. However, we can guigss the error caused by the probe
holder. Especially when starting the scan and cgmina stop the probe holder may

cause a systematic shift that shortens the lenfytiheo scan. The size of this error

cannot be measured directly but it can be seerphbgad flow analysis.

In Figure 57, an exemplary sector scan sequersi@isn with the image of side drilled
holes #6, #7, #8 of test specimen TK 1, countednftbe left edge. The analysis
window was set in the focal area of the array wlansr. For worst case considerations
we have not processed the image; the reflectorblareed and we can see the pulse
train artifacts of the side drilled hole. The twerr scans given in Figure 57 represent
the sector scan sequence for the scan index om@n2 The sector scan angle was
chosen between -65° and +65°.
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The details of the image windows are shown in Fedh8 together with the optical flow
for the transducer motion of 0.2 mm.

Figure 57: Exemplary Sector Scan Sequence withysiglVindow.
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For the frequency of 5 MHz the scan index of 0.1 mas the smallest one that yields
stable motion results. The maximum scan velocity teabe limited to 10 mm/sec due

Figure 58: Representative Calibrated Optical Field.

to the available efficient computing power for fesal-time optical flow analysis.

The scanner provides position information for eacén index point. Therefore we can
analyze the position accuracy for all image segeeraken during the scan. We
analyzed the accuracy at each scan index poinaaalgzing the optical flow for image
pairs with a position change of 0.1 mm. Repeatechsmmements show excellent
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reproducibility as shown in Figure 59. The stegeix number 500 corresponds to the
end of the scan at 50 mm distance from the stapirsifion. The error free curve would
be a straight line with

Ax =0, mm expected straight line

The mean deviation of stochastic errors DV couldidermined as:
DV =+ 0,004 mm

The data scattering of stochastic nature was sighly trend phenomena by fitting

the experimentally evident trend. This trend chantee position correlation up to

0,01 mm. Reason for the observed trend might b& slvanges of the probe holder
situation but also caused by features of the medsaroustic images. The value is that
small that it could not be analyzed. We also asstiraethere is no growing error in

long term since the trend is oscillating arounddberect value, too.

Calculated Ax
0,15 ~
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Step index

Figure 59: Accuracy and trend of indexed transdposition evaluation
with step index 0,1 mm.

We have increased the scan index to 0.2 mm anchi 30 understand the influence of
the scan index on the achievable accuracy of tramesdmnotion tracking. As Figure 60

and Figure 61 show, the measurement accuracy affemted. Only minor changes can
be observed within the estimated variation limliserefore, we may use scan index of
0.2 mm for faster scanning but with images of Orth pixel resolution.
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Figure 60: Accuracy and trend of indexed transdposition evaluation
with step index 0.2 mm.
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Figure 61: Accuracy and trend of indexed transdposition evaluation
with step index 0.3 mm.

The influence of any long term trend can be alsessed by repeated measurements of
the end position of the scan. In our experimerd,ahd position was at x = 50 mm. In
Figure 62 we present the results of repeated measnts. All results show a
systematic shorter computed scan length that lisnsti significant in respect to the
required position accuracy of the transducer. Wey meaplain this systematic
shortening by probe holder changes during stagimyending the scan. The systematic
error was taken into consideration when computihgyrheasurement variation relative
to the mean value of all results. The statisticdi$ corresponds to 10 measurement
results taken under same conditions as describ@aeeab
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End position of sensor
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0 10 20 30 40 50

1 2 3 4 5 6 7 8 9 10
M Meas. Pos (0.1mm) | 50,31 | 49,28 | 49,34 | 49,64 | 49,63 | 49,57 | 49,76 | 50,12 | 49,51 | 49,44
Error % (0.1mm) 1,3 | 1,44 | 1,32 | 0,72 | 0,74 | 0,86 | 0,48 | 0,24 | 0,98 | 1,12
M Meas. Pos. (0.2mm) | 49,35 | 48,99 | 49,78 | 49,52 | 49,37 | 50,2 | 49,46 | 48,8 | 48,98 | 49,65
Error % (0.2mm) 1,3 | 202 | 044 | 09 | 1,26 | 04 | 1,08 | 2,4 | 2,04 | 0,7
Meas.Pos (0.3mm) | 50,07 | 49,59 | 49,34 | 48,76 | 49,37 | 49,46 | 48,96 | 49,37 | 49,56 | 49,84
Error % (0.3mm) 0,14 | 0,82 | 1,32 | 2,48 | 1,26 | 1,08 | 2,08 | 1,26 | 0,88 | 0,32

Figure 62: End Position Accuracy.
The mean value X of the measured end positionlcsilcded as:
X =(49,47 £ 0,75) mm

We may conclude: the relative position accuracysignificantly smaller than the
applied half wave length. Synthetic aperture teghes can be applied also for manual
scanning controlled by the optical flow analysibeTabsolute error of less than 1 mm
or about 1.5% of the scan length has no meaningréastical inspections.

5.3.2.Motion Tracking of Manual Scanning

However, these results are based on mechanical tensmanning. Therefore we
scanned also manually investigating the repeatghild accuracy of computed and
measured scan lengths.

We used the same test block TK1 with the same stgramea for comparative motion
estimation: the transducer #1 5L16-Al was positloaed moved 50 mm by hand
along the same scan as described above. All otlwaneter settings have been the
same like the analysis window of 45mm x 25 mm m tlear-field (see Figure 57). The
sector scan angle was chosen from -65° to +65°sol@d velocity of the longitudinal
mode wag; = 5920mm/sec.
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Image sequences have been analyzed for each caingeda index of 0.2 mm. The
manual scanning speed of about 5 mm/sec was estimiigure 63 shows the sector
scan at the end position with images of the sidkedrholes 5 and 6.
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Figure 63: Manual Scanning: Sector Scan of EndtiBasi

In Figure 64 we illustrate the visibility of transckr motion relative to the side drilled
holes by an image sequence with scan distanc& ahfh close to this end position.

Scan velocity = 5mm/s
Pixel size = 0,1 mm
=2 »=0,3
por 4.=0,00095 . =0,003
Image 1 Low-pass filter r
-
% Optical flow estimate
Image 2 Low-pass filter

Figure 64: Optical Flow Estimate during manual $dag.
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5.4 Motion Tracking by Noise Evaluation

For the accuracy evaluation of end position catcahawe repeated analogue to the
mechanical scan ten times the manual scan. Theegwoe was the same as outlined
above for mechanical scanning. Figure 65 cont&iesesults of estimation.

End position of sensor
10
I | I |
9 [ | [ |
#
‘2 8 [ | [ |
g 7 [ [ [ [
o 6 | I | I
2 5 [ | [ |
S 4
g | | | |
3
I | I |
2 [ | [ |
1 1 | 1 | mm
0 10 20 30 40 50
1 2 3 4 5 6 7 8 9 10
B Meas. Pos (0.1mm) | 49,38 | 49,27 | 48,99 | 49,21 | 49,54 | 49,56 | 49,39 | 49,78 | 49,36 | 49,21
Error % (0.1mm) 1,4 | 146 | 2,02 | 1,58 | 0,92 | 0,88 | 1,22 | 0,44 | 1,28 | 1,58
B Meas. Pos. (0.2mm)| 49,3 | 49,1 | 48,93 49,28 | 50,1 | 49,73 49,47 | 50,24 | 48,99 | 49,4
Error % (0.2mm) 1,4 1,8 | 2,14 | 1,44 | 0,2 | 0,54 | 1,06 | 0,48 | 2,02 | 1,2
Meas.Pos (0.3mm) | 49,28 | 48,96 | 50,15 | 49,56 | 50,3 | 48,83 | 49,15 | 49,34 | 49,26 | 50,2
Error % (0.3mm) 1,44 | 208 | 0,3 | 088 | 06 | 2,34 | 1,7 | 1,32 | 1,48 | 0,4

Figure 65: Accuracy of scan end position measureifmeanual scanning).
The mean value X of the measured end positionlcsileded as:
X =(49,45 £ 0,76) mm

As expected, the influence of non-constant scanrspgeds and less controlled
coupling is not significant. The tracking error® avithin the required limits also for
manual scanning. Nevertheless, we have to manayssticimages without geometric
reflectors and lift-off situations that comprise@boor, insufficient coupling.

5.4.Motion Tracking by Noise Evaluation

As discussed in chapter 1.3 the acoustic noiseoiswhite, it contains for example

information that can be used as a fingerprint f& transducer position. According to
our analysis, we have to decrease that part ofsticonoise that cannot be correlated to
transducer position. This part of acoustic noisecasised by microstructure grain
boundary reflections for example in steel. The laminal mode generates much less
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grain boundary noise in relation to localized retibes with interfaces of high
impedance change — about one order of magnitudethes shear waves. Further, the
contrast for detecting smallest reflector signaphimdes can be improved by focusing,
as discussed above. Recommended practice of agratisematerial inspection is based
on the use of low frequency longitudinal transdeceith sound fields focused into the
region of interest. Based on this proved statdiefdrt inspection experience, we
expect better tracking performance with longitutlimeaves and we have to apply
migration based image reconstruction with synthdtcusing into the complete
synthetic near-field of the array aperture. Howewear can focus only into the plane of
the reconstructed sector scan; we would need matrixy transducers of sufficient
large synthetic apertures to focus into space.

The experiments described below proved the expesgatshear wave sector scan
sequences could not be used for transducer maticking as long as no reflector was
imaged. However, longitudinal wave reconstructi@osild be used for optical flow

analysis. As we assume, the possibility to estirttegeoptical flow of longitudinal wave

sector scans is given by same order of magnituda droundary noise signals and
reflector signals by small structural discontirestiof the steel microstructure. The
optical flow estimate is also acting in some wayaaslter of non-correlated image

contribution.

The Figure 66 and Figure 67 received from (Kroni2@12) show this effect: the data
of a 2MHz sector scan root image of a cracked letssnsteel weld have been processed
by advanced stochastic filter techniques. In Figise we may only identify the root
indication and the crack but the image is full oise caused by the grain structure.
After filtering, the grain noise disappears butl @zen small reflectors appear like the
crack tip indication hidden before in the noisey(Fe 67).

Transducer: L16LA3.5MHz
Mode: longitudinal

Sector scan: 0° - 80°

Test Specimen: Pipe-to-pipe weld
Material: Austenitic — 304

Wall Thickness: 28 mm

Figure 66: Longitudinal Migration Sector Scan offAustenitic Pipe Weld
(Dalichow, 2012).
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Crack Tip

7

Figure 67: Sector Scan after Noise Filtering (D@, 2012).

In the following we discuss transducer motion tragkby optical flow estimate of
acoustic noise images. The experiments are matiethdgtsame equipment described in
chapter 5.3.1. The only difference is the scanmed that was chosen on a position of
test specimen TK 2 up to the position of the crdadie length of the scan was 70 mm,
the scan index 0.5 mm. The analysis the same wirgibgvwas experiment with side

drilled holes.
Calculated Ax
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Figure 68: Accuracy of Scan Index Estimates dufintpmated Scanning.

We computed the optical flow for all consecutiveage pairs. Since the scan was made
by precision manipulator we could compare the eacoposition data with the
computed data as shown in Figure 68. Figure 6&ates the errors or differences for
each scanner step of a length of 0.5 mm. Perfacitsewithout any measurement or
algorithmic error would be represented by a straigle with Ax = 0.5 mm.
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As it can be seen, the accuracy of measuremertiastdhe same we could achieve
with reflector images even when we have no cleatupe about the nature of the
optical flow image. A typical optical flow field ahis experiment is shown in Figure

69.
= ; ;—’, Scan velocity = 10 mm/s
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Figure 69: Optical Flow Field Estimate for WindowiR? with Acoustic Noise
(Longitudinal Mode).
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Figure 70: Variations of End Position Measureméltige Images).
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We analyzed also the accuracy of end position measnt according to the procedure
discussed in chapter 5.3.1 and 5.3.2. Resultsigem @y Figure 70. The mean value
and the mean deviation of end position data are:

X = (69.42 + 0.63) mm

This result is confirming the principle viabilityf dransducer motion tracking by
acoustic image sequences containing only noisetai@br, we have still to continue
with systematic investigations on different stegldips as an engineering task but we
believe also in the further development of matrisays with better focusing in space.
We expect that the grain boundary noise contriloutian be decreased further by about
one order of magnitude with simultaneously incrdasentrast for real local spot
reflectors.

5.5. Lift-off Experiment

During automated scanning, the transducer is inimoous contact with the surface.
Any loss of coupling or transducer lift-off can ®nitored and considered during data
evaluation. However, during manual scanning, tlepactor has to remove the sensor
from the surface occasionally when poor couplingasced or when he wants to repeat
measurements of specific interest in more detdlonsequently, the “self-tracker”
equipment has to identify the previous transducsitipn to continue the measurement
and to select relevant A-scan data for best scgrpenformance.

The “lift-off” experiment established the accuraafyidentifying previous transducer
position after lift-off; the same experimental getas used. The new input images are
correlated to existing images stored in a pipeliwhile scanning about 50 mm, we
found two corresponding transducer positions withproximately 3 seconds. This
allows the inspector to perform manual scanninguasal. The accuracy of
repositioning by corresponding acoustic image® ithe range of about +/- 0.5 mm or
roughly half the wavelength.

For the lift-off experiment, we implemented a subehle that controls the coupling
guality and enables the inspector to place thesthacer on a previously scanned
position on the specimen surface. The scheme optioicess is described in Figure 71.

Firstly, we have to implement a coupling-decoupldeiection module. Depending on
the transducer used, we have to select the apptepoupling detection method. The
best way to detect coupling quality is the analysishe back-wall A-scan indication
imaged by the sector scan for most of the inspegiroblems. This is simply done by
choosing a monitoring window and a threshold. Toepting is considered to be good
if the A-scan amplitude exceeds the threshold vdluease the component back-wall
is not part of the inspected volume or there i9ack wall at all with reflector signals
of constant amplitude, we may identify other methdéar coupling monitoring. One
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method applicable for almost all inspection georastris the monitoring of the
coupling noise. This method asks for more compuding calibration efforts since we
have to analyze the statistics of near surfaceenais a function of the applied
transducer and the surface quality. Here we limit experiments on the back-wall
reference method.

Transducer I N > |
Motion s Specime
Sensor pal
Transducer —
Decoupling | ; |
® L @ Specime
Sensor pal
4_
New Transducer | |
Positior ° ® ® Specime
Sensor pai
Transducer Coupling -
Position identification; [ e |
Continuation of inspecton &————@ Specime

Sensor pal

Figure 71: Scheme of the lift-off experiment.

The first step comprises the calibration of the ktongee threshold for the specific
transducer and component geometry. In our expetintbe test specimen is a plate
with constant wall thickness with the advantage tha back wall signal amplitude
should be constant around a defined mean value witbertain mean deviation
indicating accepted coupling variations. For sonsemals we may notice additional
variations by local attenuation changes that carcdresidered by component related
calibration. By setting an appropriate time-ofdfliggate with the calibrated lowest
accepted amplitude as a threshold, the systendeatifly loss of coupling.

As mentioned above, for some inspection problemswsald have to analyze the
coupling noise. Here we outline only the princigibility of this approach. Figure 72
shows two A- scans, one for good coupling, the rotdme for poor coupling contact.
The set time-of-flight gate points to the signahiehe of the near surface zone known
also as dead zone. In our example, the gate cowerdepth zone between 3 mm and
7 mm. The signals have been measured for the 5 tviizducer #1 of Table 4 on test
block TK1. The nature of signal variations is ratlséochastic due to the complex
phenomena of wave field interaction at the surfaaesducer wedge interface. Further,
a complete loss of coupling might change also tagssics of near surface signals. This
procedure is already applied for automated inspestand part of service companies’
know-how (Engl, 2011).
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Figure 72: Coupling Control by Near Surface Sighalysis.

The second step is the repositioning. After lift-ahd regaining a good coupling we
have to identify the actual transducer positiore ahtual processed acoustic image will
be compared with previously measured valid imagesed in a small databank. The
data bank is filled with intermediate sector scemesenting the last scanned surface
area. The interval between stored positions (halled: scan index for repositioning)
can be also parameterized. It should be set in suglay that the overlap of two
consecutive sector scans is not less than 50% sikleeof the area with intermediate
data stored for repositioning can be defined byaperator. By default, it is set to be
100% of the scanned area.

After discovering poor coupling, both the last mead valid sector scan and its
position are stored in an array of check pointsthwis information, the algorithm
waits for re-coupling. When good coupling is regainand a sector scan for this
unknown position is available, the correct transdymosition has to be determined in
relation to the previously measured positions. Tais be achieved by applying cross-
correlation methods between the last sector scdntla stored sector scans. Cross-
correlation is convolution-based and has the falhgwanalytical form:

(f*g)(x) = jf(x —x") g(x") dx' 5.5-1
f andg are symbolizing input sector scans, * is a conttuoperator.
We can write 5.5-1 for two dimensions:
Femten = [[fe-xy-yrgeyhavay 552

Image based cross-correlation algorithm is alsonknas phase correlation and usually
performed in the frequency domain. In the frequedosnain convolution is simply a
multiplication, i.e. FFT-2D and IFFT-2D are calagald according to:

Flf* gl = F[f] - Flg] 5.5-3
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whereF is a Fourier transformation operator.

In image processing, phase correlation is a mettiochage registration. It uses a fast
frequency-domain approach to estimate the relatigaslative offset between two
similar images (Wikipedia, 2012).

After obtaining the resuR we have to perform an inverse Fourier transform:
R= Fl[f*gl; r=FR] 5.5-4

The last step would be the determination of theimaw value for each of the scan
pairs. Phase-correlation of two input images retuan image that contains peaks at
positions where the second image is similar tofitise one: the peak amplitude relates
to the grade of similarity. Applying phase-correat to sector scans, enforcing a
goodness threshold to the correlation and summpngllualues, one obtains a numeric
similarity number for each stored sector scan.@ielg the maximal value, one obtains
the most probable sector scan and its positiorg tlatermining the actual position of
the transducer. If none (or less than three sesttans) exceed the set threshold, a
negative answer will be generated: the actual thacesr position is not found, the
transducer was moved to a position outside thenstharea with stored data. In this
case the inspector may reposition the transduakrepeat the test or he may set a new
position input with correct coordinate values andtmue the inspection.

We have tested the viability of the outlined imagmilarity correlation including the
developed code by experiment. We used the tesirspecl K1 with side drilled holes.
We scanned the surface by manipulator to get theediate feedback of the real
transducer position to be compared with the founel loy correlation after lift-off. The
constant scanning speed was 5 mm/sec, the scah Mitg two lift-offs was 100 mm,
the scan index 0.2 mm. After each lift-off, the moar was moved backwards onto the
already scanned area. In Figure 73 some of thdtsesuthe lift-off experiments are
shown.

In this figure, the plotted green line represehtstransducer position data provided by
the scanner, the red line informs about the caledlaalues. During motion tracking,
several sector scans were also stored with theitipo data as “check point positions”.
These positions are marked by blue balls in theréig

Lift-offs and position search intervals are hightied by colored bars. Lift-off and

repositioning of the transducer were programmedbéo performed in 2 seconds.
Position search was performed within 3 secondss Time is usually enough for

searching through 100 sector scans. However, tiepertls on sector scan resolution,
its size and on the processor clock speed.
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Figure 73: Quantitative representation of thediftexperiment.

In Figure 74 we compare the transducer positidtertdrom the manipulator encoder,
with the values calculated by the optical flow ailtfon. During lift-off and position
searching the position error is set to zero.
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Figure 74: Transducer Motion Tracking Error.

Unfortunately, the developed algorithm is not rdkbnsrespect to the required content
of acoustic images. The state of development lintitsapplication to images of real
reflectors. Imaging of acoustic noise patterns thaly include real reflectors of low
amplitude will not provide the necessary contrastifmage correlation as described.
However, the developed algorithm can be appliecessfully when reflectors are
imaged. The error of repositioning is in the rangé-10 % of the storage increment
size depending on the image contrast, the coupliadity and the scanning speed.
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We suggest progress by improving the spatial inragelution by 3D spatial focusing.

3D synthetic focusing by matrix arrays will redute contribution of acoustic grain

boundary noise significantly. As a result, we mayage real reflectors that can be
correlated by optical flow evaluation to the tramser position. However, matrix arrays
with large apertures are not available until today.

Nevertheless, the “check point positions” help tercome this problem just by
interpolation of scanned positions since we hawgmanage any reflector for this part
of scan.

The ‘lift-off” experiment proved the achievable acacy of identifying previous
transducer position after transducer lift-off. Tieasonably short time of 2-3 seconds
needed for the position identification allows thegector to perform manual scanning
as usual. The positioning accuracy of correspandieasurements is in the range of
about +/- 0.5 mm or roughly half the wavelength.
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We could prove the ultrasonic transducer trackiogcept by optical flow estimate of
acoustic image sequences measured during scarirtiegtechnical realization of this
self-tracker or‘Acoustic Mouse”principle will enable the future use of manualtites

of components when automated standards are requitezl achievable accuracy of
transducer position calculation is good even fartlsgtic aperture scans that require a
precise relative position measurement better trehah the applied wave length. We
could demonstrate that acoustic noise images caanbfzed with an accuracy of
transducer position measurement of same order wieespply longitudinal waves less
sensitive to grain boundary noise.

The “Acoustic Mouse” has become a viable technology by taking advantage
advanced ultrasonic array techniques with real-tmigration for high resolved and
high contrast reflector imaging. The image recartsion is position controlled similar
to SAFT measurements. We could measure sector iscages in real-time with
synthetic focusing and noise filtering algorithrhattenabled fast image sequences of
required quality for optical flow analysis.

Until now, we are limited to linear scans. For malngcanning on component surfaces
we would need 3D images for position measurementttan surface including
information about transducer “swiveling”. 2D imaggained by linear arrays would
pose an ill problem. There are numerical approatiresdequate solvers of this type of
ill-posed problem but the algorithmic complexity wid not allow a practical real-time
solution during scanning.

However, we may expect first matrix arrays for 3iaging in the next future that will
help to develop more general solutions for tAeoustic Mouse”needed for practical
manual testing. Applying migration to matrix arrdyscan data we focus into 3D with
further reduction of grain boundary noise and iasee of signal amplitude of local
reflectors. As a result of 3D focusing we assune the can also track transducer
motion when applying shear waves.

Following the trend in computing and IT we beliehat already in the near future
standards will be made available that speed upctimputing time for scanning
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velocities up to 500 mm/sec. We need small computés since we want to integrate
the“Acoustic Mouse”into portable instruments for manual testing.
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Appendix A

Elastodynamic equations

Elastic vibrations in liquids and gases are charamtd by change of pressupg
particle displacement from its equilibrium position rate of vibrational motiorv,
displacement potentiaf, and particle velocity. All these parameters are interrelated
by the equations:

u=grad;(,v=grad¢,v=%,p=’%p, Al-1

wherepis density of mass, ands time.

Acoustic phenomena in solids are much more comgblax in liquids and gases due to
the shear elasticity of solids. Instead of the tpressure for liquids we use the notation
stress

F
_ A1-2
77 12

i.e. the forceF acting on an areA for solids. There are compressive and tensilesstre
statesoyy, oyy, 07z, and shear stress stateg,, o,, etc. The stress state of solids is
characterized by the third-rank tensgy, wherei, j take the values of the coordinate
axesx,y,z. This tensor is symmetric, i.ec;; = gj;. Fluctuations in solids are
characterized by changing stress;, particle displacement;; and displacement
potential. The notation “particle velocity” is n@idely used; more common is the term
“deformation” for fluctuations in solids. The defioation is expressed by the
displacement field of the material. It can be \eritas strain tensay;, similar to stress
tensor:

du
Eux = dxx Al-3
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is for example the deformation along the axisFor symmetric strain tensors the
quantitye,,, can be written as:

LA Al-4
= \Gu, Tox )/ '

Similar relations hold for other values gf.

We consider only isotropic acoustic media. In isptt media the sound velocities are
independent from the propagation direction.

The relation between stress and strain is calledkel@ law. In general notation, it is
written as:

oy = 6 A& + 2us;; Al-5
with &;; = 1, wheni = j; andg;; = 0, wheni # j; A andu are the Lamé constants.
In material science Young’s moduldsand Shear modulus are commonly used:

344+ 2
E:ﬂ(_ﬂ); G=u Al-6
A+ pu

Another important elastic constant, the Poissoati®Iis defined as:

A E

4 5 Al-7
V= i+ 26 *

The elastic properties of isotropic media are otterezed by independent elastic
constants.

The wave equation for solids is set up by applyiewton’s second law to the
elementary voluméx, dy, dz. We obtain the following equation for axis

0%u, 00, 00y N 00y,

_ A1-8
Ptz = ax " oy | oz

Similar equation can be formed fpiandz, substituting them into equation (Al1-5), we
obtain the wave equation for elastic media:

&
—(A+ ) F MU, =0 Al-9
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with the Laplace operator

92 9% 92
VZ — Al-10
0x? + dy? + 0z?
In matrix-vector notation the wave equation camiigen:
0%u ) 5
Paz = A+ pgrad divu+ uv-u Al-11

For =0, and equal particle displacements = u, = u, = u for every direction

(scalar), we obtain the wave equation for gas ayuids:

0%u
W = c?7%y Al-12
with the ultrasonic wave velocity:
c=+A/p Al-13

Two modes of volume waves exist in solid media pgating at different velocity. We
can proof it with the help of equations (Al-9) a(Wl-11). Any vector can be
presented as a sum of the scalar potentaaid the vector potentidt:

u=u +u; =gradep+ curl¥ Al-14

Substituting (A1-14) into (A1-11) taking into acadu

curlu; =0; divu, =0, Al-15

we obtain the following equitation:

azul
atz — clzvzul =0 Al-16
with A2 E(1—)
“@= o p(d+v)(1-2v)

and
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0%u,
ot?

E
p p(1+v)

Equations (A1-16) and (A1-17) are the wave equatimm the two wave modes with
the velocities; andc; (Aleshin, 1989), (Ermolov, 1991).

2Py, = 0 A1-17
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Parameter calibration

As described above the result of optical flow eatendepends on various parameters
that are specific or the image type. The paraméiave to be set for each iteration step
but will not be changed during the complete measard. A strict balance of all
parameter values leads to a more robust and caobation of the energy functional
and in consequence to a more precise shift calonlaCalibrating these parameters for
the specific acoustic images of the inspection lgrobenables the presetting of
algorithm arguments for different material typeansducers, and noise characteristics.
The parameters established can be used furthanfdogue inspection problems.

The following parameters have to be determineddpgements:
1. Gaussian Blur parameter
2. Weighting parametey of the energy functional.
3. Data term robustness parameier
4. Smoothness term diffusivity parameter

The first parameter is by type a standard deviation parameter destiibbéormulation
4.3-6:

I =K, *

This parameter effects the pre-smoothing of inméges. Its maximum preset value of
3 covers almost 99 % of the whole Gaussian funcai@a with similar results if the
entire Gaussian distribution would have been agdplig/pical o preset values usually
lie in the interval 00, 3). The more we blur the input images, the less kdet@nd less
noisy are the images to be processed for optioal dalculation. If we blur too much,
we attenuate too many details together with theendhs an experienced based rule, we
may sets values between (0.5; 2) for acoustic images witlamy geometric reflector
when we have to analyze the noise pattern, respdctbetween (1.5; 3) for input
images with visible reflectors.
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The second parameter is a weighting parameter between the data term thad
smoothness term in energy functional formulatidnddfines the dominance of the
smoothness term over the data term. Setting thieeta O we cancel the effect of the
smoothness term and the result becomes very shdrpaasy with a lot of artifacts. For
bigger values ofy we obtain smoother solutions but attenuating nu=eils. In our
experimental part we have chosen the value int¢fzal 1.2). The recommended way
of using this parameter is to decrease its valub tie iteration process imitating a
coarse to fine strategy. However, this leads torélyn complexities and the overall
running time efficiency will slow down: as a dravekaof this strategy one has to
recalibrate other parameters after changing thghtieig parametep. For that reason,
we use a constant value taken from the before wmedi interval for the whole
iteration process.

The third and the fourth parameter are the data t@bustness parametgy and the
smoothness term diffusivity control parameter These parameters represent the
contrast parameter of the diffusivity function? mentioned in the energy functional
formulation (4.3-17). In this thesis we sgt 14 . Both parameters lie in the interval
(0.003; 0.5). Applying this parameter with the althosen from the left side of the
interval will lead to sharper edges and flat bldreairfaces. This process is a nonlinear
diffusion filtering that blurs the flat areas oktinput images and brings higher contrast
to the edges. Too small values /olead to a lot of artifacts. For larger values the
diffusivity function ¥ (its first derivative) tends to become a linedfudiion filter that
can be described by Tychonoff diffusivity functigt{s?) = s2.
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Symbols

P medium density

E Young’'s modulus

G Shear modulus

% Poisson’s ratio

c velocity of ultrasonic wave

e phase angle

@ group angle

ag geometric attenuation

Qy the attenuation due to absorption
Qg attenuation due to scattering

Si; elastic constant, elastic compliances
v gradient operator

V2ora Laplace operator

anisotropy factor

A Lamé constant

Y7 Lamé constant

Vv volume of the scatterers
d grain size

N series number
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Glossary

111 12
(u, v)
z(u,v)

E(z(u,v))
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vector potential

number of grains

near field distance

aperture

wavelength

focus diameter

frequency

acoustic impedance

refraction coefficient

phase velocity

elastic constant, elastic stiffnesses

fiber orientation

group velocity

attenuation coefficient

attenuation coefficient for diffusion scattering
attenuation coefficient for stochastic or phasa#tsring
attenuation coefficient for Rayleigh scattering
distance to the reflector

absorption losses

information matrix

initial intensity

distance of wave propagation

input image pair

image coordinates

solution function

energy functional



Glossary

Q image domain

o standard deviation parameter

K, Gaussian convolution kernel

Ad data term regularizer

As smoothness term regularizer

div divergence operator

Ycn Charbonier diffusivity function

sgn sign function

Acronyms

FF Far-Field, Fraunhofer zone

NF Fresnel zone, Near-Field

F Beam Focus

D Beam Spread

QNDT Quantitative Nondestructive Testing
NDT Nondestructive Testing

QUT Quantitative Ultrasonic Testing

FM Fracture Mechanic

AM Acoustic Mouse

SAFT Synthetic Aperture Focus Technique
uT Ultrasonic Testing

RF Repetition Frequency

SDH Side Drilled Hole

FBH Flat Bottom Hole

PC Personal Computer

PA Phased Array

EMAT ElectroMagnetic Acoustic Transducer
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Glossary

NPP
FAD
PoD

A-Scan
time.

B-Scan

C-Scan

Nuclear Power Plant
Failure Assessment Diagram
Probability of Detection

One-dimensional display of ultrasonic signal anupolé as function of

Two-dimensional view of cross sectional plane tiglothe test object.

Image of the results of an ultrasonic examinatioowgng a cross-

section of the test object parallel to the scansingace.

D-Scan

Image of the results of an ultrasonic examinatioowgng a cross-

section of the test object perpendicular to thesicey surface and perpendicular to the
projection of the beam axis on the scanning surface
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