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Kurzzusammenfassung

Die vorliegende Arbeit beschatftigt sich mit dem konzepéameEntwurf und der technischen Rea-
lisierung von virtuellen Charakteren, die im Gegensatzighdrigen Arbeiten auf diesem Gebiet
nicht auf den Einsatz in virtuellen Welten beschrankt sibdr vorgestellteMigrating Character
Ansatz erlaubt virtuellen Charakteren vielmehr in der kalischen Welt zu agieren und zu inter-
agieren. Verschiedene technische Losungen, welche eséitigrating Characterermoglichen
sich in der physikalischen Welt autonom bzw. in Abhangigkem Benutzer zu bewegen, sind
ebenso Gegenstand der Arbeit wie eine ausfiihrliche Déstngler daraus fur das Verhalten des
virtuellen Charakters resultierenden Implikationen.Higind sich traditionelle virtuelle Charak-
tere in einer wohl definierten virtuellen Umgebung bewegeuss einMigrating Characterfle-
xibel auf sich andernde Umgebungsbedingungen reagiénem sensorischer Sicht bendotigt ein
Migrating Characteralso die Fahigkeit eine sich andernde physikalischea8dn zu erkennen.
Basierend auf diesen Daten muss weiterhin eine adaquatasaung des Verhaltens ddgyra-
ting Charactergeschehen. Neben einer theoretischen Diskussion der ndityes Erweiterungen
eines virtuellen Charakters beidbergang von virtueller zu realer Umgebung werden auch exem
plarischeMigrating Characterimplementierungen vorgestellit.






Short Abstract

The work at hand deals with the conceptual design as well thsthwe realization of virtual charac-
ters, which, unlike previous works in this research areanat limited to a use in virtual worlds.
The presenteiMigrating Characterapproach on the contrary allows virtual characters to agdt an
interact with the physical world. Different technical sttuns allowing aMigrating Characterto
move throughout physical space, either completely auta@usiy or in conjunction with a user,
are introduced and discussed as well as resulting impicatior the characters behavior. While
traditional virtual characters are acting in a well defin@tLral world, Migrating Characterseed

to adapt to changing environmental setups in a very flexilag v Migrating Charactermust be
capable of determining these environmental changes bysreaensors. Furthermore, based on
this data, an adequate adaptation of the characters bel@#do be realized. Apart from a theo-
retical discussion of the necessary enhancements of alatiaracter when taking the step from
virtual to real worlds, different exemplafyigrating Characterimplementations are introduced
in the course of the work.
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Zusammenfassung

Im Zentrum der vorliegenden Dissertation steht die Koripepind Realisierung einer Architek-
tur for virtuelle Charaktere, welche diesen erlaubt netbemnvirtuellen Welt vor allem auch in der
physikalischen Welt zu agieren. Die technischen Rahmeangedgen werden dabei durch eine
variable Kombination von sowohl mobilen als auch statidngtallierten Geraten gegeben. Diese
so genannteinstrumented Environmentalso Umgebungen mit integrierter Aktorik und Senso-
rik, wie zum Beispiel Displays, Soundsysteme oder Kameigteth eine Reihe von unterschiedli-
chen Moglichkeiten um (im physikalischen Sinn) mobilewalle Charaktere zu realisieren. Des
Weiteren werden die von der Umgebung in Form von Serverrithggstellten Kapazitaten ver-
wendet um rechenintensive Aufgaben von mobilen auf stateerate zu verlagern. Den Kern
dieser Arbeit bildet deMigrating CharacterAnsatz. Er bietet eine Basis zur Entwicklung von
virtuellen Charakteren zum Einsatz in physikalischen Ubboggen.

Ziel der Migrating CharacterTechnologie ist die Herauslosung der virtuellen Charakéeis der
virtuellen Welt und stattdessen ihre Integration in diegikglische Welt. Es ist ein generelles Ziel
des Forschungsgebietes rund um virtuelle Charaktere dalitd&egrad und die Glaubwirdigkeit
dieser Charaktere zu maximieren. Virtuelle Charakterademiiblicherweise durch zwei Kompo-
nenten reprasentiert, zum einen durch die visuelle Darsteund zum anderen durch die Ver-
haltenssteuerung der Charaktere. Beide Komponenten ldttiem starken Einfluss auf die durch
den Benutzer wahrgenommene Glaubwirdigkeit der vigneCharaktere. Die hochgradig rea-
listische Darstellung eines virtuellen Charakters in Kagmabon mit einer hochst unrealistischen
Verhaltenssteuerung wird ebenso wenig als glaubwirdlygemommen wie eine vollig abstrakte
visuelle Darstellung des Charakters in Kombination mieeikomplexen und korrekten Verhal-
tenssteuerung. In der vorliegenden Arbeit wird ein weitesé au3er Acht gelassener Aspekt in
Bezug auf den Realitatsgrad eines virtuellen Charaktistautiert, namlich den der haufig ein-
geschrankten Rolle, die dieser spielt. Selbst der igetiieste, realistischste virtuelle Charakter
wird kaum als solcher wahrgenommen, wenn er zum Beispiglield die Rolle eines Verkaufers
auf einer Internetseite spielt. Damit ein virtueller Chidea als realistisches Abbild eines realen
Menschen wahrgenommen werden kann, muss er den Eindruchtesdgompetenz vermitteln.
Dies ist jedoch nur moglich, wenn der virtuelle Charaktectaan realen Situationen, in denen
diese Kompetenz wirklich gefragt ist, aktiv teilnehmenkaDaher ist es notwendig die virtuellen
Charaktere in die physikalische Welt zu integrieren, demndort findet die soziale Interaktion
zwischen Menschen und zukinftig vielleicht auch zwisckiEmschen und virtuellen Charakteren
Sstatt.
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Im Gegensatz zu virtuellen Welten, deren Ausmalf3e und etéustande vom Entwickler defi-
niert und jederzeit prazise abgefragt werden konnertetotke physikalische Welt einen fast un-
begrenzten Freiheitsgrad und eine Fulle an Informatipdenkaum zu erfassen, geschweige denn
vollstandig zu verarbeiten ist. Das menschliche Gehitrirhd_aufe der Evolution hervorragende
Mechanismen entwickelt um vermeintlich irrelevante vdevanter Information zu unterscheiden.
Folglich miussen virtuelle Charaktere, welche in der Lagja sollen sich autonom durch physi-
kalische Umgebungen zu bewegen und mit diesen zu inteesiiéber die notwendige Sensorik
verfugen, um zum Beispiel Objekte und Hindernisse zu erkanAul3erdem sollten sie Strategien
anwenden kdnnen um einem solchen Objekt auszuweichen. elmsahliches Verhalten zu imi-
tieren, sind weitergehende sensorische Daten unedisélin virtueller Charakter sollte in der
Lage sein, soziale Situationen zu erkennen und sein Verhaltsprechend adaptieren kdonnen.
Der Migrating CharacterAnsatz berticksichtigt sowohl die Notwendigkeit senstris Daten als
auch deren Verarbeitung.

Die technischen Probleme bei der RealisierungMiggating CharacterAnsatzes wurden in einer
Reihe unterschiedlicher Projekte exemplarisch geldstwvirden verschiedene Techniken entwi-
ckelt, welche einem virtuellen Charakter die Fortbewegmmghysikalischen Raum ermdglichen.
Unterschiedliche Sensorik ermdglicht den verschiedebiearakteren die Wahrnehmung des ak-
tuellen Zustandes der Umgebung. Basierend auf den wahrmgean Umgebungszustanden und
den momentanen Zielen des virtuellen Charakters werderiiié eines regelbasierten Ansat-
zes flexible Losungsstrategien gefunden. Die entwickeltguellen Charaktere wurden in unter-
schiedlichen Szenarien getestet, so zum Beispiel in einseMmsfiihrer Anwendung und in einer
Shopping Guide Umgebung. Jeder exemplarisch realisidigeating Characterist in der Lage,
Benutzer durch physikalische Umgebungen zu begleiten agdlzenenfalls auch die Fuhrung zu
Ubernehmen. AuBBerdem verfligen Magrating Characteriiber spezielle Techniken und Strategi-
en, die es ihnen ermdglichen, den AufmerksamkeitsfocaBaautzers auf bestimmte physikali-
sche Objekte zu lenken. Hierbei wurden menschliche Varhsiteisen adaptiert. Beispielsweise
kann einMigrating Characterverbal auf ein Objekt referenzieren. Die Refenzierung kainer
auch in Kombination mit einer Geste erfolgen. Um die Refereriter zu verdeutlichen kann
der virtuelle Charakter sich auf das Objekt zu bewegen. limnfan einer Benutzerstudie wurde
die Eignung deMigrating CharacterTechnologie zur Aufmerksamkeitssteuerung der Benutzer
positiv verifiziert.
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1 Introduction

Lyra and herdaemonmoved through the darkening hall, taking care to keep to afe sut of
sight of the kitchen. The three great tables that ran thettheafjthe hall were laid already, the
silver and the glass catching what little light there wasl tre long benches were pulled out ready
for the guests. Portraits of former Masters hung high upérgtbom along the walls. Lyra reached
the dais and looked back at the open kitchen door, and, saeinge, stepped up beside the high
table. The places here were laid with gold, not silver, ardftlurteen seats were not oak benches
but mahogany chairs with velvet cushions.

Lyra stopped beside the Master’s chair and flicked the biggiess gently with a fingernail.
The sound rang clearly through the hall.

“You're not taking this seriously,” whispered hdaemon “Behave yourself.”

Herdaemon'siame was Pantalaimon, and he was currently in the form of h,raatark brown
one so as not to show up in the darkness of the hall.

“They’re making too much noise to hear from the kitchen,” dywhispered back. “And the
Steward doesn’t come in till the first bell. Stop fussing.”

But she put her palm over the ringing crystal anyway, and &ainbon fluttered ahead and
through the slightly open door of the Retiring Room at theeo#tnd of the dais. After a moment
he appeared again.

“There’s no one there,” he whispered. “But we must be quick.”

(a short excerpt frortiThe Golden Compassby Pullmann, 1996)



2 CHAPTER 1. INTRODUCTION

If the word “daemon” is replaced with “Migrating Charactén'the little excerpt from Pullman’s
famous novel on the preceding page, the text illustratesrdbruof central points of this thesis. In
the world created by Pullman, each human being is born witbnapanion, a so-called daemon.
This daemon belongs to a single human and is always in clasaatowith this person, striving
to offer as much support as possible in any given situatidnis oncept, when transferred to the
research topic of this thesis, introduces the idea of an prasent Migrating Character assisting
its “master” in many different situations.

Even though the vision of such a character may still belonthéorealm of (science) fiction,
it is worthwhile to observe the character’'s behavior in tteysin order to identify qualities of
the character which need to be realized to come closer tovwhilbvision. Therefore, a deeper
analysis of the story in terms of what it takes for a Migrat{Bigaracter to behave as the daemon
does may be helpful:

When Pantalaimon, now being a Migrating Character instéaddaemon in the original story,
first appears in the story, he warns Lyra not to make too muddendt does so by whispering
at her, instead of speaking at a standard volume. Hence, ifpatihg Character must be aware
of the social setting in which the interaction takes places rhust not only sense that Lyra is
making too much noise, but he should also be aware of the Hattthis is not suitable in the
given situation. Therefore, it is necessary to combinea@griaformation with a knowledge base,
allowing the character to infer the potential risk that Ligdacing and to react accordingly.

As indicated in the following sentence, Pantalaimon is blgaf changing his shape according
to a given situation. On one hand, the obvious changes inhheacter’'s shape help Lyra to
interpret the role which he is currently playing. On the othend, taking a different shape allows
Pantalaimon, for example, to fly instead of walking. Yet &eotshape may allow the character
to fit into the tiniest space or to appear as a very large andessjrve giant. Regardless of the
actual shape the character takes, it is always clear to batahie is still her Pantalaimon. Hence,
it is very important to ensure that a character’s appearaves though it may change to a certain
degree, always keeps specific features which identify it@sgue character.

Finally, Pantalaimon “flutters” ahead alone, leaving tlyilowan open door. When he comes
back a moment later, he reports to Lyra what he has seen intteeroom. The character is hence
not only capable of following Lyra through the physical whrhe may also move autonomously
within a specific range in order to gather information or tinpdyra towards a specific object.
While staying together with Lyra, the character's moveraeare somewhat passive, since they
are directly linked to Lyra’'s movements. To allow the ché&ado move autonomously, it is
necessary to support active locomotion as well. Howeveenndctively moving away from Lyra,
the character needs to ensure that she notices where he evérgtshe can follow him if she
likes, or wait until he comes back to her. Hence, Pantalaioihmoses a form which allows him to
quickly move from one place to another but also allows Lyrfotlow his movements.
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1.1 Aims and Methods

The analysis of the story presented in the previous sectieady indicates the various problems
which need to be addressed in order to allow a Migrating Ghardo become an omnipresent
companion to its user, much like the daemorThe Golden Compasg£ven though a complete
realization of such a character is still a distant goal, og already see that even the first steps
towards this vision demand an interdisciplinary approammlaining different research areas (as
indicated in Figure 1.1).

Mobile Life-like
Computing Characters

Figure 1.1: Research areas combined by the Migrating Cteairéechnology

Most obviously, we will have to review and adopt methods awhhologies from the field of
life-like characters. Research in this area typicallyvssito improve the degree of realism (i.e.
believability) of life-like characters by realizing soghicated behavior models and engines as well
as realistic character visualizations, allowing a chamatd combine gestures, facial expressions
and spoken language in order to communicate with a user. ¢tiodBe3.7 we will argue that a
major limitation which hinders all life-like character ingmentations so far from reaching a new
level of believability, is the limited role and flexibilithey play. It is a major aspect of this thesis
to explore new methods which will allow a single life-likearacter to support users in a very
flexible way in many different settings, utilizing a wide ganof different technologies. Generally
speaking:

A Migrating Character is a life-like character which is ablie migrate from one en-
vironment (physical location or device) to another. Thenatign may be either initi-

ated actively by the Migrating Character itself or the moesinmay be triggered by
a user. In either case, migrating a character means to trandie characters state
and execution from one environment to another. A Migratihgi@cter incorporates

knowledge about the physical world around it and it utilizesnisor information to
adapt to a changing environment, allowing the characterdsist and furthermore to
guide and follow a user while exploring botkirtual and physical environments.



4 CHAPTER 1. INTRODUCTION

Consequently, we will have to incorporate the field of mobienputing into our research and
development plan for the Migrating Characters. Includieghhologies and methods from this re-
search area will not only allow a Migrating Character to betaalong by its user while exploring
physical spaces, but it will also allow the character to saideast a subset of the physical setting
around it (as discussed in Section 2.3).

However, if we want to go one step further in the improvemdrd tife-like character’s flex-
ibility, it will be necessary to include means for autonoredacomotion in these characters as
well. As a result, the character will not only be more flexibdgarding its own movements, but
the autonomous locomotion may also further improve thectiability of the character. For ex-
ample, when referring to physical objects, an autonomauslying life-like character may mimic
human behavior to a high degree by moving closer to the péatiobject, and pointing at the
object while referring to it verbally (see Sections 4.2.4 &8 for further details). From a techni-
cal point of view, the inclusion of further hardware apptiesa in addition to a mobile computing
system will be necessary in order to realize this technoldye research area of instrumented
environments deals with the seamless integration of néwdoappliances (such as sensors as well
as presentation devices, like video and/or audio systamibiphysical environment and thereby
offers promising solutions which allow a life-like characto move with a maximum degree of
flexibility through physical spaces by utilizing hardwargegrated in the environment. From
these considerations, we derive several questions anesiskat we have to address in order to
conceptualize and realize the Migrating Character tedgyol

e What are the desired capabilities of a Migrating Character?

The example presented in the previous section hints at tfar aspects we strive to achieve
by realizing the Migrating Character technology. Througihthis thesis we will introduce
and discuss the different aspects and features which sheulealized in the Migrating
Characters so as to allow them to act as competent guidestranmented environments.

e What are the preconditions for realizing Migrating Charact ers?

In order to realize the different Migrating Character dlafi, we first need to identify certain
preconditions. Such preconditions may be, say, the semsfaymation necessary for the
character to perform a specific task, or the specific knovdedguired to derive inferences
from sensory data. We will introduce and discuss all necggs@conditions for the devel-
opment of the Migrating Character prior to a discussion ef ¢bncrete realization of the
Migrating Character technology.

e What technologies are necessary for specific Migrating Charcter aspects?

A Migrating Character, unlike a traditional life-like claater should be capable of moving
and interacting in physical spaces. While a life-like clteris constituted by a piece of
software, the realization of the Migrating Characters aigolves the choice and integration
of adequate hardware during the development process. Wlerntify different hardware
categories, such as sensors, mobile devices and statipnesgntation systems, each of
which will be necessary to realize certain features of thgriting Characters.

e How can we develop a device-independent character engine?

In order to maximize the flexibility of the Migrating Characs, they should not only be
capable of working on different classes of devices, but gteyuld also be developed in a
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so-called device-independent data type. In this way, tfartdbr the integration of new
appliances into a specific scenario may be minimized.

e How can we maximize a characters capabilities on a mobile dee?

Mobile devices, as opposed to stationary ones, have to dsshwumber of limitations. For
example, they have to deal with low-power components tiegpih inferior computational

capabilities when compared to stationary devices. Equediiricting is the generally limited
screen space on mobile device due to the portable naturechfdavices. The Migrating

Characters, which will have to work on both mobile and steiy devices, have to deal
with these limitations in a way that allows maximizing thebiiity of the character while

on a mobile device. We will discuss methods to deal with lownpatational power by

relaying computational tasks to stationary devices and léntroduce design guidelines
for Migrating Characters on mobile devices.

e How can we allow for a consistent character behavior and apprance?

As indicated above, the Migrating Characters should wordlifiarent appliances belonging
to different classes of devices and they should be developadievice-independent fash-
ion. Following such an approach bears the risk of produciffgrdnt results on different
devices. While this may be acceptable in traditional systahe use of life-like characters
demands a consistent appearance and behavior of the @raregardless of the different
technical setups. This consistency will allow a user tofifgand follow a single character
on different devices. We will hence discuss how charactasistency may be guaranteed,
regardless of the combination of devices in use. This withime different character layouts
for different device classes as well as strategies to maerthe demand for computational
power on mobile devices by including additional stationseyvers.

1.2 Outline

Apart from the scientific goals discussed in this introdocthapter, we pursue another important
goal in writing this thesis: by providing a clear structungs want to facilitate various approaches
for browsing through this work. Each of the following chapteshares the same basic layout,
starting with a short introduction presenting an overviewtltat chapter and its underlying struc-
ture, represented by different sections and subsectiohghefend of each chapter we present a
summary which reviews and subsumes the most relevant mbgtisssed throughout that chapter.

The thesis is subdivided into three major parts, as indicaté-igure 1.2.

Scientific Conceptual Realization
1 2 3 4 5 6 5 8
Overview ‘ Part Part

Figure 1.2: Structural overview of this thesis



6 CHAPTER 1. INTRODUCTION

The first part, starting with the following chapter, provddbe scientific background necessary
for the development and the understanding of the concemtseainologies described in this
thesis. It starts with an overview on basic concepts retef@nour work in chapter 2. Topics
discussed in this chapter cover important concepts frorh egihe different research areas which
were combined to allow for the development of the Migratirtgatacters. The conclusions of this
chapter include a discussion of the different aspects andegts for each of the research areas and
how they may complement each other in a beneficial way. Thesvaew on basic concepts is then
followed by an extensive discussion of previous and relaterk in chapter 3. Similar to chapter
2, the inherent structure of this chapter is defined by tHerint research areas which form the
background of our research. The overview is concluded bynarsry of typical problems for
each of the mentioned research areas. Finally, a discus$ithre different approaches towards
those problems, based on the reviewed literature, and tralirction of new solutions provided
by the Migrating Character technology conclude the first pathe thesis.

The second major part is dedicated to the conceptualizafitme Migrating Character technol-
ogy. In chapter 4 the Migrating Character concept is intoedls The Migrating Characters are
entering the realm of mobile computing and the field of insteated environments. A discussion
of novel possibilities when taking the step from life-likkaracters to Migrating Characters hence
follows the introduction of the concept. In addition, piguesites which need to be met in order to
allow the Migrating Characters to realize specific behavimrfeatures are also discussed. After a
summarization, a central aspect of the Migrating Chargetdinology is discussed in chapter 5,
namely the coherent design of the Migrating Charactersiffardnt device classes and platforms.
The main goal of the chapter is to provide general guidelfoeshe design of Migrating Char-
acters, which should help developers to avoid typical ftiahen realizing their own Migrating
Characters.

Chapters 6 and 7 form the third major part of the thesis andigecan overview on a number
of different realized prototypes as well as an extensiventepn a user study performed within
the context of this research. The different prototypesihiced in chapter 6 illustrate the general
feasibility of the Migrating Character technology. Furtimere, they also give an idea of what
may be achieved by using this technology and how flexible tligrd#ing Characters may be in
different application scenarios. The user study presemt@thapter 7 focuses on one particular
aspect of the Migrating Character technology but gives aa wf how other aspects may also be
evaluated in a similar fashion.

To conclude the work at hand, a summary of the achieved seantt scientific contributions is
presented in chapter 8. A consideration of possible futundkwraps up the thesis, and represents
the punch line of the work at hand.



Scientific Overview on Concepts and
Projects Relevant for the Development
of the Migrating Characters







? Basic Concepts

Before we review related work and before we present the nesults of this thesis, we need to
introduce some basic concepts that we will use throughasiwbrk. We organized this chapter
into three sections, focusing on different aspects relef@nthe development of the Migrating
Characters.

One of the major advantages of the Migrating Characterseis #bility to efficiently refer to
relevant physical objects. The basic concepts behind bigéerencing in general are introduced
in Section 2.2. Another important feature of the Migratinga@acters is their flexibility, espe-
cially with respect to relocation in physical space. Howgwhen leaving the standard desktop
metaphor, we enter the area of mobile and ubiquitous comgptitiat has its own restrictions and
concepts which we will discuss in Section 2.3. Then a summégpecifications and concepts
from the area of life-like characters will be presented iotiea 2.4. We conclude the chapter with
a discussion on the interrelation of concepts between bbgéerencing, mobile and ubiquitous
computing and life-like characters as well as problemsrayiduring the integration of them (see
Section 2.5).

We will start this chapter by defining the term “instrumentxt/ironment” as we will use it
frequently throughout this work.
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2.1 Instrumented Environments - Term Definition

Quite a number of projects have used the term “instrumemegdamment” (IE) to describe the
framework in which their work has been developed. Howevsti| now there is no clear definition
of what the term actually refers to. In this section we wiltega short overview on how the term
is used in a number of different publications. We will themimoue by identifying a common
understanding of what IEs are, based on how the term has lseériruthose projects. Finally we
will state a clear definition of how we will use and understémelterm throughout this work.

Terrenghi (2005) states that IEs are a subclass within #eareh area of ubiquitous computing
(see section 2.3), defining spaces with embedded technslagly that objects of everyday live
may be used to display and sense information. The authdreiugxplains that within IEs, users
may interact in a continuous display of information by hamglbhysical objects which are linked
to virtual information and by moving through physical spadecording to the author, the fact
that the information “migrates into the walls”, where difat devices are interconnected in an
invisible fashion to the user, constitutes the biggest lprokin IEs since it bears the risk for the
users to lose both control and awareness of the interadims i§ also often referred to as the
“invisibility problem”, see also Carmichael, Kay, & Kumnfeld, 2005).

In (Kray, Kriiger, & Endres, 2003), the authors use the exarapa modern airport to illustrate
their understanding of an IE. The airport scenario desdribeludes very large public boards to
display arrivals and departures but also smaller plasneessrat gates which display information
on actual flights. In addition, small touch screens are ltlestahroughout the airport building
allowing users to access information on airport faciliti¢ivate devices, like Personal Digital
Assistants (PDA) or laptops may also be integrated in thaaa® by means of wireless LAN
access points. The authors speculate that in the near filteramount of displays installed in
an IE will constantly increase. Apart from these visual tdigp, other devices like audio systems
and a variety of sensors may be integrated in IEs. The maligmoaddressed by the authors is
that of using all this technology in a combined fashion toriowe the overall presentation quality,
focusing especially on visual displays.

Another interpretation of IEs is stated by Stahl et al., 2084cording to the authors, such
environments incorporate distributed computing poweesentation media as well as sensors.
Furthermore, the authors integrate into their understendi IEs the capability of systems running
in the |IE to observe and recognize implicit user interaciddne of the main issues, as claimed by
the authors, is that of using the data coming from sensoectagnize user interactions in order to
infer about a user’s plans and intentions. Based on thisrededata, a user could be proactively
assisted while interacting with the IE.

After reviewing these different understandings of IEs, wayraummarize that all authors agree
on the fact that such environments are packed with techgiolMgch often may be only partly
visible or even completely invisible. The technology isimated within the environment, mak-
ing it less intrusive but also harder to be recognized by Hesu It is hence necessary to support
users while interacting with IEs in order to maximize thedférfrom the provided technology. As
stated by all authors, the interconnection of the diffeeggliances within an IE is what really dis-
tinguishes it from just an accumulation of fancy technoloGgmmunication among devices and
services, and especially also the integration of persomatds into the communication channels,
is one of the central aspects of IEs.
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Within the scope of this work we define instrumented envirenta as follows:

Instrumented environments augment common areas of eyelifelasuch as homes
or offices, with networked appliances. Computational estaiumn mediates between
two different types of embedded appliances, namely seasoractuators, and al-
lows an instrumented environment to sense and interpretrivdtion and to produce
corresponding reactions.

2.2 Object Referencing Related Concepts

When humans refer to physical objects or entities, thejzatknowledge about the arrangement
of objects in physical space. Even though most people hairguitive understanding of what the
termspacerefers to within this context, there is no exact definitiowdiat is meant when talking
about space. However, since the Migrating Charactersitescin this work try to imitate the way
in which humans communicate about spatial arrangementbysigal objects, we need to define
the terms used throughout this thesis and to give an ovemiedifferent approaches related to
space.

2.2.1 Space

Most people share a naive interpretation of the tepace which defines space as being the
physical environment in which we live. According to Freksal ddabel (1990), the terrapace
generally depicts structures formed by combining an ayitnumber of elements. The term is
used in different ways, depending on whether it appears ataral sciences- , a humanities- or
an everyday context. Freksa and Habel distinguish betywsgohological spacemetaphorical
space physical spacendgeometrical space

The authors define the psychological space as a conceptadtaethe way in which biological
systems in general perceive space. The way biologicalregstense the surrounding environment
is extremely variable because it is realized via manifoldratels of perception. A human being,
for example, is capable of perceiving attributes of theremrent visually, acoustically, haptically
and olfactorily.

In order to communicate the meaning of non space relatedeptsicthe metaphorical space
utilizes know-how about the physical space and attributepatial concepts.

The physical space is defined by three positive, orthogoxed forming a three dimensional
coordinate system based on real numbers (this conceptpsadsoy Newton’s definition of the
homogenous, three dimensional space). Adding a fourthrisioe allows for defining forces of
different ranges and intensity. For example, the axioms @fement determine a link between
time and physical distance.

Finally, thegeometrical spaces a structure (based on a point set) which is defined by a numbe
of axioms which need to hold for each point within the poirit 3éne basic concepts of point, line,
and plane define terms like distance, area, volume and angle.
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2.2.2 Spatial Knowledge

When humans acquire spatial knowledge, the informationegatl can be separated into three dif-
ferent categories of spatial knowleddandmark knowledge, route knowledge and survey knowl-
edge(see also Lynch, 1960, Tversky & Lee, 1999 and Golledge, 1999

Landmark knowledge is a representation of visual detaiks gffecific location. Usually, espe-
cially striking objects like, for example, huge buildinge aubconsciously chosen as landmarks
during an exploration phase. However it is also possibleatbay landmark knowledge by study-
ing pictures and visual representations of a specific areadinark knowledge helps to recog-
nize certain spatial areas by remembering landmarks. Tine lEndmark is used in different
ways in literature. While Sadalla, Burroughs, and Sta@id0(L) use the term to define reference
points which are better memorized than other points, Lyd@6Q) understands landmarks as ob-
jects which, due to their uniqueness, are chosen as the nstisttve features of different areas.
Landmarks are used to structure spatial knowledge. Siresetlandmarks stand out from their
surroundings they are easy to remember and to recognizelmamiks are useful in many different
spatial processes, like for example way finding (Raubal &Migs, 1999; Lynch, 1960) or object
localization (Gapp, 1997). It is actually possible to linker knowledge to landmark knowledge
by, for example, giving way instructions which associatdae landmarks with decision points,
hence simplifying the task of deciding which path to choose.

While exploring a specific area, humans accumulate spajpereences. Apart from landmarks,
also paths or routes are recognized during this process acumulated knowledge is referred
to as route knowledge or as procedural navigational knaydednowledge of this type is rep-
resented as a sequence of actions and decisions while fiofjawpath in a specific environment.
Alternatively, it is also possible to acquire route knovgedndirectly by studying a map or listen-
ing to route instructions. The main characteristic of rdutewledge is the fact that it is gained in
a successive manner (as discussed in May, 1992).

The third category of spatial knowledge, survey knowleag®, be either derived from a com-
bination of landmark knowledge and route knowledge or bygywhg a map. Survey knowledge
encodes information about spatial constellations and pleeific topology of an area. Survey
knowledge has been acquired when a person is capable oinguddchetwork of spatial relations
between landmarks. This network allows a person to infatik& information about objects,
without having physically experienced the path betweerothects. A person possessing survey
knowledge of an area is capable of finding shortcuts andtafébg navigating between different
locations. In addition, survey knowledge allows a persoadiimate the direction to a landmark
(see Montello, 1998).

2.2.3 Spatial Relations

Apart from acting within space, human beings also commuaiedout space and spatial con-
cepts. By combining verbal utterances and according gestinumans are capable of referring
to specific objects in space. This methodology also allowscéonplex spatial descriptions. In
addition, humans who are capable of writing are also capaipetting down spatial descriptions
in written words. A language in general is a means to alloweaker/writer to construct a mental
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representation of the described scene in the minds of tleéverqsee Fauconnier, 1997). Results
of several different experiments (Johnson-Laird, 1983indon-Laird & Byrne, 1991; Kintsch,
1998; Dijk & Kintsch, 1983) indicate that the process of teftcomprehension equates with the
construction of a mental representation of the describedescThe mental representation is built
up while the receiver reads or hears the descriptions. V@hileessing verbal spatial descriptions,
which usually consist of propositional statements aboetstene to be described, there are two
possible ways for a receiver to work with the informationeThceiver can either try to remember
the accumulated information or he/she can try to visualzages based on the spatial descrip-
tions. Regardless of which technology comes to use, baitvétir further processing later on, for
example, to infer spatial relations between objects whiehenot explicitly described.

A very common way to realize spatial references is the uspatiad relations (see Herrmann
& Grabowski, 1994). Spatial relations are constructs aimgj of three main parts. First of all
is the relation itself. The second part is the referenceabpyehich is also-called anchor object.
Depending on the type of relation it may be necessary to hawe than one anchor object, for
example, when referring to an object which is located betwe® other objects ( see also Habel,
Herweg, & Rehkamper, 1989). The anchor point defines thgirofiground) for the relation.
The “object to be localized” is called the target object andstitutes the third part of a spatial
reference. The target object is the object which is spgtialated or localized to the anchor
object. Schirra (1994) has argued that the whole expresa@mynalso be graded with degree
of applicability (DA) which represents the degree to which a relation appbethe situation it
describes.

2.2.4 Spatial Deixis

Before discussing the meaning of the tespatial deixiswe will examine the two words which
were combined to form the new term.

Deixis is often used in its linguistic meaning, referring to the o$eategories and items of
lexicon and grammar which are controlled by certain detdithe situational context in which the
utterances are produced (see Fillmore, 1982; Lyons, 19t8se details, apart from the identity
of the participants of the communicative act, also contadrirtorientations and locations in space,
the time at which the utterance is produced as well as anyoorggndexing acts in which the
participants may be involved in. When speaking of deixis @atunal language, research in the
linguistic area deals with two different questions:

e How do speakers succeed in anchoring referential acts icespad time by taking into
account their current situation?

e What lexical and grammatical means are provided by a giveguage, dedicated especially
to such purposes?

The termspatialis a derivation of the terrapacewhich was already discussed in Section 2.2.1.
However, spatial notions in natural language semanticc@mmonly based on a three dimen-
sional system of coordinates with axes labeled@slown left/right andfront/backas opposed to
the geometrical notion of space with arbitrary zero poinideectors. Theip/downaxis is usually
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determined by the direction of the gravity force. It is watlden that the interpretation of spatial
expressions depends on the selected frame of referenca iffore complete discussion of the in-
trinsic versus extrinsic use of spatial prepositions setz¥Schmidt, 1988)). One way to establish
a reference frame is to use an intrinsic orientation. In ¢hise thdront/backaxis is determined
by the speakers ability to move with a fixed orientation (antherefore anthropocentric) while
theleft/right axis is essentially egocentric.

In combination, the ternspatial deixisrefers to a subcategory of deixis, namely those aspects
involving references to the communication participarmsations in space. In other words, spatial
deixis takes the bodies of the participants of the commumeact as reference objects for spatial
specification (as discussed in Fillmore, 1982).

2.3 Mobile and Ubiquitous Computing Related Concepts

The termmobile computindirst appeared in the early 90’'s when advances in wirelesganking
technology lead to this new paradigm. Unfortunately, tHeas never been a generally accepted
definition of what exactly the term refers to. Since the fidldnobile computing is so diverse, a
definition like the one of Forman and Zahorjan (1999) seentapture the spirit of this research
area most appropriately:

Mobile computing refers to a paradigm of computing in whiskens have access to
a shared infrastructure independent of their physical tama by means of portable
devices.

This definition also indicates how different mobile compgtis from a standard desktop com-
puting metaphor. In a typical desktop computing environnfi@nexample, even though there exist
quite a number of different approaches, the general inierabetween user and computer system
is realized via a combination of a keyboard and a pointingagefor input purposes while stan-
dard displays and audio devices realize the opposite coneation channel. Whereas in mobile
computing, the variety of devices and input/output moasdiis immense, ranging from mobile
phones with reduced keyboards and small simple displaysertale Tablet PC with larger, high
resolution screens and touch pads.

Apart from the different setup of mobile devices, an evemgng number of different wireless
communication technologies, as well as an equally fast gigpwumber of services available for
mobile users, not only offer new possibilities but also pmsElems which were almost unknown
when computers were stationary devices with fixed cablesilé/¢gbmmunication channels on
such stationary, cable connected devices are usually vanes mobile applications have to deal
with the fact that wireless communication technology ienfiess reliable, resulting in decreasing
bandwidth and, in the worst case, in a complete loss of thermamitation channel. Any mobile
application trying to convey the impression of a profesalpstable system hence needs to provide
solutions for situations in which necessary communicatioannels are not available.

On the other hand, mobile computing offers a wide range of aygwlication possibilities. The
fact that mobile computing refers to scenarios in which siserd devices constantly move from
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one location to another, does not only result in technicabl@ms, but also in completely new
classes of services. With mobile computing it is possiblentegrate computer services into the
physical world. If a mobile computing application is capabF sensing the location of the user
(or usually the location of the device the application ismiag on), it is possible to offer location-

based services. In this way it is, for example, possible gacldly combine information access on
a mobile device with the spatial layout of the environmenmt @@ arrangement of physical objects.
Location awareness is hence one important feature of mapjécations (different technologies
to determine positional information in mobile computingpligations are discussed in section
2.3.2). Positional information, however, is useless, ssle@ mobile computing application can
draw conclusions from this information. Hence, dependingthe type of application, spatial

knowledge is necessary for a mobile computing applicatiotketermine the actual context of the
user (a discussion on the tegantextfollows in Section 2.3.1).

The same problems and possibilities are also faced by wwrarin the area of ubiquitous
computing. In (Weiser, 1991), the author describes hiomisif the computer for the 21st cen-
tury, a paradigm which he refers to as ubiquitous compufiig idea behind this new computing
paradigm is the one of a world in which desktop computersegptaced by computing embedded
in physical objects without interfering or hindering therraunt functionality of such objects. In-
stead of interacting with visible, desktop-based computebiquitous computing devices would
be small enough to be actually invisible inside physicakoty. These integrated computing de-
vices would than enhance the original functionality of thgygical device they inhabit. In the
author’s vision, people would still do their work assistgdcomputer technology. However, as in
contrast to today’s computing metaphors, users would ngdphave to focus on the computing
devices.

2.3.1 Context

Most people have an intuitive understanding of what is mégrihe termContext even though

it is very hard to actually describe or define the term. In galheverything that happens in the
world, no matter whether it is noticed by humans or not, tagiese within a certain context.

From this fact, a general description of the term contexteisved, which defines context as a
number of facts and circumstances which describe a sityadio event or an environment. In
the research area of computer sciences, context is defimadng different ways. Brown (1996)

defines context as a number of elements in the vicinity of #es which are aware to the computer
while Ward, Jones, and Hopper (1997) understand contekeagtdte of the environment in which
an application runs. In contrast, Rodden, Cheverst, Dawied Dix (1998) allude context to the

setup of the software and for Franklin and Flaschbart (1,99&)text is solely related to the user
and not the computer system. Another, different view is joled by Hull, Neaves, and Bedford-

Roberts (1997) in whose definition, the whole environmemakided, but only certain aspects of
the current situation are understood as context.

Even though the definitions discussed above are very diviitsg have one thing in common:
Humans may easily understand and apply these definitions\ewhey are not easily processed
by computer systems. While developing context sensitivaes, different research groups have
suggested definitions for the term context which better fithim computer science area. The
definition of Schilit, Adams, and Want (1994) and respetyivieat of Schilit and Theimer (1994)
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is located in the area of mobile and ubiquitous computingdisithguishes between three different
types of context, all relevant in the specific applicatioaaar

e Computer context: The computer context subsumes information about avaitelenical
resources in the environment (for example, printers andtstations) as well as information
regarding available network resources and correspondifogniation about bandwidth or
cost of communication.

e User context: The user context holds information about a user of a systeminterests and
location within the environment as well as information atalliother surrounding people.

e Physical context: The authors define the physical context as a collection a@frinétion
about properties of the physical environment, includinfprimation about lighting condi-
tions, ambient temperature or traffic conditions.

Pascoe (1998) understands context as a subjective conbéagt is defined by the entity per-
ceiving the environment. This definition is highly dependen the particular interests of the
entity. In one case, the location may be important, whileriather case, the temporal perspec-
tive may be relevant. Even the emotional state of anothesopemay be considered relevant and
hence become part of the context. In general, Pascoe defineextas a subset of physical and
conceptual states which are of interest to a specific emtigyparticular situation.

Chen and Kotz (2000) add a fourth dimension to the definitiboomtext, the so-called time
context. The time context includes information about tmeetiof day, date and time of year.
This data may influence the behavior of a computer systemaytfior example modify the visual
appearance on a screen, depending on the day of time andmamding lighting conditions. In
addition, the authors also mention the collection of contiexa over a period of time.

A design practice oriented definition of context, locatedhie area of mobile applications, is
suggested by Raptis, Tselios, and Avouris (2005). Simiddahé approach of Chen and Kotz, the
authors subdivide context into four different categories:

e System context: The system context reflects the structure of all intercommukdevices
and corresponding services which form the basis of the yst&€he system context is
especially related to the way in which the systems functigna distributed across the
different devices and the devices’ awareness of each other.

e Infrastructure context: The infrastructure context refers to information regagdime way
which the different devices and their integrated applaregicommunicate with each other
across different communication channels. The infrastrgotontext sheds light on the qual-
ity of information, namely how timely and accurate the imi@tion of a node in the system
is.

e Domain context: The domain context is related to the adaptability of a sydtespecific
characteristics of particular users. The domain contdkiences the way the system alter-
nates the quantity and type of information that is presetdeduser, based on the needs of
each individual user.
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¢ Physical context: The physical context is subdivided into the categoriestionamobility
and population. While location describes the ability of abiteodevice to locate itself in
space, mobility describes the devices agility (for exanfigksd, mobile or autonomous), the
devices relation to other devices (free or embedded) anduhwer of people which may
concurrently interact with the device. Finally, the popigla category describes the sort of
bodies that populate the application space.

The presented definitions for the term context in this sactibow a wide range of variety.
Regardless of which definition is chosen, mobile applicetiare highly dependent on the physical
context. In order for these mobile applications to be capabkaking appropriate actions due to
a changing physical context, these systems need to be afvmeiroown location as well as the
location of relevant objects in the environment. In thedwoiing sections we will give an overview
on different technologies allowing for position detectioyn mobile devices and we will discuss
appropriate ways of representing spatial knowledge in cgersystems.

2.3.2 Positional Information

Positional informatiordoes not only refer to a person’s or an object’s relative sphlie locations.
In addition, the positional information also includes stmttors as viewing direction (if applica-
ble) and body orientation. Information about speed andlexa#n is also part of the positional
information. Up to present there is no single sensor availpioviding all the information at once
and in all cases and situations. Hence, especially in geperpose applications, it is necessary
to combine the data of several different sensors in orderaximize the quality of the positional
information available for the application.

In order to provide location-based services in mobile anduitbus computing applications,
determining positional information of both users and desits a necessary first step. There are
several different methods to accomplish this goal. We wiitdduce the most common position
detection techniques and we will discuss the benefits ardidimtages of each technology in the
following sections. In general, the different technol@gean be categorized in either indoor or
outdoor position acquisition techniques.

2.3.2.1 Outdoor

The most common technique to detect the current locationutdomr scenarios is thglobal
positioning systen{GPS). The GPS technology is satellite-based and is formed east 24
satellites orbiting at about 12,000 miles above the surfahe low orbits of the different satellites
are organized with the goal to ensure that at any given tintel@gation, a surface-based GPS
receiver should be within transmission range of at least §atellites. This is necessary, since
the calculation of the receivers location is based on rumtdifference of the satellite signals.
Each GPS receiver features an almanac with information oh satellites position at any given
time. The satellite signal includes a unique identificatode and a very precise time stamp (each
satellite features an atomic clock). Based on the pre-tzkml positions of each satellite and the
time difference between the different satellite signdie,receiver is capable of calculating its own
location via triangulation (this calculation is illusteak in Figure 2.1).
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Figure 2.1: GPS triangulation using one, two or three stsl{source: Trimble Navigation Lim-
ited, visited 2005)

However, since the internal clock of the GPS receiver cabeads precise as the ones of the
satellites, the GPS receiver needs the signal of a fourttligatin order to correct its internal
timing error. If the internal time of the GPS receiver werereot, the sphere corresponding to the
fourth satellite would intersect with the former three gjlsein a single point. If the timing is not
correct, there will be an offset between the first three aadahrth sphere. This offset can be used
to recalibrate the internal clock of the GPS receiver. Tlrgry of GPS depends on the number
of satellites whose signals are received simultaneouslyrder for the GPS receiver to receive
the signal of the satellite, the receiver needs to “see” titellge, i.e. there has to be direct line of
sight between transmitter and receiver. However in redlity GPS signals are often obstructed
by buildings, dense vegetation or even because of cloudsglbad weather. These limitations
also imply that, the GPS system does not work inside buikjisgce the signal is obstructed by
the walls of the building.

Also based on triangulation is another location technoladpch is using the network cells
of cellular phone companies. The benefit of this approachasfact, that these network cells
also reach most inside areas of buildings. Since the lammtibthe senders are fixed, the position
calculation is very easy. The main problem of this approamkdver is the fact, that these network
cells sometimes have large ranges (between 500 meters\ardiddlometers, depending on the
topology of the surrounding area), resulting in a very lovgiponal precision. An alternative
to cellular phone network cells is to use network cells ofrsihange wireless communication
protocols likeWave LAN andBluetooth Due to the far smaller cell sizes, the positional data
acquired in this way is more precise. However, as compareeltolar phone network cells, the
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coverage of these cells as of today is insufficient. In ordenvork properly, a fully developed
infrastructure of senders would be necessary.

The aforementioned position detection technologies atesta common aspect. In order to
detect its own location, a positioning device depends oarpéxternal technology. If the commu-
nication with this external technology fails, the whole itiog detection system fails.

A very different approach is based daad reckoninginstead of determining absolute positions,
the dead reckoning technology is based on the idea of gaatia fix point (whose position is
known to the position detection system) and accumulatitagive movements in order to estimate
the current position. In order to do so, it is necessary tmkiboth heading and speed at any given
time. This can be realized by using an electronic compassgt&rmine the movement direction,
and accelerometers to determine the acceleration and thesponding movement speed. The
main problem of this approach is based on the fact that anysuneent error will result in a
constant positional error, which can neither be detectedowected.

2.3.2.2 Indoor

As mentioned in Section 2.3.2.1, the GPS does not work phojeside buildings, since the
communication between senders (i.e. satellites) andvwerseis hindered by the structure of the
building. However, it is still possible to use GPS insideldiinigs by setting up additional GPS
senders around the building. The indoor GPS senders deteitimeir own position and internal
time by using the outdoor, satellite-based GPS. Based @ tthata, several senders at different
locations emit a signal very similar to the satellite signahn indoor GPS receiver can receive
these signals inside the building and calculate its owntiogdased on the same algorithm as of
the original GPS. The benefit of the indoor GPS lies in the aat, once the system is set up, it
can cover a whole building. However, monetary prices fooordGPS senders and installation are
very high.

Wave LAN and Bluetooth position detection systems also vimside buildings. However, due
to the radio frequency used for these communication teciesigthe signal may be influenced
by walls and windows. Furthermore, as experiments have ishtive signal strength may also
be influenced by bodies of humans or animals — due to the higiuaimof water within these
bodies — within the range of the sender. A benefit of both Bloit- and Wave LAN-based
indoor navigation systems is the inherent back-channefighed by the system. This is of special
importance in scenarios, where the determined positiorfatration is not only used locally,
but is also processed by external services (e.g. a scen#@hcautonomously moving devices,
controlled by a central system).

Dead reckoning, combining an electronic compass and aocedgers, is a possible solution
for indoor tracking. However, the expected error rate is)érgdue to the fact that the electronic
compass is very sensitive to metallic objects. Furtherpeletromagnetic fields (which are very
common nowadays inside most buildings due to the use ofrelectdevices like computers,
television etc.) cause strong interference and distoxtiibinin the electronic compass.

Another electromagnetic positioning technology is basedmall tags emitting radio signals.
These so-called RFID (Radio Frequency IDentificaiton) &gsavailable in two versions. While
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Technique Scenario Type of Data Limitations

Low Precision

in urban regions
Cellular phone Outdoor/indoor| Position Yery low pr_eC|S|on
networks in rural regions

Very high installation
costs and effort
Coverage, sensitive to
presence of human bodies
Coverage, sensitive to
presence of human bodie
Needs a direct line of sigh
in order to work
Coverage, sensitive to

GPS Outdoor Position

Indoor GPS Indoor Position

WirelessLAN Outdoor/Indoor| Position

Bluetooth Outdoor/Indoor| Position

12}

—

Infrared beacons Indoor/Outdoor| Position/Heading

RFID tags Indoor/Outdoor| Position .
presence of human bodies

Electronic _ Sensitive to metallic
Indoor/Outdoor| Heading

compass structures

Electronic . Low precision, data onl
Indoor/Outdoor| Acceleration . P . . y

accelerometer available while moving

Table 2.1: Comparison of different positioning techniques

passive RFID tags emit a signal (usually a unique ID) wherrard the range of specialized
antennas, active RFID tags have an internal power sourcemiica constant signal. The range
of the passive RFID tags is small, which is why they are mausigd to detect their presence in a
narrow range, for example in anti-theft systems in shoppiadis. Active RFID tags have a bigger
range and may be detected by small antennas which are aitabédor several mobile devices
like for example a Pocket PC. By using several active RFIB {@g for example suggested by
Brandherm & Schwartz, 2005), it is possible to overlap tegnal ranges, which will result in a
higher position detection precision (similar to the GP&tgulation described in Section 2.3.2.1).

Similar to active RFID tags are active infrared (IR) beacorise beacon also constantly emits
a unique 1D, but instead, it uses the infrared band for comaation. The consequence is that
a receiver (for example, a mobile device with integratedalrefd Port) can only receive a signal
from the IR beacon if it can actually “see” the sender. If éhisrany object in the direct line of
sight between sender and receiver, the signal will be lois Tact yields both advantages and
disadvantages. On the one hand side, it is easy to miss d aigthédience get a wrong positional
information (or no information at all), but on the other haricn IR beacon signal is received, it
is not only possible to estimate the region in which the raaeis located, but also the receivers
orientation (as discussed in more detail in 2.3.2.3).
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2.3.2.3 Summary

Depending on the application scenario, some techniqueffexya better solution than the others
in particular environment settings. In many cases a contibim®af techniques will be necessary
to ensure that the positional information is available atiade and in the desired quality. For
example, there is no single positioning technique workiffigiently both indoors and outdoors.
Hence, in order to allow an application to determine pos#lanformation in both scenarios,
it will have to employ at least two different positioning keiques. For example, GPS for the
outdoor scenario and infrared technology for indoor positig. A combination of positioning
techniques is also necessary if a single technique canfestaif the necessary data in any given
situation. For example, using a GPS for outdoor navigatidhoffer information on the location
but not on the orientation of a device or user. The orientatibormation can be derived from the
GPS trajectory, but this information is only available asgas the user or device is moving. As
soon as the movement stops, it is impossible to estimateaigm@ation. In this case, a combination
with an electronic compass may solve the problem. Table 2es@n overview on the different
positioning techniques presented in this section.

2.4 Life-Like Character Related Concepts

In this section we will introduce important concepts from tesearch area of life-like characters.
We will discuss typical characteristics of such charactarsell as the many different terms used
to refer to them within the life-like character communityutBbefore we come to this, we will start
the section by taking a look at the origin of the life-like cheters.

Life-like characters belong to the research area of Aréfitimtelligence (Al), hence we will
identify the steps within Al which finally lead to the idea afwtloping life-like characters. The
term Artificial Intelligence was coined during a workshopd®hrthy, Minsky, Rochester, & Shan-
non, 1955), organized by John McCarthy. However, even tholug workshop determines the first
use of the term, there have been earlier works which nowaal@yassociated with the Al research
area, like for example the early works of McCulloch and Ritt843) and Turing (1950). Since
the very early days of Al research, definitions aims of Al gdrio a large degree in the view of
different researchers. According to Russel and Norvig 220there are four main streams of Al
definitions:

e Systems acting like humans - the ultimate goal is to prograonaputer in such a way, that
it should be capable of passing the Turing T¢see Turing, 1950) . Main research questions
deal with natural language processing, knowledge reptaem, automatic reasoning and
machine learning.

e Systems thinking like humans - the ultimate goal is to progeacomputer in such a way,
that it adapts the problem solving strategies in the humambiTherefore, it is necessary
to understand the complex operations the brain perform® ré&kearch area of cognitive

1The Turing test is defined as follow#s computer can think if a person conversing with it over anrgmoous
communication channel believésat he or she is conversing with a human being
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science is bringing together experimental technologiesfpsychology and the computer
models of Al.

e Systems thinking rationally - the ultimate goal is to realmogramming technologies which
allow a system to sense, reason and act appropriately. éJtiilx approach of imitating
human behavior, the idea here is to take actions accordilogical rules.

e Systems acting rationally - the ultimate goal is to realigerds striving to achieve the
best solution to a given problem by thinking and acting ralty. Even though, rational
reasoning is part of this approach, it also deals with ditnatin which it is impossible to
find a provable right decision. In order to deal with theseatibns, an agent must be able
to take a decision even with a certain degree of uncertainbyitethe results and it should
furthermore learn from the observed results of its own astio

Based on these prototypic definitions of approaches towa,dbe number of specialized sub-
disciplines within the Al community has been constantlygjrm over the past decades. Among
those disciplines is the field of intelligent agents whichwik review in more detail, since the
life-like character technology is an offspring thereof.

Russel and Norvig (2002) define agents in general as follows:

An agent is everything that can be viewed as perceiving isa@mment through sen-
sors and acting upon that environment through actuators.

This definition does not limit the term to software agentd,ibatead may also be applied to
humans as actors having eyes, ears and other organs asssemddrands, legs etc. as actuators.
A robotic agent substitutes eyes and ears by sensors likereaarand microphones and may use
different types of motors as actuators, while a softwaranagey take key strokes, databases or
network packets as input (sensors) and acts by manipuldéitey sending data over the network
or displaying information on a screen.

An agent bases its behavior on the information receivedutiitdts sensors and may poten-
tially take into account an arbitrary long sequence of sgnsput when trying to find a solution.
The agents behavior is defined by the so-called agent funetiich maps the aforementioned
sequences of sensory data to an agent action. An agentsdreimay be completely defined by a
table holding all possible sequences of sensory input anddiresponding actions the agent will
perform (such a list may be of arbitrary length, since thgierf an sensory input sequence may
also be unlimited). This is however only true, if the agerghdvior does not involve probabilistic
decisions. In that case, the table needs to hold probasifitir different actions instead of a single
action being linked to a specific sensory input sequence.

The success of an agent is determined by a performance redzesed on the goals the agent
is trying to achieve. The agent program is designed in suckay that it strives to maximize
the agents performance measure, by taking into accounetisasy input sequence and the built-
in knowledge of the agent. Early agent implementationsufedat a static knowledge database.
However, modern approaches have introduced the concepaiofihg through acting to the agent
research area, which demands variable knowledge datababesidea is to allow an agent to
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perform actions, and to modify its own behavior in the futirecase the results of its actions
are analyzed by itself as being suboptimal. The degree ohauty of an agent is determined by
the amount of prior knowledge given to the agent by its desigrand its capability of extending
its own knowledge-based on experiences it had. The largearttount of prior knowledge, less
autonomous the agent is (according to Russel & Norvig, 2002)

Within the scope of this work, we cannot go into every detéibgent technology, instead
we will just highlight one particular aspect which is of higiterest to the development of the
Migrating Characters.

Agents are put to use in many different task environmentshvpiose different problems to
the agent program. A task environment may, for example, the dbservable or only partially
observable; it may be static or dynamic and it may featurg ardingle agent or any number of
agents. In the field of software agents, there is a cleamdisin between two different classes
of agents. The first class realizes so-called static ageimtsaevtask environment is limited to the
machine on which they are instantiated. As opposed to théssécond class implements mobile
agents which are defined as follows:

In computer science, a mobile agent is a composition of ceengoftware and data
which is able to migrate (move) from one computer to anothéorromously and
continue its execution on the destination computer

Mobile agents are characterized by a number of propertiesst Mnhportantly, they allow for
asynchronous and autonomous operation. They do not neegnament connection to the ma-
chine they were instantiated on. A specific task may for exarbp performed by an agent mi-
grating to another machine, gathering the desired infdomaaind thereafter coming back to the
initial machine to report the results. Therefore, a mobgerd must be capable of adapting in
a flexible way to a dynamic environment constituted by théediht machines it works on. A
mobile agent is capable of deciding autonomously when aretevfo move next. This movement
is realized by allowing the agent to save its own state amsprart this saved state to the target
host where the agent resumes its execution from the saviedatar halting its own execution on
the initial host.

In order to realize mobile agents, it is necessary to proeiggronments which allow for the
execution of the machine independent code which congtithie agent. Hence, the idea is not to
evaluate function calls on different machines, but instéatkt the whole agent program as a unit
as well as the agents state migrate from one machine to andthie concept of “migrating code”
is realized by a number of different agent architecturesanies of this can be found in Mole
(a Java-based mobile system, see also Baumann, Hohl, Rith&trasser, & Theilmann, 2002)
and in Grasshopper (the first OMGVIASIF* and FIPR97- compliant agent platform, see also

2Definition found at Wikipedia, the free encyclopedia, Hfgn.wikipedia.org/wiki/Mobileagents

30MG - The Object Management Group, an international consuorfounded in 1989 which deals with the
definition of standards for system independent, objectnte® programming (see also the OMG homepage at
http://www.omg.org).

“MASIF - The OMG Mobile Agent System Interoperability Failia collection of definitions and interfaces that
provides an interoperable interface for mobile agent syste

SFIPA - The Foundation for Intelligent Physical Agents, anst@rd which centers on the notion of agents acting
within an agent platform
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Perdikeas, Chatzipapadopoulos, Venieris, & Marino, 129@) we will come back to this concept
during the discussion of the Migrating Character concegertion 4.1.2.

In 1985, during his American Association of Artificial Intigkence (AAAI) presidential ad-
dress, Woody Bledsoe mentioned his continuing dream oflimgjla computer friend (see Bled-
soe, 1986). By that time, the most promising sub-disciplirigin Al to realize this dream was
the field of agents. Bledsoe envisioned a machine which hédtide to see acting like a human
being, a machine which could “understand, act autonomptghk, learn, enjoy, and hate”. This
“computer person” would be able to read handwritten lettarglerstand spoken language and
translate any utterance in real time from one language tthanolt would also be able to rec-
ognize faces and help Bledsoe in remembering the names plepeassing him by on the street.
Bledsoe did not only think of a robot which liked to walk araueind play Ping-Pong, but he could
also imagine realizing his computer friend as a projectetadier by means of an overlay in-
cluded in his glasses. Even though he did not call it a life-lor virtual character, Bledsoe for the
first time described what a life-like character should beabdgpto do and how it might be realized.
Even though not all of the envisioned capabilities of themipaiter person” could be realized by
means of technologies developed in the research area ofsagieere were some promising ap-
proaches. Agents at that time were already beginning to stapabilities such as learning and
acting autonomously. Some of the agents, developed fori-amdint environments, were even
capable of communicating among each other by means of wigliedecommunication interfaces.
If we reconsider the definition of the term agent by Russel ldodvig (2002), we should note
that human beings themselves may be understood as agentse, Hge really new problem to be
addressed when trying to realize Bledsoe’s vision of a “cat@pperson” was that of enhancing a
software agent with the capability to efficiently communmgceith a human (agent).

Due to the complex nature of human-human communicationgdilezation of such an human-
machine interface demanded the introduction of furtheddielf research into the development
pipeline. Most obviously, the research area of Intelliggaer Interfaces is very important in this
respect since it deals with the development and evaluafiomel concepts for human-machine
interaction. Language understanding as well as languagesis had been important topics in
Al for a long period of time, however human-human commumicaslso involves gestures, facial
expressions, and body language in general as well as lo@m®&or a robust and most convenient
human-machine interface, the “computer person” would bawmderstand and perform all of the
different components of human-human communication. Thegecomputer vision techniques
(in order to recognize a human’s gestures and facial expregsas well as computer graphic
techniques (in order to realize realistic visual represgoms of the “computer person”, allowing
it to move its lips while speaking and to use gestures analfaegipressions to support its spoken
natural language utterances) needed to be included . Bythbination of these different research
fields, a new discipline was born, namely that of life-likeadicters (see Figure 2.2).

One of the earliest characterizations of life-like chagextvas given by Bates. The author refers
to life-like characters agsmotional(Bates, 1992) andbelievable(Bates, 1994) agents. Bates’
approach is based on the “Eliza effect” (see Weizenbaum6)19shich refers to the fact that
people tend to see subtlety, understanding and emotion agant as long as the illusion is not
actively destroyed by the agent himself. Bates suggestskiod non-traditional view regarding
the problem of building intelligent characters. Insteatrgihg to build characters showing a high
degree of intelligence by being especially active and sntabuld be sufficient to try to avoid that
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Figure 2.2: The origin of the life-like character researobea

those characters appear especially unreal or stupid. Tumdy a life-like character is defined as
a virtual creature that computer users are willing to peeces believable or life-like. Due to the
diversity of applications in the life-like character res#aarea, many different terms have been
formed by different research groups which describe lite-tharacters with regard to their special
use or abilities within a given scenario.

Anthropomorphic agentscreatures non-player charactersembodied conversational agents
andsynthetic actorare examples of terms used in the area of life-like charagtlich are closely
related to the specific characters applications (Hayek-RdDoyle, 1998; Elliott & Brzezinski,
1998; Petta & Trappl, 1997).

In contrast, Mase (1997) divides life-like characters itmee different subgroups based on the
different character capabilities:

e Avatar. An avatar is constantly controlled by a user and is hencejustual representation
of the user in the virtual world

e Agent: An agent may autonomously plan its own movements and heheea¢he user of
this task

e Assistant: An assistant is an agent which is capable of interpretinggpknd following
goals in an autonomous way. In addition, the assistant gigesr both the user and the
virtual environment.

Another example of a term definition in the area of life-likeacacter which is closely related
to a specific character competence is thatmbodied conversational agentsferring to virtual
characters which visually embody knowledge about the asatenal process (Cassell, 2000).

Even though, all of the above terms and examples refer tdikiéecharacters featuring a visual
representation, the concept of “life-likeness” itself & necessarily limited to this domain. For
example, Dautenhahn (1999) discusses life-likeness ditimlgents operating in the physical
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world while Hayes-Roth and Doyle (1998) point out the diffiece betweeanimatedandanimate
characters. The authors referdaimate charactersas characters featuring all the attributes of
life-like characters without having any kind of embodimemhe authors further argue, that the
life-likeness of a character is not necessary linked witfedike appearance or actually any visual
appearance at all.

But even within the research groups dealing with animateshtsgy there is no agreement upon
the question of how the visual appearance of a life-like ati@r may influence the perception of
the character’s life-likeness by the user. The two mairastieof character visualizations aeal-
istic andcartoon-style The most realistic character visualizations tend to bd usprojects trying
to create virtual humans (e.g. Kipp, 2003; Gratch et al.220balmann, Noser, & Huang, 1997;
see also the Virtual Human project described in section 3.B¢ majority of cartoon-style char-
acters, on the other hand, are mostly employed in the areagerftainment and infotainment (e.g.
Prendinger, Descamps, & Ishizuka, 2002; Andre, Rist, Mn|kKlesen, & Baldes, 2000). From
a technical point of view, the design of realistic, or eventpkrealistic visual character represen-
tations, is a challenging task. However, the decision ftiregitype of character visualization also
has a psychological component. Users of highly realistdkilog characters usually have much
higher expectations regarding the intelligent and reellsthavior of the character, as opposed to
cartoon-style agents which may make a good impression eitarminor inconsistencies.

In a recent publication (Hayes-Roth, 2004), the author gostep further in her definition of
life-likeness of characters by identifying seven qudditid life-likeness :

e Characters should seem conversationalcapable of engaging other characters or users
into conversation in order to exchange thoughts, opinigrieadings. In order to do so, the
characters should communicate in a natural way by combilainguage, gestures, actions
and facial expressions.

e Characters should seem intelligentshowing a form of expertise that motivates users to
engage in the interaction with the character in the firstglda order to seem intelligent,
the character does not need to be capable of answeringaaybifuestions, but instead it
should convey the impression of being an expert in the agpdic area. By channeling
the conversation to its own areas of competence and deph, @¢haracter with limited
expertise can succeed in conveying the impression of a demipeonversation partner.

e Characters should seem individual featuring their own unique and distinctive persona
with individual back-stories, personalities and behauioEspecially in open-ended con-
versations, users tend to ask characters personal quessamce these questions are quite
predictable, giving a character a personal backgrounddamdity will minimize the risk of
running into a conversational situation where the charazanot keep up the impression
of an intelligent, competent character anymore.

e Characters should seem sociakllowing them to display self-awareness in the social con-
text. Since many user interactions are inspired by stanfdends of social exchange (e.g.
praise, insults, flirtation, obscenities, aggression),eéccharacter should feature a corpus
of understanding knowledge for such communications. Heweaach individual character
should feature its own way of dealing with these situatiatepending on the characters
individual personality.
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e Characters should seem empathicconveying the impression that they actually perceive
and express emotion. While each character should featstmative emotional dynam-
ics (even though most character engines will base their iemadtbehavior on the same
standard dimensions of emotion like happiness, arousabmirtaince) based on different
combinations of values on neutral state, provocative evamd regression speed, characters
should also show a certain degree of awareness of the erabstate of the user or other
characters.

e Characters should seem variableby avoiding repetition and by varying all aspects of their
behavior unconsciously and incidentally. In order to miainpredictability of behaviors,
the characters should make probabilistic choices in whiagnsand how they act trough all
communication channels.

e Characters should seem coherentappearing to be a singular creature, like people. They
should be driven by persistent identity and manner and glewblving belief structures.
Character coherency is determined by all facets of the ctaraersonality, including be-
havior in conversations, typical gestures, facial expoessand body-language.

The author explicitly uses the term “to seem” instead of “&3,indicating that this view is
inspired by a combination of an artificial intelligence gigan with the more artistic endeavors
of animators creating comic characters who appear to thiwkraake decisions based on an in-
dividual personality. Even though creating a believablmicocharacter is an art of its own, the
character’s personality only needs to exist in the mind$ho$¢ who tell the comic stories. Inte-
grating all the above stated qualities of life-likeness rinreatonomously communicating life-like
character actually requires to model the character’s iddal personality completely beforehand.
In order to measure the success in doing so, Barbara HaythssRggests to use a slightly modi-
fied version of Turings behavioral test for artificial iniglnce (Turing, 1950):

A character is life-like to the extend that a person inteiragtwvith it suspends disbelief
that he or she is interacting with a human being.

Even though this definition is explicitly related to humanngs, it may also be applied to
characters which resemble “animal-like” behavior instebthuman-like” behavior.

As we have seen in this section, there are almost as many tesmalsto refer to life-like char-
acters as there are researchers and projects in this areaedsons of simplicity, we will use
the following rule throughout this thesis: whenever rafgytito a character technology in general,
we will use the ternlife-like character however when reporting on specific projects or charac-
ter implementations we will use the term suggested by theldpers of the particular life-like
character.

When reconsidering the definition of a Migrating Characsere(section 1.1) we may note that
there are parts of the definition very similar to the defimitcd mobile agents stated above. Mobile
agents as well as Migrating Characters have the ability graie between different environments
and may initiate the migration autonomously. Furthermath blefinitions demand that the migra-
tion should mean to transfer the state and execution of thetagparacter from one environment
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to another. Similar to mobile agents, a Migrating Charaisteun inside a software environment
allowing to execute the device-independent code whichtitates the Migrating Character. The
Migrating Character technology is hence adopting the bamicepts of mobile agents. On the
other hand, Migrating Characters are closely related tadkearch area of life-like characters.
The research area of life-like characters and the one oflmagents are both strongly influenced
by the research field of agents and the Migrating Charactbintdogy is bringing together con-
cepts and technologies of both disciplines as discusseddhput this chapter and illustrated in
figure 2.3.

e,

Mobile
agents

Migrating
Characters

Figure 2.3: Influence of agent technology on Migrating Cbsma

2.4.1 Social Computing

An intuitive interpretation of the termeocial computingnight lead to the assumption that it refers
solely to the social aspects of human-computer interactidowever, this is only one way, in
which the term is used.

Schuler (1994a) argues that any type of computing appbicaaturing software serving as
an intermediary or a focus for a social relation, can be refeto as a social computing applica-
tion. Examples for such applications, as stated by Scheyde applications allowing users to
communicate via newsgroups, applications defining wodetasks as well as applications which
influence decisions of life and death. This way of understandnd using the term social comput-
ing implies also the necessity of including ethical consitlens into the discussion. The above
stated examples of social computing applications brindhagallowing exemplary questions with
which the research domain of social computing has to deal:
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e How do computer based communication channels change théwelyich humans com-
municate and do these communication channels even influbadw and result of com-
munications (as discussed in Schuler, 1994b)?

e How do computers in the workplace influence or even alter poglations among employ-
ees (as discussed in Clement, 1994)?

e How do we assure that a computerized society manages toaimaatcountability for the
impacts of computing (as discussed in Nissenbaum, 1994)?

Another way of interpreting the term is discussed by Dryésbich, and Ark (1999). The au-
thors define social computing as a research area dealinghgiihterplay between persons’ social
behaviors and their interactions with computing technigeg In their interpretation, the main
goal in this research domain is the understanding of relatigps among social behaviors and ma-
chines, in order to minimize the uncertainty about how husreamd machines react. Furthermore,
from a technical point of view, the authors wish to facikatollaboration and support of natu-
ral social behaviors by designing information technologstems based on social and behavioral
science.

In general, social computing combines research in the afaaterpersonal psychology, com-
puter supported cooperative work and research on socafagts. Research on social interface
theory has a long history and evolves around the fact thatahgnsometimes respond socially
to artifacts. Those artifacts may be either especiallyghesi to foster social responses or more
often unexpected social effects will occur. Often, peopleract with artifacts as if those arti-
facts would have human features, like an own personalite sthdies described by Nass, Moon,
Fogg, Reeves, and Dryer (1995) and Dryer (1999) have shasmimthchines are sometimes even
perceived as entities with individual personalities. Rerinore, the studies have also shown that
humans preferred machines with similar personalities éa thwn over dissimilar ones. There is
an ongoing discussion about the question, whether humadnallgtcrespond to machines as so-
cial actors (as argued for example by Reeves & Nass, 1998hether humans can show social
responses in human-machine interactions even though ripet ©af such responses is not of any
social nature at all (this viewpoint is for example arguedigsler & Sproull, 1997). However, it
is agreed that certain features of an artifact (e.g. usetafadanguage, contingent behavior) are
encouraging humans to engage in social responses.

Research in the area of anthropomorphic agents is aiminigeatximization of such fea-
tures within artifacts. Studies have clearly shown thatube of such agents makes interactions
with computers more enjoyable (tpersona effectas discussed in Lester et al., 1997) and does
not result in any negative side-effects (see also Mulkendr&n& Miiller, 1998). Prendinger
and Ishizuka (2004) argue, that anthropomorphic agentsipsoto have a positive effect on the
development of human-computer interaction, since theyarynitate the effective and efficient
human-human communication. The authors further sugdest,etven though not all interfaces
may be improved by adding social components, at least thgskcations which involve social
interaction will benefit from the use of anthropomorphic rgewhich send and possibly also re-
ceive and interpret social cues. Including such social miesthe human-computer interaction
will allow for a multi-channel communication between hurmand machines. Instead of rely-
ing on a single modality, such a communication will integratnumber of parallel information
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channels, imitating the way human beings communicate (Imgugestures and facial expressions
together with spoken utterances, as discussed in Sectid?) 2Prendinger and Ishizuka also state
their own characterization of the term social computingitdeee describing computing which in-
tentionally involves the display of social and affectiveesuo users, encouraging users to show
social responses, or computing which is capable of recognadfective user states and producing
according affective feedback to users.

More recently, researchers are also addressing the pralfleterpersonal relationships among
life-like characters. As discussed in (Schmitt, 2005), ititerpersonal relationships among life-
like characters should be reflected in the characters bahawiich would result in an increased
believability of the characters personality. For examyfléwo life-like characters in the same
scenario are introduced as friends, they should behavedingty by supporting each other or
maybe also by defending one another when (verbally) atthdkarthermore, these interpersonal
relationships should vary over time, depending on the iffeexperiences the characters make.
For example, if one character is constantly cheating onh@natharacter, one would expect the
second character to constantly change its interpersofatiomship to the first character from
friend to foe. In some applications it may suffice to pregsicthe behavior of the characters
and inherently communicate the interpersonal relatignsimnong characters through the script.
Schmitt introduces a methodology to model interpersoratiomships among life-like characters
which is based on the consistency theories from the reseaszhof social psycholo§y The
author also presents CCNet (Cognitive Consistency Netfasr8imulating Attitude Changes), a
software module which allows to simulate different aspedtgroup dynamic behaviors among
life-like characters. The system provides means to adpesattitude settings for each character
which results in varying choices of verbal and non-verb&lay@ors for the character.

With the growing interest in mobile and ubiquitous compgtaver the past years, the research
area around social computing is facing new problems, biteas@me time, generating new possi-
bilities. While classical human-computer interactionitgtly takes place at dedicated locations in
front of a stationary computer featuring standard inputicksylike mouse and keyboard, mobile
and ubiquitous computing can basically take place everygvhinstead of a single user sitting
isolated in front of a computer, in mobile and ubiquitous poting researches have to face many
different scenarios. For example, multi-user interactiotth computers in public locations. Since
these applications are no longer fixed to a certain locatié®jmportant to consider social proto-
cols when designing new applications. For example, it isartgnt to consider the social context
of a situation, when deciding whether to use speech outputritten text in order to deliver a
message to the user holding a mobile device.

In a laboratory study, Dryer et al. (1999) have found thatdbeign of mobile or ubiquitous
computers may affect responses to social partners. Thg isiugbtigates the effects on the interac-
tion between two people, one with a computer and one withhg. theoretical model behind the

®The Cognitive Consistency Theory proposes that people at&ated to change and act consistently with their
beliefs, values, and perceptions when there is psychabgiconsistency or disagreement between two pieces of
information. The conflict between the inconsistent facfruces dissonance. The person begins to doubt previously
held rationales, beliefs, or values. These doubts prodacerafortable feelings and may interfere with the ability to
act. The pros and cons of each factor are examined. The tiesobf the dissonance occurs when one factor is seen
as more attractive than the other. Prior to the resolutigdh@flissonance, the dilemma between the conflicting factors
prevents action. When dissonance is resolved, the perdwgtter able to act in accordance with the more attractive
factor because beliefs, values, and perceptions agredheithehavior (Haber, Leach, Schudy, & Sideleau, 1982).
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study claims, that the design of mobile and ubiquitous cdaimgulevices and applications may not
only have an influence on the human behavior (e.g. appealypdign, perceiver distraction, user

distraction) but also on the social attributions (e.g. agbdeness, extroversion, identification).
Both of these factors, according to the theoretical modeletan influence on the interaction out-
come (e.g. device satisfaction, productivity, socialkatiion). The described interrelationships are
illustrated in Figure 2.4.

System ' Human
design behavior

1 X1

Social Interaction
attributions H outcome

Figure 2.4: Social impact model (according to: Dryer et ¥399)

Furthermore, due to the physical limitations of mobile degiand applications, new interaction
metaphors replacing the old fashioned mouse and keyboadl toebe found. The keyboard for
example may be replaced by a speech recognition comporiant tBe displays of mobile devices
are usually quite small, replacing written text with syratized speech is also one approach to
overcome a certain limitation of mobile devices. Such a cipdmsed user interface uses little
space while offering high mobility. Since this is a very matdorm of communication, it is hence
very likely that such an interface would yield social resgpes of users (as discussed in Dryer
et al., 1999).

2.4.2 Gestures, Facial Expressions, Body Language

Communication among humans, as already mentioned in 8eZ#bl, is not limited to a single
channel of communication. Even though the voice is the mpgai@ent means of communica-
tion, quite a lot of information is also delivered via secarydcommunication channels. These
secondary communication channels include gestures ara &@ressions, eye-gaze and body
language in general. It is interesting, however, that theoirrance of these secondary communi-
cation channels is underestimated by most humans, manyemecempletely unaware of the fact
that they actually use these communication channels ai\dille choosing words and sentences
IS a very conscious process, accompanying gestures ard éxpressions seem to be controlled
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mostly unconsciously. Nevertheless, these secondary cmication channels play a very im-
portant role in the whole communication process, since thay help to clarify a certain verbal
utterance, and they may also help to actually organize aersation. In face-to-face commu-
nications, this may not be evident in the first place. Howewesituations where some or all
of these secondary information channels are missing, carwation among dialog partners is
highly effected.

A good example is a dialog via a telephone. In this situatiba,communication is limited to
a single channel, namely the voice. While it is still possitd perfectly understand one another,
certain clues are now missing. For example, in a face-te-fammmunication, it is possible to
tell by the looks of a dialog partner, whether an utterance in@nic or not. On the phone, this
additional visual information is missing. Instead, all ihéormation needs to be extracted from
the spoken utterance. It is still possible to tell irony btéeichanges in the way a person speaks,
but it is harder. Another problem while talking on the phosi¢hie one of turn taking (the back-
and-forth interaction needed to have a conversation). &fading a dialog partner it is easy to tell,
whether he/she is just taking a short break or is actuallyimgafor someone else to continue the
communication. This is especially important in group cominations. However, when talking
on the phone (and especially when having a telephone comkesgith several participants), again,
all the information regarding turn taking needs to be exé@dérom the audio channel.

In (McNeill, 1992), the author identified four different tgp of speech-associated gestures
which ever since have been in the focus of the majority ofaese projects on the cognitive
basis of the gesture-speech relationship:

e Iconics are illustrating specific features of the accompanying cpeEor example, sketch-
ing a circle with one hand while talking about the shape offbeh.

e Metaphorics are a representation of an abstract feature of the curréarante. For ex-
ample, pointing out the index finger and pushing the handdaivwvhile saying “You must
push the button”.

¢ Deicticsrefer to points in space. Deictic gestures may refer to glasewell as to persons
and any other entities which are part of the current dis@uFor example, pointing at a
building and saying “Do you know who lives there?”.

e Beatsare small formless wave gestures of the hand which usuatiyrae conjunction with
emphasized words, but also when indicating a turn take tthanperson. For example, by
waving a hand briefly up and down to signal a discourse pattngo on speaking.

Many different studies have provided evidence which suggasclose relationship between
speech and gestures. For example, McNeill (1992) has fouadabout three-quarters of all
clauses in narrative discourse are accompanied by gestuoe® kind or another. Another study
(see Alibali & Goldin-Meadow, 1993) indicates, that chéddrstart expressing information in ges-
tures even before they start to speak.

Early natural-language dialog systems allowed users ép tefparticular entities only by means
of linguistic descriptions, often resulting in either aigubbus references or in very complex de-
scriptions (e.g. the "bright pink flat piece of hippopotanfase shape piece of plastic” in Good-
man, 1985). In (Kobsa et al., 1986) the authors discuss tbessdy to combine deictic gestures
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and natural language to simplify and speed up the processf@fent identification in natural-
language dialog systems. Kobsa et al. present the XTRAmysfgich allows access to expert
systems by means of natural language input with combinentipgi gestures on objects on a
terminal screen.

Cassell et al. (1994) argue that speech and gestures dovaysatonvey the same information,
but that the two media rather complement each other. Theleongmting function of gestures may
for example come to use when indicating the respectiveilmtsiof two objects by the position of
two hands, while talking about these objects. The given @kaimn (Kendon, 1994) supports the
theory that concepts which are difficult to express in nafareguage may be conveyed by means
of gestures.

In (Kipp, 2003), the author argues that human users are asits/e and critical regarding
bodily behavior of life-like characters. Therefore, a @wer must act naturally and individually in
order to be believable. Kipp especially stresses the fatiehch human individual uses distinctive
conversational gestures. It is shown that human users pableaof actually recognizing a persons
typical conversational gestures when imitated by anotleesgn or by a life-like character. It is
hence necessary to ensure not only a consistent charagtearapce, voice and behavior but
also a coherent gestural behavior. Furthermore, in apjita featuring two or more life-like
characters, the conversational gestures of these chashcteld vary notably from each other in
order to support the impression of character individuality

Ever since the early works of Darwin (1898), who was the fostientify and study the impor-
tance of facial expressions in human communication, faipressions have been a very active
research area for behavioral scientists. Interestingigr an initial phase of high interest in the
area, in the mid 1950th, scientists generally came to thelgsion that the face should be con-
sidered a fruitless source of mostly inaccurate, cultpexgic and stereotypical information (this
opinion was for example stated in Bruner & Tagiuri, 1954 andlso discussed in Ekman, 1993).
The interest in this research area was only revived whenlkatd (1971) and Ekman and Friesen
(1971) did independently find that there is a high agreemeselecting emotion that fit facial
expressions across members of western and eastern litatates. However, the most important
findings were, that cross-cultural agreement for most emsetwas preserved when subjects could
use their own words to describe feelings they recognizekjmessions (Izard, 1971), and that
these findings could even be extended to preliterate csltwiech could not have learned those
facial expressions and according interpretation from tleglien (Ekman & Friesen, 1971). The
results of Izard and Ekman and Friesen not only inspiredrqitgchologists to further investigate
facial expressions and their importance in communicatiohthey also lead to a raised interest in
facial expressions in the research area of computer s@ence

In (Suwa, Sugie, & Fujimora, 1978), the authors present aly edtempt to automatically
analyze facial expressions. The approach of Suwa, Sugiefajimora is based on the tracking
of 20 identified spots in an image sequence. As pointed outidny, Kanade, and Cohn (2003),
as opposed to human facial expression interpretation whi@s on context, body gesture, voice
and cultural factors, computer systems need to interpoidlfaxpressions usually regardless of
context, culture, gender etc. This so-called higher levelvledge is only applied in emotion
analysis in the research area of computer vision.

In computer science, facial expressions have not only béemntified as an additional mean
for interpreting user input in a natural way, but also for coamicating information to the user.
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Figure 2.5: A character emotion and corresponding faciadai®s (source: Lucena et al., 2002)

The “expressive talking heads” system (see Lucena, 2002) isxample of a virtual character
capable of uttering input text by means of speech synthelishwis synchronized with the lip
movements of the character as well as the characters erabtigpressiveness. The “talking
heads” are not simple animations. Instead, they are retdlereal time and they are based on a
three-dimensional polygonal mesh with facial musclesdnatbuild by means of vertex grouping.
Individual muscles control individual parts of the faceefof the twelve available muscles control
eye movements, while three others control the head movenf@nindicated in Figure 2.5).

The degree to which humans react on different facial expes®f life-like character has also
been in the interest of researchers. Rehm and André (2@syile two different experiments
in which the authors tried to find out, whether the partictipamould see and correctly interpret
subtle clues of lying and deceiving in the facial expressioha life-like character. In order to
realize those subtle clues, the character would imitategmimehavior by masking its real emotion
by using a fake facial expression. However, these fake Ifagiaressions would not completely
cover the facial expression corresponding to the real emati the character. Much like with real
humans, the resulting facial expression would reveal eudbties of the hidden emotion below. For
example, a true smile will always look different than a smitdch is hiding the true emotion. The
results of the user studies conducted by Rehm and Andréatelihat participants were indeed
capable of interpreting the facial clues of the characterfarthermore, the resulting impression
the character made on the participants was also affected.

2.4.3 Attentional Focus Control and Guidance

Telling relevant from irrelevant information in a streamdzta coming from all different types
of senses is one of the most important capabilities of angdibeing. The amount of incoming
information to the primate’s visual system is for examplehigher than the maximum amount of
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information that can be fully processed by the brain. Mangists have shown that only part of
the information is fully processed, while the remainingadaite left more or less unprocessed (an
exemplary study was conducted by Desimone & Duncan, 1998nyMesearchers have tried to
understand the way in which the control of attention in pitesavorks. Already over a century
ago, James (1890) founded a theory which separates the fiigiténtion control into two subcat-
egories. While James refers to these two fieldaae and passiveattention, modern terms are
bottom-upandtop-downor stimulus-driverandgoal-directed The idea behind the distinction is,
that in some cases the deployment of attention may depealy swid exclusively on the property
of the perceived image (e.g. a sudden, unexpected movemta periphery of the field of view)
while in other situations it may be completely goal-driveng( when searching for a particular
object). Even though in theory these two groups of atterttamtrol are strictly divided, in reality
they seldom occur exclusively. Instead, usually a mixturéath determines the way a visual
input is perceived and processed.

There is strong evidence in literature that the distributid attention can be controlled by an
observer intentionally. The classic experiments by Enkaed Hoffman (1972, 1973), in which
the subjects had to identify a letter indicated by a bar ntankgle attempting to ignore other
letters in the display, examined top-down attention cdntks a measure of efficiency, the amount
of interference caused by the additional letters which wele ignored was chosen.

The bottom-up control (i.e. capture of attention) has rdgdmeen more in the focus of re-
searchers. In (Egeth & Yantis, 1997), the authors introdwae distinguishable categories for
stimuli-driven attention control. The first category isledlfeature singletonand refers to stimuli
differing substantially in one or more simple visual atiitiés (e.g. motion, orientation or color).
The second category is referred toadmsupt visual onsetsWhile stimuli that belong to the first
category capture observers’ attention due to their visigtingtiveness from the so-called back-
ground (i.e. all remaining objects which are less flashy)dt that belong to the second category
elicit a reaction of an observer by suddenly appearing irfithe of view or by suddenly starting
to move and hence contrasting from the background.

Egeth and Yantis also argue that there is a strong interawyd®en the two different categories
of attention capturing. A good example for this interplaythe fact that attentional capture by
abrupt onsets can be modified or even prevented by focusinghtbervers attention somewhere
else on the display (as for example in the study of Yantis &dks) 1990).

In human-human communication, the coordination of vistigindional focus by means of eye-
gaze, head movements and corresponding pointing gestasesam important role. When talking
to each other, humans guide the attentional focus of theirnzonication partners by incorpo-
rating gestures (as for example when illustrating the foncbf a mechanical object by making
illustrative hand movements) or by pointing at objects auking in the direction of the relevant
objects.

In an ongoing effort to improve the quality of communicatisetween humans and computers
(or machines in general), more and more researchers ang ttyiincorporate these additional
communication modalities into human computer interactigstems. For example, in (Rae, Fis-
lage, & Ritter, 1999) and (Rae, 2000) a project is describrgthg to improve the communicative
qualities of such a system by improving the interpretatibooonmunicative acts of human users.
The authors have developed an active camera system cagdablerpreting pointing gestures
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Figure 2.6: A binocular camera head, equipped with two R@Bearas, to determine and interpret
human pointing gestures (source: Rae & Ritter, visited 2005

performed by a human user. The prototype, which is based o8B color cameras (see Fig-

ure 2.6), is not only capable of identifying the user's haadg the performed gestures, but it may
also identify an object which is indicated by the pointingsiyee of the user. The system emu-
lates human-human interaction by trying to maintain a “canmoom of shared visual attention”

between the system and the user in order to facilitate ob@getencing and communication in

general (e.g. by allowing to use the derived information d@atmwl turn-taking, as discussed in

Section 2.4.2).

However, the approach described by Rae, Fislage, and Ritteses mainly on the interpreta-
tion of gestures performed by human users. Equally impgrtarorder to improve the human-
machine communication in general, is to enable the additioreans of communication also on
the machine, or the computer side. In the following sectiewill discuss, how this goal may be
achieved by supporting deictic believability in virtualechcters.

2.4.4 Deictic Believability

(Towns, Voerman, Callaway, & Lester, 1998) discusses thec#feness of life-like animated
agents inhabiting knowledge-based learning environmeiitse authors claim that, due to the
strong visual presence of those agents, the whole systemig@e a significant increase in the
students’ enjoyment of the learning process. In order toesehthis goal, the authors identify
deictic believabilityof life-like animated agents inhabiting artificial worlds ane of the key prob-
lems. To allow for deictic believability, a life-like anirted agent should be capable of referring to
objects in the environment by combining speech, gesturdaminotion. The resulting life-like
animated agent should not only be able to disambiguateersfes to objects in virtual worlds
but it is also expected to show increased believability. @&b#hors mention a user study featur-
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ing an exemplary life-like animated agent implementatiGogmo, see also Section 3.3.2) whose
results indicate that the agent was capable of produciray elgplanations and unique references
to virtual objects. In (Lester, Voerman, Towns, & Callawa999) and (Lester, Towns, Callaway,
Voerman, & FitzGerald, 2000), the authors generalize tieidel of deictic believability in life-
like animated agents to the field of pedagogical agents. eTtrigeria are named by the authors
which should be met by any animated pedagogical agent:

e Lack of ambiguity: References performed by a life-like animated agent in aaitearning
environment should be unambiguous in order not to confusesttidents. This is especially
true in learning environments where false interpretatibagent references might lead to
misunderstandings and failure of students.

e Immersivity: Much like humans are usually immersed in physical enviramsevhile
performing spatial references to physical objects, life-Bnimated agents should immerse
into the virtual world by moving within scenes and towardgeats while referring to those
objects.

e Pedagogical soundnessthe deictic gestures of life-like animated agents in virtearning
environments should support the ongoing advisory diseoarsl hence also support the
central pedagogical intent as a whole.

While the aforementioned user study by Towns, Voerman,a@aly, and Lester has shown
a general improvement in the quality of virtual object refezes when performed by a deictic
believable life-like animated agent, the question whetlebctic capabilities improve an agents
believability is harder to answer. As Allbeck and Badler 2D mention, the ternbelievable
when used in thembodied agentgsearch community, usually refers to an agent whose baisavi
are created with an attempt to conform to our nominal expiecs The term believable on its
own is already awkward to define, it is generally in a sense ‘liksomething is believable, it
is accepted as being real”. However, this definition demandkar understanding of what is
real. Since a life-like animated agent cannot resemble all thecs of a real person, believability
of those agents is often defined by the agent’s actions andncmisations which should be as
close as possible to a real persons according behaviorarding to this definition of a life-like
agent’s believability, it is of utmost importance to sugpas many manifestations of nonverbal
communication in an agent as possible, since these playasughportant role in human-human
communication (as already discussed in section 2.4.2).

As pointed out in (Khullar & Badler, 2001), eye behaviors ¢aize) also play a very impor-
tant role in human-human communication in general, andgodatly when referring to physical
objects. When referring to a particular object in the envnent, the referent’s viewing direc-
tion and angle are important clues for the communicatiotneas about the location of the object
the speaker is referring to. A life-like agent pointing irettlirection of an object while verbally
referring to it, should also imitate human behaviors by logkin the corresponding direction.
However, eye movements and gaze are also generally importanman-human communication.
While communicating, speakers use glances to emphasitieybar phrases or words, while lis-
teners signal attention or a deepened interest in a patitapic. In addition, gaze is important in
terms of regulating the flow of communication (turn takingdiscussed in section 2.4.2).
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An important question however is, whether users of a life-lcharacter system are actually
willing to communicate with these characters in a very hutileway. Up to which degree are
users willing to accept a life-like character as a coequairoanication partner. In human-human
communication there are many social protocols involved stMmimans participating in commu-
nications try to follow those protocols in order to avoid fapaar disrespectful. It is however not
clear, whether human users of life-like character systerasadling to accept the same social
protocols as in human-human communication.

The degree of acceptance of social protocols when integagtith life-like agents is an open
guestion. However, researchers are starting to investigathat direction. In (Prendinger, Ma,
Yingzi, Nakasone, & Ishizuka, 2005) for example, the auth@port on a user study which has
been conducted in order to find out, whether users follow #suyes performed by a simple
virtual character and whether they do this in a similar wayndsuman-human communication.
The results of the experiment are based on information el@éfikom an eye tracker device which
allowed to calculate the users gaze direction at any givea.tiThe bottom line of the experiment
is, that users did not only interpret the gestures of thelilie character correctly and focused
their attention on the according virtual objects, but treers also kept up a behavior known from
human-human communication. Instead of keeping their farushe referred object after the
reference was performed by the character, the user’'s gazebaek to the character. It actually
even went back to the character’s face, which is what one dvexgbect of a polite listener in a
human-human communication.

2.5 Synopsis

In this chapter we have reviewed several concepts and faatavant to the development of the
Migrating Character technology. After a brief discussidthe term “instrumented environment”,
we subdivided the remainder of this chapter into three maatiens, each focusing at a different
research area. While the first section dealt with basic queaelated to object referencing meth-
ods, the second section focused on the research areas dé mothiubiquitous computing. Finally
the third section reviewed relevant concepts from the afdifedike characters. The Migrating
Characters described in this work do combine elements friach ef the three different research
areas which were the main focus of this chapter. In this @eatie will discuss how different as-
pects of those research areas, which in combination withfibre basis of the Migrating Character
concept, may complement one another.

In contrast to “standard” life-like characters, the MigmgtCharacters enter a completely new
realm. By leaving the single display, fixed location envirant, the Migrating Characters face
new opportunities but also have to deal with problems unknawprior life-like character im-
plementations. While spatial concepts may also play a rolgrtual worlds (especially in three
dimensional virtual worlds), the importance of these cpte@ mobile and ubiquitous computing
applications is far more obvious. Even though not every healmmputing application or service
automatically deals with spatial concepts and problengsfriiction of mobile applications taking
into account spatial information is rapidly increasing. Wlearly mobile services mainly offered
the benefit of being available at arbitrary locations, like éxample with the advent of mobile
phone technology, nowadays mobile applications are offfenitng additional, location-based ser-
vices. A very prominent example is car navigation systemgenBhough these two examples
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of mobile computing services belong to different categoné& mobile computing, they share a
common characteristic, namely the use of unreliable conication channels and data sources. It
is a common peculiarity of all mobile applications that thewe to deal with situations in which
certain access to specific data resources is limited (mebkndwidth of wireless communication
channels, low precision of positional data) or often conghjeunavailable. The ways in which
mobile services deal with these problems are very diversailewwnobile phones, when losing
connection to the providers network, will simply inform tbheer about this fact, car navigation
systems try to compensate the risk of running out of data tyrjpporating several redundant infor-
mation sources (i.e. the data from the global positionirgiesy is supported by data derived from
sensors mounted in the car). If one data source is lost, tteraymay continue to work (even
though the precision of the derived data may be affected).

Unreliability of data sources and communication channeleawever not the only problem
which modern mobile applications have to deal with. The ritgbaspect of these applications
demands ever decreasing device sizes and weights. Whit@theutational power of such small,
embedded devices is constantly improving, the size of ttegmated displays in mobile devices
cannot be increased. Even though the quality and resolofionobile devices’ displays is also
improving, the visual cognitive system of human users dtutes a natural barrier for further
improvement in this area. Hence, it is necessary to find acife means for using the small
screen space in the most effective way. This is especialg/for devices which do use the display
not only for presenting information to the user but also fgoart human computer interactions by
means of integrated touch screens. In this case, the smadirsspace has to be shared between
presentation space and interaction space. It is hencegaygds find new interaction metaphors
for mobile applications.

Regardless of the chosen interaction and presentationoohétin a mobile service, there are
certain types of information and presentation media whiely mot be presented in an appropriate
way on the small screen of a mobile device. Very detailedh lojgality images and video clips
for example may demand the use of a larger, high resoluticeesdn order not to risk to loose
important details. While large scale images may be transdrinto a sequence of images showing
relevant parts of the image (see also section 6.1.7) in dodét on the mobile device’s screen
without sacrificing the level of detail in the images, viddip€ need to be seen as a whole.

The Migrating Characters try to deal with the limited scregre of mobile devices and the
resulting problems by means of different adaptation gjiate A Migrating Character is used as a
general interaction metaphor, however its behavior chedge to the actual user context. Instead
of solely relying on the mobile device, the Migrating Chaeas incorporate available technology
in the environment. The idea is to maximize the input and wiuguiality of a mobile computing
system by automatically determining available, additiamput and output devices in the vicinity
of the user. These devices should be used whenever theygofabbth input and output would
be lower if only the mobile device would be used. The comlimabf mobile and stationary
devices in a flexible way demands a consistent user inteiriaeler not to confuse the users while
interacting with the system. The Migrating Charactersppeiapable of transferring from a mobile
device onto a stationary device in the environment, offehsauiconsistent interface metaphor. The
Migrating Character is used as a unique interaction intetfaut also as an anchor point for the
users while presentations are spanning over mobile aridrsiay devices. By jumping from one
device to another, the Migrating Character guides the ustestion towards different devices
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during multi-device presentations. Furthermore, sincditacapplications are interacting with
the physical world, the Migrating Characters’ attentioftalus guidance capability may also be
expanded in order to guide a user’s attention towards a gdilysbject. For example, by moving
the character close to the object and letting it perform &bog gestures and verbal utterances to
clarify the reference to a particular object (as descrilmeditail in Section 6.3).



3 Previous and Related Work

While the preceding chapter summarized basic concepts thhemesearch areas of object refer-
encing, mobile and ubiquitous computing and life-like etders related to the development of the
Migrating Character technology, this chapter will give areiwview on the scientific state of the
art in these research areas by reviewing a selection of perhiand/or closely related systems.
Unlike the last chapter, this chapter is subdivided intosgigtions. The projects described in each
of the sections were chosen in order to provide a backgroonthé work presented in the later
chapters.

We will start by reviewing relevant projects from the aredifeflike characters. This section is
then followed by an overview on projects which address laedlinformation presentation based
on mobile devices. We will then continue by introducing a temof projects which focus on
the development of life-like characters. These charadtdrabit virtual worlds and are capable
of guiding users through these virtual worlds. The nextisealieals with projects which focus
on life-like characters used in mixed reality applicatiomeaning a combination of virtual and
physical environment. In the last two sections we will firstiew several different approaches
towards a combined use of mobile and/or stationary devindstlzen we will conclude our re-
search overview by looking at projects which support likelcharacter technology in mobile
applications.

Each section will be followed by a brief summarization of timportant aspects of the projects
discussed in the section (with respect to the developmethiedfligrating Character technology).

After reviewing the different systems and prototypes, wk @anclude the chapter with a dis-
cussion of the different projects’ advantages and shoritogsnas well as possible aspects which
might influence the realization of the Migrating Characters

41
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3.1 Projects Aiming at Different Aspects of Life-Like Characters

In this section we will review a selection of projects rethte life-like characters. The selection
of projects was taken to give a short overview on the statdefatt in life-like character tech-
nology. Each of the projects introduced in this section $&suon a different aspect of life-like
character technology. While the CrossTalk project's maitus is on the communicative skills
among life-like characters, the Virtual Human project aah¢he realization of real-time interac-
tive communication between human users and life-like atara. Unlike the first two projects,
the Galatea project’s main goal is to create photo-realegipearances for life-like characters.

3.1.1 CrossTalk

CrossTalk(Baldes et al., 2002) is an interactive installation depetbat the German Research
Center for Artificial Intelligence (DFKI) based on the Avatarena approach(see also Rist &
Schmitt, 2002) developed within the scope of the MagicStejept. In Avatar Arena, simu-
lated negotiation dialogs with affective, embodied comsaéional characters (embedded in a social
context) are staged. The basic idea is to allow users to $mddelegates (avatars) to a virtual
environment where the avatars negotiate on behalf of thesug&osstalk is one example of an
avatar installation allowing users to manipulate the agag@als and attitudes and to watch the
resulting dialogs among the avatars. It features thregaliggents performing simulated dialogs
to present product information. While the first agent, Cgbar introduces and explains the idea
of simulated dialogs among virtual agents, the two othenegenamely Tina and Ritchie, en-
gage in a car sales dialog (Rist et al., 2002). The CrossTalkg proposes a shift from single
agent settings to performances given by a team of agentseag presentation method. The main
idea was inspired by the evolution of TV commercials overghst 40 years. While in the early
TV commercials a single salesperson would enumerate thevedgatures of a specific product,
nowadays we see commercials showing dialogs among sectoad ar even small episodes. The
product information in these commercials is transportea imore subtle way, by being integrated
in a whole story. The repertoire of presentation strategigbe field of life-like characters is
largely enriched by this idea.

The CrossTalk interactive installation consists of a @drtontrol panel with a touch screen
and two additional screens to display the agents (the Cl@deaagent is shown on one screen,
while Tina and Ritchie are shown together on the second isirée addition, each of these two
additional screens is combined with an audio system useentder the verbal utterances of the
agents shown on the corresponding screen. The spatialtlaf/the installation is that of a triangle
in which on each corner there is one screen. These screeal afiented towards the user which
is standing in front of the interactive touch screen. In tiddj the area in front of the interactive
touch screen is monitored in order to detect approachings @s®l to automatically react to their
presence. Each of the three main elements of the installétie. the Cyberella agent on one
screen, Tina and Ritchie on the second one and the intezaciier interface on the third screen)
are run on separate computers. The communication betwese tlements is handled by an
information router based on TCP/IP sockets. The Crosstdgkdctive installation is depicted in
Figure 3.1.

1The MagicSter project homepage: http://www.ltg.ed.atmalgicster/
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Figure 3.1: The CrossTalk installation as shown at the Cefifputer fair in 2002 (source: Rist
et al., 2002)

The CrossTalk interactive installation utilizes the Inivedb Market Place (IMP, see Andre et al.,
2000) as an exemplary application scenario. IMP is a vintgtket place that employs presenta-
tion teams to convey information about products. The udmerving the staged dialogs between
the different members of these presentation teams, lebma the features of the product through-
out the dialog. However, these dialogs are not scripted daptable. The CrossTalk installation
allows users to assign different roles and attitudes to iffereint members of a presentation team
before the actual dialog starts. In this way, a variety diedént sales dialogs can be generated for
one and the same product.

3.1.2 Virtual Human

The Virtual Humanproject (Gobel et al., 2004; Pfleger & Alexandersson, 2084dint project
lead by several main project partners (the German ResearnkeCfor Artificial Intelligence
(DFKI), the Fraunhofer-Institut fir Medien-Kommunikati (Fraunhofer IMK), the Fraunhofer-
Institut fir Graphische Datenverarbeitung (Fraunho@bD) and the Charamel GmbH), aims at
the realization of “realistic” anthropomorphic interaxtiagents, capable of engaging in real-time
human-like affective communications with users. Instebdsing pre-scripted dialogs for multi-
party conversations, the agents in the Virtual Human pt@eedriven by a behavior engine capa-
ble of coordinating the exchange of speaking turns in orewbid incomprehensible speech due
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to overlapping utterances. The project combines stateeshrt computer graphics technology
with a multimodal dialog component which was developed inithe scope of a previous project
at the DFKI (SmartKom, see Wabhlster, 2003 and also Subse8t®6).

From a technical point of view, the Virtual Human platformsisbdivided into a number of
modules which communicate with each other by means of wéilhelé interfaces. This modular
approach allows for different setups, allowing to combirféecent subsets of the available mod-

ules in order to fulfill a specific application task. An oveawi of the main modules forming the
Virtual Human platform is shown in Figure 3.2.
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-Soccer DB and Animation, | | Modeling || Platforms
-Dialog Model - Spoken Input Motion
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Figure 3.2: The Virtual Human Platform - Component-basedhitecture (source: Wahlster,
2005)

The authoring module contains a comprehensive authorivigomment including several ed-
itors allowing developers to configure application scesgrdefine interaction metaphors among
virtual humans and between users and the Virtual Humanraysted to create stories and agents.

The main function of the narration module is to control therat@ve and didactic progress
within a session. Based on concurrently executed dealaratory and learning models, different

scenes, the elementary portions of the variable story direechosen. In this way, during run-time
story creation, scenes are chosen out of a pool of availablees.

The dialog module is responsible for the generation of acticripts to be interpreted by the
player module later on. The dialog generation is subdivitéal three steps. After the dialog is
initialized with a very common representation in the firgpstthe second step adds additional
information to the dialog description (e.g. timing for lgynchronization, emotion). The final step
enhances the dialog script by using fitting animations liadl expressions, gestures and other
animations. The resulting dialog description is forwarttethe next module, the player.

The player module (namely the Avalon player, a componeséta&irtual and augmented reality
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system) is extending the concepts of VRRX3D? (Behr, Dahne, & Roth, 2004). The virtual
world in Avalon is described by a scene graph which definesngé&ac and graphical properties
of the scene as well as the its behavior. For the Virtual Hupiatiorm, a new functionality was
added to the Avalon player, allowing it to interpret scrigenerated by the Virtual Human dialog
module.

- 2 Virtual Experts
Virtual

Moderator

2 Human Candidates

Figure 3.3: The Virtual Human Demonstrator as shown at thBICe&omputer fair in 2006
(source: Wahlster, 2005)

For communication purposes between different modulesimwitie Virtual Human platform,
two different markup languages were defined. While the DimedVarkup Language (DML) rep-
resents an XML-based script-language to initialize a s€eaeit describes all static scene items,
for example the background or the position and orientatiothe virtual characters), the Player
Markup Language (PML), which is also XML-based, allows ted#e the three-dimensional
space containing objects and virtual characters and alssilje actions for these objects (e.qg.
interaction, movement). Within the Virtual Human platfqQribML is used for the communica-
tion between the narration module and the dialog moduleleW#iiL is a mean to exchange data
between the dialog module and the player module.

As mentioned above, the modular setup within the Virtual ldamlatform allows for different
demonstrator setups resulting in different “levels ofliildence” (see Gobel et al., 2004). While
the simplest level consists of predefined scene dialogat@utewith the authoring environment
mentioned above) directly sent to the player, the most eddbantelligence level allows for bidi-
rectional communication between the different Virtual Hanmrmodules, resulting in a variable
story taking into account events caused by user interaction

The Virtual Human demonstrator shown at the CeBIT 2006 cdergair (see Figure 3.3) three

2the Virtual Reality Markup Language
3an open standards XML-enabled 3D file format, successor ofiiVR
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virtual humans were interacting with up to two human paptcits in a tv-like quiz show. The team
of virtual humans consisted of a moderator and two footbailkets. During the presentation, the
participants were shown video clips of famous football samwhich were stopped at the dramatic
climax of the scene. The participants had to guess how theesseuld end (e.g. the player will
score or miss the goal) and could ask the experts about thigiioo. Each of the virtual humans
could be directly addressed by the participants and thealitumans themselves also addressed
each other as well as the participants directly.

3.1.3 Galatea

TheGalateaopen-source software for the development of Anthroponiorppoken Dialog Agents

(ASDA) is being developed by a consortium of universitiesl aasearch institutes lead by the
Japan Advanced Institute of Science and Technology. Tha gl within the project is to de-

velop a software toolkit allowing to simplify the developmief human-like spoken dialog agents
(see Kawamoto et al., 2002).

The Galatea software toolkit combines several differentlufes including a speech recognizer,
a facial image synthesizer and a dialog controller. Eachuieod modeled as a virtual machine
with a simple interface and is connected to a communicatianager, or a broker.

a) Before fitting b) After fitting

Figure 3.4: Fitting a facial model on a photograph with Gadafsource: Kawamoto et al., 2004)

Using these modules in combination allows to realize ASDAgtv are capable of performing
face-to-face communications with users similar to nattmahan-human communications. To
achieve this goal of a very intuitive human-computer intgce, the ASDA must imitate human
behavior during conversations which consists of a comhinaif spoken utterances, gestures and
facial expressions.
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Galatea allows developers to build ASDAs with differentssappearances and different voices
in a very convenient way. During the development phase of@DA several different tools come
to use. A highly customizable text-to-speech synthesitewa developers to individualize the
voice of an individual ASDA by modifying corresponding faggs in the synthesizer. To allow for
individual visual appearances of the ASDA, Galatea makesofisn innovative facial animation
synthesis. The synthesis is based on a single photograpreaf person. This frontal photograph
is then opened in a special editor, which helps the developrstomize a generic face model (i.e.
a 3D mash representing a generic human face) in order to fibtiedual features of the person

whose photograph is being used (this process is brieflytidited in Figure 3.4 and is described in
detail in Kawamoto et al., 2004).

Figure 3.5: Examples of typical expressions rendered walatéa (source: Kawamoto et al.,
2004)

In a next step, using the mouth-editing-tool, 17 contrgllparameters corresponding to 17 lip
parts are modesfied in order to fit the photograph. Since alitmshapes for viserfién English

4A viseme is a generic facial image that can be used to deszpleticular sound. A viseme is the visual equivalent
of a phoneme or unit of sound in spoken language. Using visethe hearing-impaired can view sounds visually -
effectively, “lip-reading” the entire human face (sourdetos definition: http://whatis.com).
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and Japanese are already predefined in the generic modeéwh&SDA is automatically capable
of performing spoken utterances with according, realigtiocnovements (to achieve synchronous
spoken utterances and lip movements, a real-time syndaingninodule is used).

Facial expressions are generated by combining the sadcatiton units (AU). The face is
divided into 44 AUs; each corresponds to a facial muscle ma&vdé. These AUs control the basic
movement of the face (e.g. control the upper lip raiser orrther brow raiser). In Figure 3.5,
four typical facial expressions generated by Galatea goectdel (from upper left to lower right:
happiness, sadness, anger and fear).

3.1.4 Summary

Even though the three projects introduced in this sectidmeak a very different approach towards
life-like character technology, they all share a common.:.gimaimprove the degree of realism of
life-like characters which consequently will lead to anrérased acceptance of such systems by the
human users. By imitating the communication among humatts le-like characters the com-
munication between computers and users becomes morelreatdrantuitive. In order to convey
the impression of life-likeness, it is important to desige behavior of the character as human-
like as possible. When communicating among each other brtwitnan users, life-like characters
should not only rely on spoken utterances but instead, thewld utilize all the secondary com-
munication channels like gestures and gaze, which comestimusiman-human communication,
as well (see also Section 2.4.2). Three preconditions rebd met to allow a life-like character
to successfully imitate the complex human-human commtinita First of all it must be able
to recognize and interpret natural language input as weflessures and facial expressions of
users (and possibly also other characters). Secondly,st beicapable of generating appropriate
answers, or utterances in general, and then it should alsmapeble of determining according
gestures and facial expressions to support the naturalidgegutterance. However, the first two
conditions are useless if a life-like character does ndufesan appropriate visual representation
allowing it to realize the planned gestures and facial esgoms in such a way that a human user
can successfully interpret the communicative acts of tlaeastter.

3.2 Mobile Applications Offering Localized Services

In this section we will give an overview on projects involgimobile computing. We will, how-
ever, focus on projects using localized information sireesé are especially relevant for the de-
velopment of the Migrating Character technology. Pos#ldnformation can be useful in many
different ways in mobile applications. It may be used innmstented environments to locate spe-
cific users of the system and to offer comfort functions toukers, for example, by redirecting
a phone call to a phone physically close to the users loc&inexample is for this is the Active
Badge project, see Section 3.2.1). Furthermore, the ugesiional data may also be used in a
navigation context, allowing a system to automaticallyedira user towards a specific location.
Using different positioning techniques, allows for botldaor navigation (see for example the
IRREAL project described in Section 3.2.4.1) and outdoorigation (the DeepMap system for
example uses the GPS system to locate users in outdoor s sa@e also Section 3.2.6). Finally,
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location-based services may also feature informationeptasion which is directly linked to the
user’s position or context. The ARREAL system (see Secti@43), for example, takes into
account the user’s actual position and walking speed whemstically annotating a map show-
ing the surrounding of the user, while the Sotto Voce profestiewed in Section 3.2.7) offers
information on specific objects in a historical house, dejpgmon the users position. As opposed
to all the other projects reviewed in this section, the Sdtice project does not rely on a hardware
driven solution to determine a users position. Insteadpeets the users of the system to indicate
when they move from one room to another or whenever they twmards a different wall in the
room.

3.2.1 Active Badge

The Active Badge location system (see Want, Hopper, Fakadibbons, 1992) was developed
with the goal to simplify the integration of telephone systsewith computer systems. While
conventional systems make use of “pager systems” as aaofati personnel location, the Active
Badge system offers a completely new approach. The afoitgoned “pager systems” make use
of a central facility which sends out signals to individuateiver units (the so-called “beepers”)
which react to this signal by producing an audible signahddition, the beeper may also display
a number which the paged person should call back. In ordéhéosystem to produce the desired
result (i.e. the transfer of information between the indizand the receiver of the signal), the user
is expected to take appropriate actions by himself afterivery a signal.

The Active Badge system addresses several weaknesses'pates system” approach:

¢ Whenever a signal is sent to a user and the user does not desperipager system” cannot
determine the reason for this. Possible causes are: the lseper may be inactive or out
of reach, the user may have missed the audible signal

e “Pager systems” cannot determine the physically closesttosfulfill a certain task (since
they do not know the locations of the users)

¢ A beeper will always produce an audible signal, regardié#iseocontext users are in at the
moment the signal is received. This may be a disturbancédéusers and may force users
to turn off their pagers in certain situations

The Active Badge idea is to equip users with a small devicekvld traceable within a certain
scope. Instead of contacting the user and waiting for a respover conventional communication
channels (e.g. telephone), the Active Badge networkedesysises the positional information
of each user to determine the communication facility closeshe user’s actual position. The
communication with a particular user is then automaticialitfated using the determined commu-
nication facility. Since the system is aware of the locatiof all users, it may adapt to different
situations. It may, for example, automatically determirféch user (with a certain expertise nec-
essary to fulfill a certain task) is closest to a location wetee user’s expertise is needed. Instead
of contacting all the experts known within the system, itlwilly contact the closest one. The
system may also determine situations in which a user shaldendisturbed (e.g. a user may de-
fine within the system that he/she does not want to be disdusltbéle being in the office of his/her
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boss) by analyzing the location of the particular user and &lking into account the locations of
other users close by.

Several different Active Badge devices were developed &etvd989 and 1992 at the Olivetti
Research Ltd (see Figure 3.2.1 for a selection of four diffeiActive Badges). While the gen-
eral design goal (a small, lightweight device) was keptugiwut the development, the technical
setup changed from a simple infrared transmitter sendingdiractional 5 bit code to a complex
infrared transmitter and receiver integrating a 87C75Iropiocessor allowing the device to send
a 48 bit code and supporting bidirectional communicatioactiEof these senders emits a unique
code identifying the user every 15 seconds. The code entittélde Active Badges is received by
a network of infrared receivers, the so-called Badge Sensae figure 3.6). These sensors are
spread throughout the environment allowing for a good @yeiin order to receive the codes of
the individual Active Badges. Up to 128 of these badge Sensam be connected to a single serial
port of a standard workstation. The sensors are poweredghrthis network. These networks of
up to 128 sensors are then combined over an Ethernet coomadiowing to build networks with
large quantities of sensors.

Alan Jones

S ——

Figure 3.6: left: Four generations of active badges, ritjie:networked sensor (source:
http://www.uk.research.att.com/ab.html)

Within the Active Badge project, several different appiicas using the Active badge tech-
nology have been developed, such as telephone routing asmgpntional telephone networks,
automatic email rerouting to different workstations, amidtgjob rerouting to the closest printer.
The many different applications realized with Active Baslgee discussed in detail by Want &
Hopper, 1992.

3.2.2 ParcTab

The ParcTab system was developed as a prototype at the Xaroxr&earch lab. The main
goal of the project was to evaluate different approachegheruse of mobile devices in office
scenarios (see Want et al., 1995; Want et al., 1995). TheT®arsystem is a combination of
Palmtop computers which are connected via a wireless e@dreonnection to applications running
on different workstations within the office environment. eTRarcTab Palmtop computer and a
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infrared transceiver that allow for bidirectional commuation and feature network functionality
are shown in Figure 3.7.

Figure 3.7: left: The ParcTab mobile computer, right. ThecPab infrared sensor (source:
http://www.ubig.com/parctab/)

The ParcTab Palmtop computer was designed in such a wayhihatsers may easily take
the device with them wherever they go. The size, weight aatufes of the device allow for
spontaneous usage of computers in any given location amydinae. The Palmtop device does
not feature a power switch, since it is automatically turnadvhenever the user starts to interact
with the device and it also turns of autonomously after aagenperiod of inactivity. The device
has a constant network connection allowing it to commuaiaeith other devices and services
within the same network. The location of each ParcTab P@mtonputer is available within the
system at all times and is derived from the location of thea®d transceivers communicating
with the mobile devices.

The system offers context information, for example, lamatitime, and other users close to
the user in focus. This context information is used to adaptbiehavior of the many different
applications which were developed within the scope of thre R project. The applications were
subdivided into classes of applications sharing certatiribates. For example, theontextual
remindersremind a user of certain events which take into account nigttbe time at which the
event occurs but also the location of the user and the presainothers around the user. The
Tabdrawapplication allows users to drop virtual post-it notes om BarcTab Palmtop devices of
other users. Further applications are an email client, adsdbr and an application which allows
users to determine the location of other users of the systigninva building.

3.2.3 DoC - Lancaster University - GUIDE

The GUIDE system was developed at the Department of Congp(ifinC) at the Lancaster Uni-
versity to providean intelligent electronic tourist guidéas described in detail in Cheverst, K.,
Davies, N., Mitchell, K., Friday, A., & Efstratiou, C., 20p@ the city of Lancaster. The GUIDE
system combines several different techniques (contextemeas, personal computing technolo-
gies, wireless communications and adaptive hypermedisipport the information and naviga-
tion needs of a visitor to the city of Lancaster. The systeassgh is based on a distributed cellular
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architecture(see Figure 3.8). The information requiredfith navigation and information issues
is broadcast by cell-based stations to mobile devices. erhesadcasts may be scheduled or in
response to user requests (as discussed in Davies, N.,dllitgh, Cheverst, K., & Blair, G.,
1998). The information broadcast is based on the locationtla® user preferences. Information
for a given geographic area is broadcast by specific baferstanounted in the region. The
system supports back-channelia both fixed and wireless links, enabling interactive smy
and time-critical information broadcast. The mobile degicun a customized web-browser to
present the information to the user. The Fujitsu TeamPa@, féaturing a transflective screen to
improve readability in direct sunlight, was chosen as tlie®rstem. While driving a wireless net-
work card, the running time of these devices was approximate hours(which was considered
suitable for evaluation purposes but not enough for setigesof the system).

Browser +new

filters and transport mechanisms :
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Internet traffic Cormrunication via
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Figure 3.8: The GUIDE Architecture (source: Davies, N. et E)98)

The user interface allows a user to choose among severlaitftours, to navigate to a specific
geographic region or to get detailed information on a regiod its nearby attractions. Available
options vary due to the user’s context and preferences.s®iso vary according to opening times
of sights to visit. The GUIDE system has been evaluated inphases:

e an expert walkthrough

e afield trial

The field trial involved sixty people who volunteered to ulse system. Results showed that the
overall opinion was that the context-aware navigation afiorination retrieval were both useful
and reassuring (results are discussed in Cheverst, K.eBaNi, Mitchell, K., & Smith, P., 2000).
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3.24 REAL

The REAL project is part of the “SonderforschungsbereicB 3Ressourcenadaptive Kognitive
Prozesse” (see Wahlster & Tack, 1998). This special resegouip deals with resource adaptation
in cognitive processes. The central question to be answerde course of the REAL research
project is: “How may a mobile person navigation system adaphe recognized technical and
cognitive resource restrictions of its user, by altering pinesentation of way descriptions?” (this
question is discussed in Baus, Kriiger, & Butz, visited 3005
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Figure 3.9: System architecture of the hybrid person n&agaid (source: Baus et al., visited
2005)

Within the scope of the REAL project, a resource-adaptivéiteacavigation system is devel-
oped (described in detail in Wahlster, Baus, Kray, & Krijjg#01). The techniques developed
in the course of this project are implemented and evaluaiédo different scenarios. While the
IRREAL sub-project (Butz, Baus, & Kriiger, 2000) is used ifaloor (building) navigation, the
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ARREAL sub-project (Kruppa, 2001) is used for outdoor natiign. Both sub-projects are com-
bined to build a hybrid(both indoor and outdoor) person gation system. Figure 3.9 shows the
integration of both sub-projects into the combined navigasystem. Important aspects of the
different sub-projects (belonging to the REAL project) discussed in the following subsections.
In addition, the REAL system offers the opportunity to usdaianary information system in
order to prepare the navigation task. The stationary compmtas explained in Section 3.5.5.

3.24.1 IRREAL

The IRREAL scenario implements a building navigation systeased on hand-held PDAs and a
number of strong infrared transmitters. The PDAs are stahdevices such as 3Com Palm Pilots
or the Handspring Visor are used as display units. The PDAgemae of their built-in IrDA
interface to receive up-to-date information and diretiblansmitted via the infrared transmitters.
Figure 3.10 shows an infrared transmitter and a Palm Pildte dustom built transmitters are
placed strategically throughout a building. They featuteaasmitting range of about 30 meters.
Due to the design of the system, the information transmitial be adapted according to the
position (position accuracy is in the range of a few meteng) @rientation of the user. A browser,

Figure 3.10: Palm Pilot and infrared transmitter in the IRREproject (source Baus et al., visited
2005)

running on the PDAs, was developed to display both texts amghics. The browser also features
hyperlinks to allow the user to follow links between diffetdopics. It is also possible to save
data, to allow the user to review the information transrditte
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3.24.2 ARREAL

The ARREAL component (see Kruppa, 2001) realizes the outdawgigation within the REAL
resource-adaptive navigation system. The ARREAL pro®tigrealized using “off-the-shelf
technology”. It combines a small notebook, a standard GEB&wer, an electronic compass and a
clip-on display. The notebook and the GPS receiver arerated in a backpack (see Figure 3.11).

Figure 3.11: The hardware components of the ARREAL pro®t{gource: Kruppa, 2001)

The clip-on display features a small display which may bedfiga a arbitrary pair of glasses.
The main benefit of such a display as compared to a PDA or lapsptay is the fact that it allows
a user to perceive information on the display while also rnooimg the physical world. In addition,
a clip-on display allows for hands-free operation whichasywhelpful in a pedestrian navigation
system. The electronic compass is used to determine thaatien of the user. In addition, since
the electronic compass is held in one hand by the user, it tsaypa used as a 3D pointing device,
allowing the user to request information on particular ptgisobjects by pointing at the object
and pressing a button on the electronic compass.

The pedestrian navigation system supports two differerdaan

e The navigation mode, allowing a user to state a destinatihtlaen subsequently guiding
the user towards his/her destination by giving aural andalisues
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e The exploration mode, where users are free to move in angtitirewithout stating a desti-
nation beforehand. In this mode, the system assists théys#fering information regard-
ing objects which are physically close to the user (e.g.dujs and institutions located
inside these buildings)

The information presented on the clip-on display is adapiegending on the cognitive load
of the user and the different modes available. In explonatimde, the user is shown a detailed
birds eye view with annotations on objects close to the uBerring a navigation task, object
annotations are reduced to those objects which are relévahe task. The user is guided by
verbal descriptions and arrows shown on the map, pointingrts the next waypoint (as shown
in Figure 3.12). If the user is in a hurry (determined by therssactual speed based on the
continuous GPS signal), the map will zoom out which results less detailed, but broader view.

Q
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Mathematisches Institut

Figure 3.12: Exemplary screenshot of the ARREAL SYSTEM dmal dorresponding physical
situation (source: Kruppa, 2001)

3.2.5 HIPS

The HIPS Hyperd nteraction withinPhysicalSpace) project deals with the development of hand-
held electronic tour guides, allowing a tourist to navigdwe®ugh physical space while receiving
pertinent information. Application examples are city gggdand museum tour-guides. The system
provides contextual and personalized information basetherposition detected by the system
(see Broadbent & Marti, 1997). The user is guided by audiosagss generated by the system
(messages include instructions to find an item of interestciptions of items with references to
items seen earlier and to others still to be seen). The pexbémformation in HIPS is generated
dynamically allowing to integrate user requests and pegiegs. The system is able to identify a
situation and to select an appropriate information prediemt according to the user’s context. The
system is based on a client-server structure. The cliealiethippieg are pen controlled palmtop
computers, featuring a small screen and headphones. HEmischre carried around by the user.
To localize the clients, different techniques are used, edgar@PS, infrared or radio frequency
beacons. The client-server communication is realized wial@ss communication technologies.
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3.2.6 DeepMap
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Figure 3.13: A screenshot of the DeepMap tourist guide (@uvlalaka, visited 2005)

In the DeepMap project a digital mobile tourist guide is deped. The project combines
several computer science research areas (Klaus Tschiral&ien, visited 2006):

e geo-information systems

data bases

natural language processing

intelligent user interfaces

knowledge representation

The project is divided into several sub-projects coveriagtipular aspects of the final sys-
tem. These sub-projects develop prototypes which are cwdbinto the DeepMap system.
The DeepMap - GISGeo Information Systems) sub-project provides access to several differ-
ent databases, like historical-, geographical-, and $eurformation databases. A virtual tourist
guide (see Figure 3.13), in combination with a city guide thoe Internet, enables the user to
prepare his visit and plan a tour.
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In the sub-project Integrated Map, methods to include azledata sources into the DeepMap
system are developed. These external data sources indigimation about hotels, restaurants,
and cultural events. The information comes in many diffefermats. The goal is to enable
DeepMap to make use of such information without depending oertain database format. An-
other aspect of Integrated Map is to enable the user to useveti®n services (e.g. ticket reserva-
tion or hotel reservation) via DeepMap.

The Talking Map sub-project deals with language procesiingourist information systems.
Talking Map combines both recognition and generation ofirgianguage. The recognition part
is subdivided into a speech recognizer and a language waddisg module, allowing the user to
retrieve a desired information or to activate a certain tasknatural way. For example, the user
can ask the system to navigate to a certain point of intefBisé speech recognition is speaker
independent. Talking Map features a spatial cognitionremgallowing the system to translate the
spatial information contained in natural language utteeannto a geometrical representation. The
natural language generation allows the system to generatersces including spatial information
(e.g. “turn left and follow the street” ...) as well as totxiisformation.

The Virtual Map sub-project deals with the 3-dimensionalorestruction of Heidelberg (the
city, where the DeepMap prototype is being tested and etelila The reconstruction includes
both historical and actual states of the city. The VirtualpMaub-project uses computer vision
technologies to support user localization and navigatieks.

3.2.7 Sotto Voce

The basic idea behind the Sotto Voce project (see Aoki et2@02) is to build a guide system

for a historical house taking into account the special neédgsoups. Instead of solely providing

information to individual users, the system is capable gipsuting as well as encouraging com-
munication among group members. In most cases, partisigdmtocent-led tours are turned into
a passive audience and audio tours often force users iaio(Hood, 1983). In order to engage
visitors into conversation, the electronic guidebooknfirg the central part of the system, sup-
ports technologically mediated sharing of informationadli@ content. This sharing mechanism
is calledeavesdroppin@nd will be explained later.

The Sotto Voce prototype consists of several guidebookcdsvi These devices combine a
Compaq iPAQ 3650 hand-held computer featuring a high résalicolor touch screen with a
wireless local-area network (WLAN) card. In addition, heetd that do not fully occlude the ears
and hence still allow users to communicate verbally withheather, are connected to the iPAQ.
In order to support the audio sharing mechanism, two guidlelievices may be paired over the
WLAN using standard Internet protocols (UDP/IP). Since #uglio content to be presented is
fixed and pre-installed on each guidebook, only synchreioizanessages need to be exchanged
between the paired guidebooks (e.g. “start playing clig'stop playing clip y”).

The user interface of the prototype is subdivided into twgiaes (see Figure 3.14). While a
small region in the upper part of the touch screen featuresdifferent groups of radio buttons,
one for controlling the eavesdrop mechanism which we willade below and the other one
which allows users to select the room in which they are latafEhe major, lower part of the
touch screen is used to display a photograph of a wall of tbenrim which the user is standing.
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Fllolia

Figure 3.14: The Sotto Voce prototype setup (source: Aokilet2002)

By pressing hardware buttons on the iPAQ, users may chamgevdh displayed on the touch
screen. The photographs resemble a visual interface witbrisuto select audio content related to
specific objects on the walls. The photographs displayed aet of Hypertext Markup Language
(HTML) image maps. If a user taps on the screen and hits thettaegion of an image map, the
audio content corresponding to the tapped object will beexta If a user taps on a region which
is not linked with an object, the guidebook displays tranistarget outlines appearing around the
objects that may be tapped.

The eavesdropping mechanism allows two users of the systehmre audio contents. When a
visitor selects an audio clip by tapping on the touch screkea,always hears that particular audio
clip. However, if the second person is playing an audio @lipile the first person is not currently
listening to an audio clip, both users will hear the samea@autip. Audio clips are never mixed,
and personally selected clips always take precedence. [afiegek of audio clips is synchronized,
which means that, in the case where both users are listemidifférent audio clips, and one clip
is shorter than the other, the corresponding user will nat tiee other users audio clip from the
beginning, but from the actual playback position. Users nmtrol the eavesdrop mechanism by
either turning it off or by selecting two different volumettsegs.
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3.2.8 Summary

A central characteristic of a Migrating Character is itsaaifity to guide a user in physical en-
vironments. It is hence necessary to supply a Migrating &tar with positional information so

that it may apply its navigational skills. Furthermore, thesitional information is also neces-
sary in order to allow the character to perform referencgshiical objects and more generally
speaking, to allow the Migrating Character to provide laoabased services.

As already discussed in Section 2.3, one of the main bendfitsobile computing technol-
ogy, apart from the basic fact that it is available in a mobatext, is the possibility of offer-
ing location-based services. These services which areeémv@y or another directly linked to
the users’ (i.e. the systems’) actual locations represemvaclass of services which are driven
through indirect interactions of the user with the systerg.(#he user's movement through physi-
cal space, interactions with physical objects). While irbifeonavigation systems, the positional
information is directly processed and integrated into th&ter planning and navigation task, it is
also possible to link electronic information to physicatdtion, as is the case in mobile tourist
guides or also museum guides. By establishing this logickldetween the virtual world and the
physical world, new interaction metaphors for navigatihgotigh the virtual information space
arise. Instead of offering all available information at igvlocation, and, hence, possibly over-
strain the user when trying to find a specific peace of infoiznabn a mobile device, the elec-
tronic information can be structured according to the ptgldayout of the environment. In this
way, a pre-selection of relevant content which is diredtiikdd to a specific physical location may
be achieved. For example, in a cultural heritage settingn(#e case of the Sotto Voce project,
see Section 3.2.7), information regarding certain exhiisitonly relevant when standing close to
the particular object, especially if the information to regented directly refers to certain details
of the exhibit which can only be explored, when standingtrighront of it.

Depending on the different types of applications, the dquaif the positional information
needed for a specific service in order to work properly may.varhis is, for example, quite
obvious when comparing a car navigation system with a padegstavigation system. While the
car navigation may restrict the user’'s movements to streitén the systems maps (since cars are
expected to only move on streets) regardless of the actgitigpoderived from the positioning
service, a pedestrian may basically move everywhere. &umtibre, on a pedestrian level, a few
meters of difference in positional data may make a big dfiee (for example being on one side
of the street or the other), while an positional inaccuracg tew meters does not usually pose
problems to a car navigation system. But even within the grfumobile applications especially
tailored towards use by pedestrians or visitors of museurdsahibitions, the necessary quality
of positional information may vary. When linking electronnformation to physical locations it
is important to be able to clearly distinguish between déffe: locations being linked to different
data. For example, in a museum, depending on the distanageaxhibit from the other, a high
guality positioning system may be needed or sometimes drapgroximation may be sufficient.
It is, however, important to either guarantee that a usev&tion will be available at any time
while using the mobile system (which is almost impossible}ooprovide some kind of backup
mechanism which allows the mobile system to continue to wadn though the functionality will
probably be limited in such a situation.
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3.3 Life-Like Characters Guiding Users in Virtual Reality A pplica-
tions

The Migrating Character technology described in this woik alow life-like characters to ac-
company users while exploring physical environments. Heurhore, the Migrating Characters
will be capable of guiding users through physical environta@nd they will especially be able to
refer to physical objects by imitating the way humans penfeuch references (e.g. moving closer
to the object, pointing at it, referring to it verbally, étcln this section we will review a number
of projects which have realized such capabilities withie-like characters inhabiting virtual en-
vironments. However, the Migrating Characters are thelffestike characters transferring these
features from the virtual to the physical world.

3.3.1 PPP Persona

The PPP (the Personalized Plan-based Presenter, seg Ristr& Mduller, 1997; André, Rist, &
Miuller, 1998a) system was developed by the German Res&muter for Artificial Intelligence
(DFKI). The main goal behind the project was to develop ageakzed presentation agent, capa-
ble of providing multimodal instructions for the operatiohtechnical devices. The PPP Persona
combines spoken utterances (or written text in bubbled) paiinting gestures on visual objects
on the screen in order to highlight certain details relevarhe current explanations given by the
presentation agent. In order to highlight details whichareof reach of the presentation agent,
the agent utilizes a virtual pointing device (i.e. a linewdnebetween the agents hand and the target
object, see left-hand part of Figure 3.15).

] Player

Describe-Object
Show-Image Label

Presentation =
Planner Speak point

Figure 3.15: PPP Persona: screenshot and architectutg defple presentation plan (right)
(source: Rist et al., 2004)

The presentations performed by the PPP Persona are sevigm.dif hese presentation scripts
contain a specification of a multimedia presentation ctingi®f instructions for the presentation
agent (i.e. text to be spoken or displayed, timing of gestarsd utterances) and a temporal de-
scription of the sequence of multi-media objects to be digdl during the presentation. These
scripts are automatically generated prior to the presentaxecution. The generation process
takes into account the presentation goals as well as genepatrameters, such as time constraints
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regarding the presentation or the user’s personal expeértithe current area of interest. The pre-
sentation planner starts the generation of the presentatidpt by decomposing the complex

presentation recursively until all sub goals have beenaeditio elementary production, retrieval,

or presentation tasks. The resulting structure of thisgeeds a hierarchical presentation plan (the
right-hand part of Figure 3.15 shows a portion of a hiera@hpresentation plan). This presen-

tation plan is then transformed into a presentation scngtfarwarded to a player engine. This

dedicated player engine is responsible for the synchrdmiayback of the agents animations and
verbal speech output as well as the display of all involvedtirmedia objects and text elements.

A symbolic representation of the script generation andiial process is shown in the middle of

figure 3.15.

The PPP Persona was adapted to work in many different sosreard applications. For exam-
ple, the presentation agent was used to advertise accontiorodéfers from those found on the
Internet in the WebPersona project (as described in Arkigt, & Miller, 1998b). After the user
has stated an initial request, the system looks up a matdfiagon the Internet. In addition, a
presentation script is generated which later transcrib&sa presentation performed by the PPP
Persona, which uses gestures and speech to highlight spitiils.

3.3.2 Cosmo

The animated pedagogical agent “Cosmo” (see Towns et @8;1¥hnson, Rickel, & Lester,
2000) has been developed with a specific goal in mind: To ingdeictic believability in ani-
mated agents inhabiting virtual environments. The idea @&lbw an animated agent to refer to
virtual objects in the same way humans would do it, by contiwna of speech, locomotion and
gestures. Implementing such human behavior in an animagext diving in a virtual 3D world
should not only improve the believability of the agent, hwtduld also allow the character to dis-
ambiguate references to objects within the virtual wontgtéad of relying on verbal descriptions
alone, Cosmo is capable of moving towards the target objeeiddition, it may also gaze into the
direction of the object and it may also perform pointing gess to further clarify the reference.

In order for the agent to be able to create utterances, dgestures and motions, it must have
sufficient knowledge of the positions of objects within thitual world. Furthermore, it must also
know its own relative position with respect to the relevahjects and it must keep track of its
previous explanations. To fulfill these requirements, Codeatures a spatial deixis framework
for achieving deictic believability. Within this spatiaéixis framework, the planning mechanism
for deictic gestures, locomotion and speech is subdividamithree phases.

In the first step, the ambiguity appraisal, the system detesnwhether a reference to the target
object may be ambiguous. Based on an explanation plan wthaltds la record of objects the
character has referred to in previous utterances withirsdinee explanation sequence, the system
calculates an initial potential for ambiguity when refagito the target object (i.e. the system
determines whether the object was referred to within thetias utterances and whether there
were other objects also referred to within these uttergnces

The next phase is the gesture and locomotion planning. Bagetie previously achieved
ambiguity appraisal, the system employs a world model sgmting the relative positions of the
objects in the scene to plan the character's movement amdiqgpigestures. The system decides
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whether it is necessary for the character to point at thetanigject. If so, the system then decides
whether the character should move closer to the object, bigganto account the proximity of
objects in the world. If the target object and another olgeetclose to each other and if both were
referred to in the last two utterances, the character wilkita move closer to the target object.
Each object within the virtual world is associated with atotogical category. If there are objects
of the same category close to the target object, the charadtealso move closer to the target
object. In addition, the character will also approach thigagobject, if the object is unusually
small (this attribute is annotated in the world model).

The final step is the utterance planning phase. To produckering expression consisting of
the appropriate proximal (“this” or “these”) or non-proxain(“that” or “those”) demonstratives
and pronouns, the deictic system considers the world mtdehmbiguity assessment and focus
information. The resulting utterance is also influencedhgyrelative locations of the target object
and the virtual character.
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Figure 3.16: Cosmo and the INTERNET ADVISOR world (sourcester et al., 1999)

As a test bed for the Cosmo character, a learning environmagstchosen. In order to foster
the evaluation of the deictic believability of the characthe learning environment should be
populated by many similar objects and it should involve @f@m-solving task requiring students
to make decisions based on factors included in the envirohriide Internet Advisor application
(see Figure 3.16) offers the required parameters. Theabmtarld in the Internet Advisor consists
of many routers and networks. Integrated in this virtual ld/és the Cosmo character which
interacts with the students while they learn about networking mechanisms. The student’s
task, after an initial explanation by Cosmo, is to escortekpathrough the network by navigating
through a number of sub-nets. During the initial explamatod whenever the student is in need
of advice (which is determined by analyzing the decisiores dtudent takes), Cosmo provides
hints and explains fundamental concepts by highlightingiqdar routers or networks. Within
this setting, disambiguation of object references is vempdrtant.
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3.3.3 WhizLow

The explanatory life-like avatar WhizLow (see Lester, Bettoyer, Grégoire, & Bares, 1999)
inhabits a 3D learning environment called CPU CITY (see &gld7). The main purpose of this
3D learning environment is to teach students (non-techniggices) the fundamental principles
of computer architecture and systems. The CPU CITY 3D wald simplified 3D model of

a motherboard consisting of three main components: theoraraccess memory (RAM), the
central processing unit (CPU) and a hard drive. These diffecomponents are represented as
simple 3D geometric objects within the 3D world and they asanected with each other via
buses (represented as streets in the 3D world). The reguititual world resembles a cityscape.
The purpose of the life-like avatar WhizLow is to performiacs within the 3D world which are

- Untitled - gdemo 0] x]
File

Figure 3.17: WhizLow in the CPU CITY 3D learning environmésource: Johnson et al., 2000)

specified by the students in a high-level programming laggud@hese high-level task descriptions
are then, in a number of consecutive steps which we will desdn detail later on, transferred
into a usually several minute demonstration in which Whizlgerforms all the necessary steps
to fulfill the task specified by the student. In addition, thatar also fills in helpful explanations
regarding the actions he performs in order to achieve thesgaied by the student.

The transformation of the initial task description giventbg student to the final demonstration
performed by WhizLow is initialized by a transformation rinchigh-level task description to a
task tree whose leaves are action specifications for thexctesrto perform. In order to do so, a
goal decomposition planner takes into account a rich reptation of task knowledge. The action
specifications at this stage are however only recommendatay the avatar which still need to be
interpreted within the physical realities of the 3D leaghanvironment.

The next step is the explanatory task interpretation. Basethe sequence of action descrip-
tions calculated in step one, the interpreter utilizes @sarld knowledge in order to determine
the navigation, manipulation and verbal behaviors for theialow avatar. Navigation behav-
iors are based on the physical layout of objects in the Jimwald and, hence, involve a route
planning mechanism. Manipulation behaviors relate tolsingtual objects which are to be ma-
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nipulated during the planned task and verbal behaviorseayeemced to create the accompanying
explanations.

Finally, a narrative cinematography planner is used tordetee an optimal sequence of shots,
zooms and pans for the virtual camera that “films” the avataitenperforming the user specified
task. The resulting presentation, as in contrast to directhtrolled life-like characters (for exam-
ple Steve, see Section 3.3.4), enables students to obselife-Bke avatar while it takes all the
detailed actions for the student. Thus, students can atteting concepts in the domain.

3.3.4 STEVE

The animated agent STEVE (Soar Training Expert for VirtuaViEbnments, see Rickel & John-
son, 1999 and Marsella, Gratch, & Rickel, 2004) was espgail@signed to support students in
learning how to perform physical, procedural tasks. STE¥Eapable of achieving this goal by
either demonstrating how to perform a certain task or by toang the student while performing
the task and by giving comments and advices according tottigests decisions. Steve inhabits
virtual 3D worlds featuring virtual objects, possibly ottmmimated agents and human users. The
users are experiencing the virtual 3D world by using a comtibn of a head-mounted-display,
several position sensors on the users heads and hands,ghodatea set of headphones, and a mi-
crophone. This hardware combination allows users to ioteraturally with the virtual world by
pointing at objects, grabbing objects and by using spokeguage to communicate with STEVE.
In order to allow STEVE to successfully work in task-oriehtmllaboration settings, the agent re-
quires the capabilities of perceiving the state of the wirtmorld and assessing the state of goals.
In addition, the character needs to be able to construcsptaachieve certain goals and then it
should be capable of autonomously navigating through ttieali3D world to execute its plans.

The architecture of STEVE is divided into three major comgrae: a perception module, a
cognition module, and a motor control module. The percepti@mdule monitors messages from a
message dispatcher, which is used as a communication gelb@tvaeen all components allowing
each component to register for specific types of messagedocaadtomatically identify those
messages that are relevant for STEVE. These messages manmyation about changes in the
state of the virtual world which are the results of actionsitier human users or animated agents.
For example, by pressing a button, a light may be turned orffoiTbe perception module, after
parsing these messages, forwards the relevant informititre cognition module. The job of the
cognition module is to analyze these data and to choose jaigte goals accordingly. Based on
these goals, the cognition module constructs and execlates and sends commands to the motor
control module. The motor control module controls the agdmdy by translating the higher level
commands received from the cognition module into a sequehaeimation primitives which are
sent via the message dispatcher to the simulator for finaigim.

As an application example, STEVE was integrated in a scenghniere students have to learn
how to operate and control machines aboard a ship (FiguBsBdws STEVE demonstrating how
to inspect a high pressure air-compressor). Each lessonsafbr different interactions and the
flow of the whole session is open ended. At the beginning df sassion, STEVE explains the
task to be completed during the session. After this intramlygart, STEVE starts to demonstrate
all the necessary steps in order to achieve the actual gaalever, the students are always free
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Figure 3.18: STEVE describing a power switch (source: Mgt al., 2004)

to interrupt STEVE for a question (e.g. “Why do | have to prdss button?”) or to finish the

task themselves. In case a student decides to finish the yabkriself, STEVE switches to a
monitoring mode. In this mode, STEVE analyzes each actiofopeed by the user and gives
comments and offers advice if necessary.

3.3.5 Summary

Even though the projects described in this section are different from one another, they share
a common goal, namely to allow a life-like character to guddasers attention towards specific
virtual objects located within the virtual world the chaeacinhabits. The various application
scenarios as well as the different virtual worlds have |leeskveral approaches in order to realize
the desired capabilities within a life-like character.

The two-dimensional world of the PPP Persona (see sectiy) [&ad to a solution enabling the
character to perform simple pointing gestures in combamatiith utterances shown in bubbles.
If the target object is out of reach for a pointing gesture,Rf*P Persona utilizes a simple, virtual
pointing device in order to highlight a certain detail. Thegentations performed by the PPP
Persona are script driven and include a sequence of andoteiia objects which is synchronized
with the characters explanations. As opposed to the othee throjects reviewed in this section,
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the PPP Persona inhabits a virtual world which does not requ@mplex character movements.
Instead of having characters moving through the virtualldyahe virtual world is adapted in each

presentation step (i.e. media objects appear and disapjosarto the characters location on the
screen).

All other life-like characters presented in this sectiohahit three-dimensional worlds. When
either of these characters needs to refer to a particulacbhijthin the virtual world, it first needs
to ensure that it is close to the object. If that is not the cadeas to automatically determine a
way to move close to the object first. Moving through thesedktimensional worlds does not
only require a route finding algorithm but it also demandsaglete knowledge covering all the
objects as well as all the pathways within the 3D-world. Remnore, the characters also have
to decide, how close to move to an object and which type ofeefee to perform. The Cosmo
character (reviewed in Section 3.3.2, for example, is ciapattautomatically deciding, whether a
reference to a particular object within the 3D world demamis of the following actions:

Relocation of the character to another virtual room or sohs® closer to the relevant
object

A pointing gesture towards the object

A head movement and a gaze towards the referred object

A spoken utterance identifying the object

A complex set of rules, in combination with a very detailedriddknowledge database is em-
ployed by the character in order to plan its own behavior dupresentations which include
references to virtual objects. The rules which come to useméle the way in which humans
refer to physical objects. Humans take different stragefpe object references, depending on the
type of object they refer to as well as the context in whichréference occurs. Sometimes it
may be sufficient to describe the object verbally, for examplhen referring to a car by saying:
“The green car”. However, if this reference is possibly agnbus, because there are other green
cars around, different strategies may be applied to furtteify the reference. One solution is
to expand the verbal description by adding further deteilg,: “The green convertible”. Another
option would be to use a pointing gesture while saying, “Theeg car over there”. If all these
strategies fail, a last solution is always to move closehtodbject in order to clarify a pointing
gesture.

Also especially important is the capability of humans toda a changing context. If an
object (e.g. a small indicator light) can change its coloese changes have to be reflected when
referring to the object. The animated agent STEVE (see @e&ti3.4) is capable of constantly
monitoring the status of the virtual world it inhabits. Ifetlstatus of some object is changed, or
if an object is removed or added to the scene, these factaimgrated in a status model of the
world. In the STEVE prototype, both STEVE himself and thersswe allowed to use objects
within the virtual world and thereby change the status ofwtbhed. These changes are constantly
monitored by STEVE and reflected in its own behavior.
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3.4 Life-Like Characters in Mixed Reality Applications

The life-like characters described in the last section ladire a common peculiarity, namely the
fact that they are limited to virtual reality scenarios. THgrating Characters take a different
approach which will allow them to work in virtual as well asphysical environments. However,
there is not only the completely disjoint worlds of virtualdaphysical reality, there is also some-
thing in between. According to Milgram and Kishino (1994jette exists a virtuality continuum

(as illustrated in figure 3.19). Milgram and Kishino defineegithing which is in between real

environment and virtual environment axed reality

" Real Y Augmented Y Augmented Y Virtual

" Mixed Reality |

\ Environment | Reality )\ Virtuality ) Environment )

Figure 3.19: The Virtuality Continuum (according to: Mitgn & Kishino, 1994)

Mixed reality is hence either augmenting the physical wevlth virtual objects or the other
way round, augmenting virtual worlds by including physiobjects (or representations thereof).
André, Dorfmiuller-Ulhaas, and Rehm (2005) transfer timtual continuum by Milgram and
Kishino to the research area of life-like characters. Is #@ction we will review projects which
aim at the realization of life-like characters in mixed mgedpplications. While in the first project,
MACK, the mixed reality is constituted by a virtual characie a virtual world, performing 3D
pointing gestures towards objects from the real world, #wsd project goes a step further. By
using augmented reality technology , the Virtual Augsbuaqtype allows a user to interact with
objects in the physical environment while also interactintn a life-like character being overlaid
on the real world image. Furthermore, the user may indirexthtrol the character by manipulat-
ing physical objects.

3.4.1 MACK

The MACK (Media lab Autonomous Conversational Kiosk, sesodbtocky & Cassell, 2002)
project, conducted at the Massachusetts Institute of T#ogy (MIT), aims at the realization of
a embodied conversational agent capable of assisting aruading a particular location in a
building by means of direction giving. The agent utilizescanbination of speech and gestures
to perform and clarify the direction giving. For user inptlite agent also realizes a multimodal
approach, allowing users to interact with the system by meépointing gestures combined with
natural language. The communicative capabilities allovger to interact with the agent without
any need for training, since the utilized communicationt@eols are commonly known and are
used by ordinary users in daily life.

The agent itself is a 3D animated blue robot located on a fixsibeary information kiosk.
In order to achieve the illusion of maximum immersion of tigest in the physical environment,
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the kiosk features a camera oriented towards the back ofitts.k The video stream taken by
the camera appears behind the agent by using a video mixehvgialso integrated into the
hardware setup of the environment. When looking at the afitiu continuum of Milgram and
Kishino (see Figure 3.19) we see that the approach used MAEK prototype is located in the
area of augmented virtuality. Figure 3.20 A shows the agerhe kiosk with the aforementioned
immersion technology.

Figure 3.20: MACK performing pointing gestures and intérag with a user (source: Stocky,
2002)

In order to allow for the multimodal input by the user, MACK ploys speech recognition in
combination with two additional sensors. While the first aapressure-sensing chair mat, is used
to detect user presence, the second one, being an embedde®M/Aablet (a touch sensitive
device used with a stylus), is used to detect user gesturesapn The map is located on the
WACOM tablet and a user may hence produce a multimodal ictierg for example, by saying:
“How do | get here?” and then pointing with the stylus on theids location on the map.

The reactions of the agent are performed in a similar fashite agent may utilize a combina-
tion of spoken utterances and pointing gestures. The gssparformed may either happen on the
screen of the kiosk, by means of a 3D pointing gesture peddrhy the agent (see Figure 3.20 A
and 3.20 B for two examples pointing gestures), or it may kagp the real world, by using an
LCD (Liquid Crystal Display) projector mounted on top of thep to highlight a specific detail
or region. The gestures and utterances are calculateddingdo the agent’s own location and
orientation which are known to the system.

The agent progressively uses three different methods aontigyuate directions given:
1. Relative descriptions like: “Do you know the great stadtithe main entrance?”, “It's right
there!l”

2. Explanations including deictic gestures like: “Go thghuhat door...” while pointing at the
mentioned object

3. Map-based route planning like: “Go to the elevator fifsivhile highlighting the object on
the map

Stocky and Cassell (2002) base their decision of using tinese methods for the MACK agent
on the results of a user study during which participants \&sked to find their way to two different
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locations by asking passersby. The location chosen foetimsractions allowed the participants
and passersby to utilize a map. The results of the studyateticthat humans tend to use the three
strategies mentioned above for direction giving, usualtyh & tendency to try relative descriptions
first and only utilizing the remaining strategies if the fiose fails. This typical behavior was then
realized in the MACK prototype.

3.4.2 Virtual Augsburg

The Virtual Augsburg project (see André, Dorfmiller-diis, & Rist, 2004) conducted by the
Multimedia Concepts and their Applications groapAugsburg University, is taking a very dif-
ferent approach towards the realization of a life-like elcéer in a mixed reality scenario. Instead
of augmenting the virtual environment of the character wéresentations of physical objects,
as in the case of the previously mentioned MACK project (sedién 3.4.1), the synthetic char-
acter Ritchie, which was developed for the Virtual Augsbprgject, is augmenting the physical
environment of the user. So, in the sense of the virtualitytiooum of Milgram and Kishino
(see Figure 3.19), the Virtual Augsburg project (i.e. thetlgtic character Ritchie) falls into the
area of augmented reality. In a prototype application, Eettdp application is jointly explored by
the user and the synthetic character Ritchie. The appitatbmbines a real city map of the city
of Augsburg, being laid out on the table, with overlaid vatt@D buildings of the city center of
Augsburg (see figures 3.21 and 3.22).

Figure 3.21: Virtual Augsburg: Physical interaction anacking system (source: André et al.,
2004)

In this way, the user and the character share a common phyggiaee allowing for a high
degree of immersion . The user gets the impression of thexcterperceiving the scene in the
same way he/she does, resulting in a stronger feeling ofradleperience between the user and
the synthetic character.

From a technical point of view, the approach presented byr@&ridorfmiller-Ulhaas, and Rist
demands high amounts of computational power. The virtugat$ (including the synthetic char-
acter Ritchie) are overlaid on the user’s field of view by nseaha head mounted display (see
the right-hand side of figure 3.21). Located on top of the headnted display is a camera ful-
filling two different purposes. Firstly, the video streanpttaed from the camera is shown in the
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head mounted display, allowing the user to perceive theigélysnvironment while wearing the
non-see-through head mounted display. Secondly, the e@nadeo stream is analyzed in or-
der to detect visual markers on the map on the table. Theirealdetection of these markers is
necessary, in order to calculate the locations where ttealiBD objects should be placed. The
technology allows to place virtual objects in a scene whamglements the camera image shown
in the head mounted display in a consistent, visually comexy. Furthermore, detecting the
markers allows the system to calculate the user’s attegitfogus which consequently influences
the behavior of the synthetic character. The charactes foieexample to detect, whether the user
is following its movements and undertakes necessary coumgasures if the system detects that
the user is not following the character.

The user may interact with the synthetic character by mdalimg a physical object. The
object, being a frustum of a pyramid, has a visual marker @h s@&e. Each marker triggers a
different action of the user. It is, for example, possibleglace the frustum somewhere on the
table, and once the marker is detected by the system, thaatbawill calculate the shortest path
from its actual position to the position of the detected readnd it will start walking towards it
(see also Dorfmiller-Ulhaas & Andre, 2005).

The synthetic character is however not fixed to the augmeetdidy scenario described above.
Instead, the same character may also be used in a virtuil/ reabironment (see left-hand side
of Figure 3.22). In the virtual environment, as in the augtedmneality scenario, the character
may freely move within the scene. The idea behind this amttili scenario is that of providing
a traversable interface (Koleva, Schnadelbach, Benfi@reenhalgh, 2000). Traversable inter-
faces address the problem of allowing humans as well a$ikdecharacters to move across the
border in between virtual and physical world. This will &idoth users and characters, in case
the information presentation requires so, to move fronrauon space to another. In the case of
the synthetic character Ritchie, the traversable intertdows a user to first follow Ritchie on a
tour through virtual Augsburg and in a second step, to explloe miniaturized model of the city
laid out on a table (as described above).

Figure 3.22: Virtual Augsburg: A character in virtual andxed reality environment (source:
André et al., 2004)
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3.4.3 Summary

The projects reviewed in this section take two very différ@pproaches towards the realization
of a life-like character in a mixed-reality scenario. Whitee MACK project (see Section 3.4.1)
realizes a mixed reality scenario by integrating parts efghysical world into the virtual world
in which the character resides, the Virtual Augsburg projeee Section 3.4.2) integrates objects
from a virtual world (including a three-dimensional lifiéké character) into the perceived phys-
ical world around the user. The first approach is hence autgngewnirtuality while the second
approach is augmenting reality. One goal, which is sharedngniboth projects is that of in-
creasing the user’s immersion into the mixed-reality wargated. Apart from the level of user
immersion, the chosen approach also has further implicatior the realized systems. While an
augmented virtuality approach, even though the characiégrseem to become part of the physi-
cal surroundings, does still fix the character to a devicecamsdequently to the devices’ location,
an augmented reality approach actually allows a life-likaracter to move freely through three-
dimensional space within the borders posed by the techeétap. The necessary technical setup
for an augmented reality scenario on the other hand may thmitsability of the character. This
is due to the fact that a user needs to be equipped with quitender of appliances which usu-
ally feature cable which are connected to some stationarigeleHence, the character gains the
freedom to move in three-dimensional space, while the Uffeesdom to move is restricted by
the technical setup. Also, as in the setup of the Virtual Augg project, the augmented reality
is actually generated by taking away the physical realitcggtion complete from the user and
instead, integrating the missing visual information abibit physical surroundings by means of
a constant camera stream integrated into the virtual wasldlalyed in the head mounted display.
Since the hardware available as of today (meaning both @magrd head mounted displays) may
not produce a visual representation of the physical sudonatching the capacities of the human
visual perception system, the resulting mixed-realitggnates only a “filtered” physical world.

The Migrating Character technology takes yet another gmbrdéowards the realization of life-
like characters in mixed-reality. Instead of either augtmgnreality or augmenting virtuality, the
Migrating Characters may actually do both. Firstly, a Mtgrg Character on a mobile device may
use the augmented virtuality approach, by, for examplegnatting visual representations of real
physical objects into the character presentations (seeSastions 4.2.1 and 6.1). The immersion
of the character with the physical world is further improvmsdthe contextual knowledge derived
from additional sensors which consequently changes theactesis behavior (which we will dis-
cuss in detail in Section 4.1.3). Secondly, a Migrating @hter may become part of the physical
environment by realizing it as a projection on a wall. Fumhere, using a steerable projector
(an approach we will discuss in Section 6.2), the character Ioe enabled to move freely among
arbitrary walls within the physical environment. In thisseaas opposed to the augmented real-
ity approach in the Virtual Augsburg project, the characdesimply added to the physical world
without taking away the “real” visual perception of the swumdings from the user. Since the use
of the projection technique does not require a user to weahardware itself, this approach also
will not limit the freedom of locomotion of the user.
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3.5 Combined use of Mobile and/or Stationary Devices

The Migrating Characters described in this work are notttihio either mobile or stationary de-
vices. Instead they are capable of using both classes afeteand furthermore they are capable
of using combinations of different devices. In this sectioa will review projects which have
realized applications that involve multiple input and autgdevices. These device combinations
are used for many different purposes. For example, when icimgba mobile and a stationary
devices, the mobile device is often used as some kind of eerwmttrol for the stationary sys-
tem. In the PEBBLES project (see section 3.5.1), severtdrdifit ways of remotely controlling
applications by means of a PDA are explored. In the Situatmufliting Framework (described
in Section 3.5.2), a hand-held device is used in order tosgcariltimedia contents and services
which are consequently shown on a composite device in theityiof the user. Another way of
using combinations of input and output devices is realizetbgically combining the displays of
the different devices. In this way a display continuum isegated. The display continuum is not
simply a larger display device, but often also offers adeanfuinctionalities. In the Communi-
cation Chairs project (see Section 3.5.3), users are fremt@ visual representations of objects
from one screen to another. This way, the data which is linkethe visual representation is
transferred from one device to another.

All of the projects mentioned above share a common peciyliarhey all use device combina-
tions in a parallel way as opposed to using them in a sequievdia However, there are also many
approaches which, instead, support a sequential use efetiff devices and device classes. For
example, both the HIPPIE project (reviewed in Section 3.&ml the REAL project (see Sections
3.2.4 and 3.5.5) allow a user to prepare a future task by wsistgtionary device and later on, a
mobile device is used to actually fulfill the task. In the caBEIPPIE, the user prepares a museum
visit by pre-selecting content of special interest and trstesn thereby generates a personalized
museum tour on a mobile device to be used during the actuatunuyisit. In REAL, the user
prepares a havigation task by selecting a destination atahing the automatically generated pre-
sentations illustrating the way ahead. Once finished, tkeisgyuided to the desired destination
by means of a PDA.

3.5.1 PEBBLES

In the PEBBLES (PDAs for Entry of Both Bytes and Locationsfr&xternal Sources, see Myers,
B., 2001) project at Carnegie Mellon University, differem¢thods for spreading computing func-
tions as well as the related user interfaces across all ctingpand input/output devices available

to the user are being examined. The main focus of the prgect find out how handhelds and

PCs may work together when both are available. During theseoaf the project, a number of

applications have been developed allowing for a combinedtia handheld and a PC. The hand-
held is connected to the PC using either a cable, an infravedexction or a wireless connection

(Bluetooth or Wireless LAN) and is being used for variouspmses. Some of these are:

¢ Slide Show Commander, allowing the user to control a Micitd8owerpoint Presentation

¢ Remote Commander, using the handheld as a keyboard andttoldbe mouse



74 CHAPTER 3. PREVIOUS AND RELATED WORK

e ButtonScroll, using the handheld to control scrolling oa BC

e Scribble, allowing several users to directly “scribble” thve display of a single PC by uti-
lizing a unique cursor for each user, controlled via the PD#ke corresponding user

e ShortCutter, using the handheld to draw interfaces whictirobremote applications on a
PC

The PEBBLES project is investigating the many ways that halus can serve as a useful adjunct
to stationary computers. In PEBBLES, two or more devicesuarxl at a time to improve the
usability of the combined system. The display of the PC islusgresent information, while the
display of the handheld is used for user input purposes.

3.5.2 Situated Computing Framework

At Siemens Corporate Research a Situated Computing Frarké®0F, see Pham, T., Schneider,
G., & Goose, S., 2000) has been developed. The goal of thireefrerk is to implement methods
that allow users a high degree of mobility without restrigtthe access to rich multimedia content
due to the screen size of most mobile devices. A distributedputing concept offers classes of
ubiquitous and mobile multimedia services to small scremicgs. The SCF uses the handheld as
a unique access device allowing users to request multinieftiamation and services. The SCF
handles such a request by determining the desired multammmitent and presenting it on the
most appropriate composite device in the vicinity of theru$be SCF is aware of the multimedia
capabilities of each device and hence may extract apptepteta from its structured databases.
The handhelds are not only used to handle user input, butdlseydetect composite devices
nearby and report this information to a central server. T@& $ombines the handheld with
several composite devices located in the environment,fiegt different multimedia capabilities.
Two devices are used at a time. While the composite deviceseasd to playback multimedia
content, the mobile device is used to control the playback.

3.5.3 CommChair

In the CommChair project (see Miller-Tomfelde C. & Reislil, 1998) an office chair was
developed, featuring either a pen-based computer displaylaptop docking facility integrated
into the chairs armrest. The room in which the chairs resglequipped with sensors allowing
the system to determine the position of each chair as welleapérsons sitting on the chairs. In
this way, a personalized environment may be presented to @ser. The chairs are connected
to the Ethernet network via wireless LAN. Shared informatitisplays may be set up by simply
moving two or more chairs together. This way, users may sidoemation and data located on
their chair by simply grabbing it on their display and movihgo another chairs display. In an
example scenario, the CommChairs were used in a meeting tmwoontrol a commercial client-
server software for brainstorming which was run on a remoteractive electronic wall. The
CommChairs combine the idea of using a small display as ateecomtrol of a large display and
the idea to use two or more displays as a combined/extendpthyli
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3.5.4 HIPPIE

The HIPPIE system is an Internet-based museum guide whighbmased at home as well as at
the physical museum (see Oppermann & Specht, 2000). Whikeeimuseum, a hand-held com-
puter (Toshiba Libretto 100 CT, including wireless LAN ceutivity) is used. The information
presentation on the mobile device takes into account theabater location as well as the users
knowledge and presentation preferences.

The basic idea behind the HIPPIE museum guide is a processed approach. Instead of
concentrating solely on the actual visit in the museum, iIRPME the visit starts with a prepara-
tion phase at home, which is followed by the physical visifteAthe visit, an evaluation phase
at home concludes the experience. All this is possible dubdamomadic characteristic of the
approach (discussed in Oppermann, Specht, & Jaceniak),188&h allows for access to the
user’s personal information space at arbitrary locatiorsinadependent of specific hardware.

Before visiting a museum, the HIPPIE system offers usergpipertunity to prepare their visit
individually at home via the Internet. Users can browseuplothe contents of the museum, they
may prepare personal tours and they may also mark objectatigegspecially interested in. All
the information gathered during this preparatory procestdred online and made available for
later use by the mobile system in the museum.

During the actual museum visit, the mostly visually orient®ntent of the physical environ-
ment is complemented by an augmented reality componentaiatid output. Based on the user’s
location, determined by a combined system of infrared beasending a unique ID and an elec-
tronic compass, the system identifies relevant objecte diloghe user and chooses multimedia
content to be presented accordingly. In addition, the infdion selection is also influenced by
a user model including a representation of the user's kriydeas well as the user’s personal
presentation preferences. This user model is initialiagihd the preparation phase at home and
is constantly updated by the system during the visit by neomig and interpreting the user's
interactions with the system as well as the path the usersgisowithin the museum.

The information gathered by the system during the useris mishe museum is again stored
online. This information is available for the user during tbvaluation phase at home. This
additional service allows the users to call to mind peratindormation as well as allowing them
to search for additional information. Users also have fotiess to the complete information space
and to seen objects.

3.5.5 REAL (Reuvisited)

As described in Section 3.2.4, the REAL pedestrian navagasiystem utilizes a PDA to guide
users in both indoor and outdoor navigation scenarios. Mewv¢he system also allows users to
prepare the actual navigation task by using a large statidnformation system. The stationary
system, featuring a large display as well as advanced medigncapabilities, allows users to state
their destination. Based on this information, the statigisgistem plans a path starting at the actual
position. Due to the fact that the mere textual descriptnspatial information have proven to
be inadequate quite frequently (for example, discussedolyns, Callaway, & Lester, 1998), the
stationary system offers a whole repository of visual@atdi illustrating the planned path (for a
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detailed description of all the available visualizatiooheiques see Baus, 2003). Among these
different visualizations are both 2D and 3D animations al agestill images (figure 3.23 shows
stillimages of a 3D animation including a 3D avatar playing tole of the user navigating through
the building).
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Figure 3.23: Path visualization utilizing a virtual chaexcas an avatar (source: Baus, 2003)

» »

The idea behind these path visualizations is to supporsiiseemembering the way-description
easier. Included in these visualizations are hints to laaréieon the way to the users destination.
Recognizing these landmarks later on during the real nawigéask will help users to remember
the planned path even better.

Snapshots of the path visualizations may also be shown omdtiéle device again during the
navigation task. Due to the different capabilities of thebitoand stationary hardware, the quality
of the images is adapted accordingly. Figure 3.24 shows topii@ real environment as well as
two different graphical abstractions generated by the REydtem.

Figure 3.24: Real environment and generated graphicataatisins in REAL (source: Lohse,
2001)
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3.5.6 SmartKkom

In Smartkom (see Wabhlster, Reithinger, & Blocher, 2001b;hlskr, Reithinger, & Blocher,
2001a) an anthropomorphic and affective user interfacebatng speech, gesture and facial ex-
pressions for input and output is being developed. The aptmorphic interface is realized by
an interface agent called Smartakus. The interaction tdoby developed in Smartkom is based
on the situated, delegation-oriented dialog paradigm te#ub of forcing the user to take each
step towards the completion of a certain task by himsel§ plairadigm allows users to delegate
high-level tasks to a virtual communication assistant.

The user interface in SmartKom allows for all possible cambons of speech and gestures in
order to communicate with the system. A user may, for exangambine an utterance (defining
the intention of the user) with a pointing gesture on a tourken to define the object of the in-
tended action (as illustrated in figure 3.25). In case the inpait is ambiguous and more precise
information is necessary, Smartakus is capable of requetitie additional input by means of a
natural language dialog incorporating gestures and fagialessions. SmartKom supports multi-
lingual input and output using speech synthesis and speecigmition modules for German and
English.

[ There | would
like to get
a reservation.

Figure 3.25: Multimodal interaction with the SmartKom yst(source: Wahlster et al., 2001a)

The SmartKom system has been developed for three diffelesgeas of devices and correspond-
ing application scenarios:

e SmartKom-Public is a multimodal communication booth cammim an LCD projector, video-
based gesture recognition hardware, a projection paneh @tmse-range microphone. The
graphical user interface is projected by mmeans o a projentainted above the projection
panel. The system’s primary purpose is to offer a platformcdmess information on specific
topics. The implemented demonstrator offers access irdbom relevant to tourists. For
example, information on hotels and restaurants.

e SmartKom-Mobile is a mobile device version of the SmartKgstem offering an extension
to standard car navigation systems by allowing users tosadte Internet in a convenient
way. In addition, the mobile version of SmartkKom offers mptanning and an interactive
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navigation through a city for pedestrians. The SmartKonmbNéosystem will be reviewed
in more detail in section 3.6.1.

¢ Smartkom-Home/Office offers a unified access to standaxdicssrlike phone and e-mail as
well as an easy way to control consumer electronics. For pkgmasing the electronic pro-
gram guide for television, the system allows users to progieeir videocassette recorder.

All the different SmartKom versions share a common archirecin the background. The archi-
tecture is organized in a modular way and combines up to 4@oaents. These components are
organized into different subgroups related to specificiasimely input devices, media analysis,
interaction management, application management and rdedign. Based on a multi-blackboard
architecture with parallel processing threads, the difiemodules exchange data formatted in a
new, XML-based markup language called M3L (MultiModal MapkLanguage). M3L was de-
signed to support the representation and exchange of nmaléihcontent, synchronization and
confidence in processing results.

3.5.7 AgentSalon and PalImGuide

In the AgentSalon project (see Sumi & Mase, 2001b; Sumi & Ma664), several mobile devices
(running the PalmGuide system described in Section 3.6&8) Ibe used in combination with a
single stationary system, a so-called information kioskctvirs assumed to be located in a meeting
place of an exhibition site. The main idea behind the systetm support face-to-face discussions
and exchange of knowledge by tempting users to chat with etiwr. In order to achieve this
goal, users are monitored while exploring the exhibitida,stspecially while interacting with the
system. This way, the system is aware of the exhibits alre@&ited by each user. In addition,
users are also asked to state personal interests priormg te AgentSalon system and they are
also allowed to rate each exhibit they visit during theirrtdhile exploring the exhibition site,
each user is accompanied by a virtual personal agent , eeskvisually on the mobile device
as a simple, static comic figure. The technology behind theskile virtual characters will be
explained in detail in Section 3.6.2.

During the exploration phase, users of the system are frésit@ stationary information kiosk.
Once in front of the information kiosk, the user’s virtuatg@nal agent is able to migrate from the
user’s personal mobile device to the information kiosk (&pare 3.26). The migration is done in
a very simple way, by turning of the characters visual regggtion on the mobile device and by
showing the same visual character representation on thamation kiosk. The information kiosk
allows for direct user interaction with the system by ingting a touch-screen device. In this way,
a single user can request additional information regarttiegexhibition.

However, the main purpose of the information kiosk is todoslirect communication between
several users of the system. The system allows up to five tesbenefit of a single stationary de-
vice. Each of these users’ virtual personal agent will titanghe information kiosk, as described
above. Since each user chooses a different visual repagisentor his/her virtual personal agent,
these characters may all appear on a single device andlistil asers to easily distinguish the
different characters. Once a virtual personal agent appeathe information kiosk, the AgentSa-
lon system detects common as well as differing parts in tfierdnt users interests and visiting
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Figure 3.26: AgentSalon: Multi-user and multi-device mation (source: Sumi & Mase, 2004)

records. Based on a calculated overlap between user itst@res experiences, the agents plan and
begin inter-agent conversations observed by the usersdyif@mic script-generation for interest-
ing inter-agent communications is based on a knowledgeebggstem. Using strategic rules, the
system combines reusable templates of conversationdtimgsn a conversation script for several
virtual personal agents.

The basic idea behind these inter-agent communicatiors s&att a communication between
their users (as illustrated in figure 3.26). While the peas@gents talk about the interests and
experiences of their users, hopefully users will be enagraotdo start a conversation among them-
selves about the suggested topics.

3.5.8 Summary

The projects reviewed in this section give an overview omtia@y different ways in which com-
binations of devices may be used in order to support new ifumatities. By combining devices
from different classes (i.e. mobile and stationary deyides possible to overcome the shortcom-
ings of each device class. While mobile devices offer theefieof being available at any time
and any place, the processing capabilities as well as tiseptaion quality cannot match the one
of larger, stationary devices. While some of the discussefqts use a device combination in a
parallel mode (i.e. using the devices together at the san& tiothers make use of them sequen-
tially. The sequential use is of special interest in apgilicascenarios combining both mobile and
stationary components. Depending on the given situatitimereone of the device classes is used.
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When combining devices in parallel mode, the resulting degiombination offers the potential
to explore new interaction metaphors. A mobile device mayekample, be used as a remote
control or it may serve as a tool to access multimedia corderd stationary device. However,
most of the given examples, when using the devices in parathee, assign a different purpose
to each of the devices. The only counter example is the Conain@loject (see Section 3.5.3)
in which a number of devices are used in an equitable fashjarombining the displays of the
devices in order to form a display continuum. The combinedods in the CommChair project
do not only offer a large display continuum, but the way in ethihe devices are combined also
results in a new interaction metaphor. Data located on onie@enay be transferred to another by
simply dragging a visual data representation on a sourcieegend dropping it on a destination
device.

None of the reviewed projects however explores possiblgtisak for combining mobile and
stationary systems in a parallel mode as the one mentione iBommChair project. Instead of
using a combination of devices of a single device class ierom@ form a display continuum or a
complex presentation system, a combination of devicesrmgpfmom different device classes could
effectively combine the advantages of both device clagsmsexample, when presenting informa-
tion on a public, stationary system, a mobile device coulds®t to supplement this information
with private information shown on the mobile device in pkalajas discussed in Section 4.5 as
well as in chapter 7).

3.6 Life-Like Characters in Mobile Applications

In this section we will review projects which realized lifke characters on mobile devices. The
characters described in this section are far less comptek (hith respect to their visual appear-
ance as well as their behavior) than the ones described tin8e:1. This is mainly due to the
fact that a character engine running on a mobile device hdsabwith the inherent limitations of
mobile devices. These limitations (e.g. small screen &imecomputing power) have an obvious
impact on the visual appearance of the resulting charakiile the screen size limits the size
of the character (especially when the screen space is atgbtashow additional information),
the limited computing power of mobile devices has a direfiu@nce on the possible complexity
of the visual appearance of the life-like character. Howee visual appearance is not the only
aspect of a life-like character which is influenced by thd that it is running on a low power
mobile device. Communication between characters and issalso limited as compared to char-
acters running on stationary systems. While a character modern stationary computer may
use natural language input and output as an interactionpmetathe quality of such services on
a mobile device is far lower which results in a bad recognitipiality of spoken input as well as
low quality synthesized speech for the character.

One way to overcome the limitations caused by the low compgytower of mobile devices is
to integrate additional stationary devices in the apglecascenarios. The complex computational
tasks, for example, speech recognition and speech symtimesi in this case be transferred to a
powerful stationary system. The mobile devices in this essesolely used to gather the raw input
data and to render the results generated by the stationaigede An example of such an approach
is the SmartKom-Mobile project (see Sections 3.5.6 and.B.6.
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A second solution in order to deal with the limitations of ritelwevices when realizing life-
like character engines is to reduce the character’s caipadiintil it fits the capacity of the mobile
device. Examples of such minimalist approaches are the t&géon and PalmGuide projects
(described in Sections 3.5.7 and 3.6.2).

3.6.1 SmartKom-Mobile

SmartKom-Mobile (see Malaka, Haeussler, & Aras, 2004, IBijiHaussler, Kriger, & Minker,
2002) is the mobile device based version of the SmartKonesystescribed in Section 3.5.6.
As described above, the SmartKom architecture consistp td 40 components. The complex-
ity results in a resource problem on the mobile device duentb imited computing power and
memory resources. In order to solve this problem, the Snoantilobile prototype relies on two
high-end PCs which are connected with the mobile device widraeless network connection.
Even though this setup may be impractical for a real-life afdbe system, the SmartKom project
members envision a future in which the computational powerkanowledge bases necessary for
the system to run, will become accessible through new vasdbeoadband networks such as third
generation cellular connections like UMTS (Universal MebTelecommunications System) or
wireless local area networks (WLAN). Instead of simply paytthe SmartKom prototype onto
a mobile platform, the SmartKom-Mobile prototype realizdsquitous access to the SmartKom
services through any single device and also through meltplices. The prototype supports two
different hardware setups: inside a car (using the dispfaiieocar navigation system, a micro-
phone array for free speech input and the built-in car augitesn) and a PDA-based version for a
pedestrian navigation scenario (see Figure 3.27). Sinttedoenarios are navigation applications,
SmartKom-Mobile integrates geographic information systée.g. GPS) into the SmartKom sys-
tem.

The visual information shown on the mobile device is exmbttg one of the stationary PCs
running the SmartKom system. A section of this PC’s screkis @ection has exactly the res-
olution of the mobile device) is grabbed and send via wigele&N, using the Virtual Network
Computing protocol (VNE€), to the mobile device, where the captured image streamniered.

In addition, any interaction the user takes (e.g. tap ondheh-screen of the PDA) is reported
back via VNC to the stationary PC, where these events ardéwras if they had occurred locally
on the stationary device. The described setup allows thet8ora-Mobile system to run exactly
the same way as the stationary versions of SmartKom. Incpédati this also means that the inter-
face agent Smartakus is also available in the mobile versitmwever, due to the limited screen
size of the mobile devices, the visual representation ofr&kas has been reduced to its head and
hands. Specific character features were kept in both mohdlestationary versions of SmartkKom
to allow for easy recognition by the users (compare Figue& and Figure 3.25).

Both SmartKom-Mobile scenarios (car and pedestrian néwigamay be used in combination.
Upon entering the car, the user places the mobile deviceairtadle. The SmartKom mobile
system recognizes the situation automatically and aesvatarger screen in the cars front panel as
well as the hands free car audio system. The Smartakus Gérasad the SmartKom application
are automatically re-routed from the mobile device to thikdkin display of the car. However, as

SAn exemplary VNC implementation is produced by the RealVN6mpany and can be found at:
http://www.realvnc.com/
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Figure 3.27: SmartKom-Mobile in a car (source: screen ceqitia video clip available at Kowal-
ski, visited 2006) and SmartKom-Mobile running on a staddDA (source: Bihler et al., 2002)

opposed to the Migrating Characters, in neither case thet8kus Character is executed directly
on the device. Instead it is realized as a overlay streamsgiled above. Hence, the character
transition from one device to another in SmartKom is not aattar transition in the sense of the
Migrating Character definition (see section 1.1).

3.6.2 AgentSalon and PalImGuide (Revisited)

While in Section 3.5.7 we gave a general overview on the Pailich&and AgentSalon system, in

this section we will highlight the life-like character teaslogy incorporated in the system. There
are two different classes of virtual personal agents whiehevdeveloped within the scope of the
AgentSalon and the PalmGuide projects (as described in 8uali, 1998; Sumi & Mase, 20014a;

Mase, Sumi, & Kadobayashi, 2000).

The first class of agents is used on the stationary devicesaioalled information kiosk. Since
these devices are composed of standard PC components aoplettating system in use is Mi-
crosoft Windows, the project developers decided to use tiwosbft Agent platforrh for the
agent implementation. Eight different agents were desiginebe chosen individually by the
users. Each of these agents features about 40 differens kindctions such as pointing, greet-
ing and moving. As mentioned above, the different agentytesare important to allow users to
distinguish the different agents while they appear togethethe screen of the information kiosk.
While on the information kiosk, the agents perform an auticalty planned communication.

5The Microsoft Agent platform by Microsoft Corporation mag found at http://www.microsoft.com/msagent/
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The agents utterances are realized as written text in bsitabid are supported by gestures and
movements performed by the agents.

The second class of agents was developed for the mobileadeuied in the PalmGuide and
AgentSalon scenario. Due to the limitations of these mateieces, the agent engine described
above could not be used. Apart from the limited screen sidecamputing power, a major lim-
itation of the chosen mobile device (an IBM WorkPad, ideadtio construction with a Palm I
PDA) was the operating system PalmOS. Quite obviously,siisp does not allow for the use of
the Microsoft Agent platform. Instead, the virtual perdaaigents were implemented as a simple
graphical overlay on top of the PalmGuide application (eétehland side of figure 3.28).

Figure 3.28: Virtual character overlay and user query on & RDPalmGuide (source: Sumi &
Mase, 2001a)

Instead of animated agents, in this case the virtual persgeats are realized by different still
images showing the agent in different poses. As soon as #m@ agcomes visible on the screen,
the underlying information of PalmGuide is no longer visibsince transparency is not available
in PalmOS. In addition, the agents utterances are, as ireeaf the stationary system, realized
again by means of written text in bubbles. This results imexigger screen areas obscured by the
agent overlay.

The user interaction with the system mainly occurs whilengighe mobile device. Indirect
interaction is given due to the user tracking mechanisnizexhlvith infrared beacons. The mobile
device offers content related to the actual location of $er.uWhen leaving an exhibit, the user is
asked to rate the exhibit. This information is then used ia ti¥ferent ways. Firstly, depending
on the user ratings, the system suggests further exhibissito And secondly, the ratings and
the list of locations visited is used as a basis for the agahbgs on the information kiosk (see
also Section 3.5.7). For example, if two users have simdtings for specific exhibits but only
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partially overlapping lists of already visited exhibithetagents will make suggestions to each
other to visit those exhibits missing in the list. On the othand, if users gave very different
ratings for the same exhibit, the agents will point out tlaistf hoping to encourage the users to
discuss their different opinions.

3.6.3 Summary

Due to the complexity of life-like character technologyaliging such characters on mobile de-
vices like PDAs is a challenge. The two projects discussethig section take very different
approaches. In the AgentSalon and PalmGuide project, telafeers decided to solely rely on
the capabilities of the PDA in use. The resulting charaatgiiree is, due to the limitations of the
mobile device, very simplistic, namely a still image (bifphaf a comic character in combination
with written text in a bubble. The characters realized is fhrioject lack the capabilities for natural
interaction with users by means of spoken language commtimicand they also do not support
gestures or facial expressions. It is questionable as whstith a character yields any benefit as
compared to a standard, text-based user interface. In that8glon and PalmGuide project, the
main purpose of the character is obviously to work as some &fireference point for the users
when using the stationary system on which several chasastay appear.

In order to realize a more complex life-like character eegin a mobile device, the SmartKom-
Mobile project has taken a very different approach. Instefideveloping a character engine
capable of running on a stand-alone mobile device, the ctearangine as well as all necessary
services are run on additional, stationary computers. Thel/representation of the character as
well as the application behind are rendered on one of thiestay devices which then exports part
of its display to the display of the PDA. Hence, the resultieghnology has a very low demand
for computational power on the mobile device. However, eXpg the display from one computer
to another results in a high network load which consequeintligs the number of mobile devices
which may be used simultaneously within the scenario. leantlore, wireless networks offering
sufficient capacities for this type of application are stilly available in few locations while those
networks which are available almost everywhere (e.g. regtiione networks) do still not offer
enough bandwidth.

3.7 Synopsis

Throughout this chapter we reviewed several projects wtiazi with life-like character technol-
ogy, localized services, mobile applications in generdf@ncombinations of mobile and station-
ary devices and we have identified and discussed the defieit®xist in each of these research
areas. Each of these different research areas is infludotithe development of the Migrating
Character technology. In the remainder of this chapter wkdigsicuss the importance of each
of the research areas for our own project. Furthermore, Wénglicate which attributes of each
research area will play an important role during the develempt of the Migrating Characters and
which particular problems of each area will be addressedhéigrating Character technology.

Before we start our discussion, we have to state that thetg®ieof projects and systems we
reviewed in this chapter represents only a subset of a langsear of related research projects.
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Our goal in deciding which projects to review in this chaptes to select a representative subset
of projects belonging to each of the aforementioned rebeareas. Therefore we focused on
projects which highlight important, general aspects ohazfchese areas.

As we have seen in Section 3.2, mobile computing applicatiorgeneral have to deal with
a number of problems which arise due to the mobile nature edethapplications. Firstly, the
performance of the devices which come to use in mobile coimgpgenerally cannot compare
with the capacities of modern, stationary devices. Mobdmputing devices need to be small
and lightweight, furthermore they have to run for a consid& amount of time autonomously
without an external power source. Hence, mobile computmgegs have to rely on low-power
components whose performance is noticeably lower than rileeob high end stationary devices
which may consume almost arbitrary amounts of energy. Thgatesmall size and low weight
of mobile computing devices further influences the choiceonfiponents to be integrated in these
systems. The result of the miniaturization of mobile cormmutdevices is that small devices
have common features of tiny displays and very limited ingafabilities. In many cases, the
screen size is further decreased when using a virtual kegharathe touch screen of the mobile
device as an input modality. The general limitations of nebevices described in this paragraph
already indicate that traditional human-computer-irtéom techniques cannot be applied in an
efficient way to mobile devices. Using the standard combnabf mouse and keyboard in a
mobile scenario is often impractical, sometimes even irsiptes (e.g. when the user is walking
while interacting with the device). Usually mobile devidasitate this input device combination
by using a touch screen for a mouse and a virtual keyboard éationed above). However, in
many situations it is very disadvantageous to have the osdirg at the mobile device while
interacting with it. Furthermore it may even be dangeroasgkample, when interacting with a
mobile device while driving a car. In such situations, a tsafide interaction method which does
not require a user to focus his/her visual attention on theildevice would be a better solution.

A quite obvious solution to this problem would be to supp@tunal spoken language for both
input and output on mobile devices. Due to the limitationsnuibile devices mentioned in the
preceding paragraph, the realization of such services dnlenplatforms is still almost impossi-
ble as long as the developers rely on a standalone serviognguon the low-power components
of a mobile device. A possible solution is to relay compkchtomputational tasks from the
mobile device to a stationary server. In this way, even cdinguntensive services could be in-
directly realized on mobile platforms. Using such a serviay solution demands a constant,
high bandwidth communication between the mobile devicethadtationary server. This, how-
ever, is another general problem with which most mobile iappibns have to deal, namely the
unreliability of communication channels and connectiansdrvices. Due to the nature of mobile
applications, mobile devices usually have to rely on waglechnology in order to communicate
with other devices and services. However, not every wisetetwork or connection is available
at any given location. Furthermore, even if a specific aremigred by a wireless network, this
does not necessarily mean that a mobile device will be ables¢othe network, since wireless
connections are usually very sensible to environmentaipsetike buildings, structures or even
other wireless networks which may interfere with each otheirs hence necessary to integrate
back-up mechanisms in mobile applications which ensurgttigasystem may continue to work,
even with limited functionality, in case the connection te hetwork and therefore to important
services is lost.

As already discussed in Section 2.3, more and more mobil&appns offer location sensitive
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services. A prerequisite for this is the availability of gimsal data regarding the user location as
well as the location of objects and possibly also positiom@rmation about other users in the en-
vironment. Similar to the problem with unreliable networdnaections, mobile applications have
to deal with the fact that positional data derived from arpetpf nowadays sensors is sometimes
completely unavailable and if it is available, the predisid the positional data may vary to a large
degree. Once again, a mobile service needs to addressabisrby providing a mechanism to
deal with imprecise or unavailable positional data. A passsolution to this problem is to inte-
grate the users more reliable senses into the system bygasidruser to help in determining the
actual position (as discussed in detail in section 2.5).

The Migrating Characters described in this work try to addral of the above stated problems.
The main reason for using life-like characters on mobildasyis to provide a natural interaction
metaphor for mobile applications which demands as littlp@ssible of a users attention. The
Migrating Characters support natural spoken language aoruation as well as gestures and fa-
cial expressions in order to clarify communicative acts.wieer, as discussed above, realizing
such a processing intensive approach on a mobile deviceowtittelying on additional servers
available via network connections is impossible with tdglaobile computing devices. Hence,
the approach when realizing the Migrating Characters isutesource any processing intensive
service which may not be run on the mobile device to additistationary servers. Yet, the inte-
gration of stationary devices into the Migrating Charasisgnario not only arranges for relaying
of tasks from the mobile device to a stationary one, butemdt stationary devices are also inte-
grated as presentation devices to be used in conjunctidmtixgt mobile device. In doing so, the
Migrating Characters technology addresses the problenmitbtions posed by the small screen
size of mobile devices as well as the generally inferior métlia capabilities of mobile devices
as compared to modern, stationary computers. Furthernt@edditionally integrated stationary
presentation systems (which may, for example, be a wallrealdisplay or a steerable projector)
may also be used to clarify references to physical objeafempeed by the Migrating Characters
(which will be discussed in detail in section 4.2.1). Insted simply verbally describing the ob-
ject, the Migrating Character is capable of positioninglitsight next to the physical object and
pointing at it, much like humans do. This is realized by allugvthe Migrating Characters to ap-
pear on both mobile and stationary devices and to trangit éwe device to another automatically.
Apart from clarifying a reference to a physical object, thgproach also reduces the need for very
precise user positioning data. By integrating an exteroatce of reference (the Migrating Char-
acter which locates itself right next to the relevant phgisabject), it is only necessary to ensure
that the user follows the characters movements, but it ismeoessary to know the user’s exact
location and orientation.

Generally speaking, the Migrating Characters are used aberent interaction metaphor in a
scenario where an arbitrary number of different stationang mobile systems may be integrated.
The Migrating Characters ensure a consistent behavioryrdaxice constellation, and further-
more they are also used as a center of reference for the nsersuilti-device scenario. Especially
when performing presentations spanning several devieesalso chapter 7), the Migrating Char-
acters provide an anchor point which allows the users tdyefadiow the presentations.

Seen from the side of the life-like character research ameamay subsume that research in
this area is aiming at the realization of highly believabife-like characters. These characters
are usually composed of two different parts, namely a behasngine and a visual character
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representation. Both parts have a strong influence on thdikéness of the resulting character.
The most human like appearing character will never be pexdeas a believable character, if
the underlying behavior engine cannot support the humaerappce of the character. On the
other hand, a very simplistic visual character represiemalacking appropriate facial expressions
and gestures, will not allow users to appreciate the igetii behavior of the character. Many
research projects are devoted to the development of vetystmated character behavior engines
(for example, the ones described by André et al., 1997 aswl Mharsella et al., 2004) and the
realization of highly realistic visual character reprdadinns (see for example Kawamoto et al.,
2004). All these projects share a common goal: to increasbdhievability of life-like characters.
However, we believe that a life-like character is not onlyomposition of a character behavior
engine and a visual character representation but it is @Boetl by its role. And it is usually the
limited scope of a characters role which keeps it from beielietzable. These characters suffer
from what we call the “shop assistant effect”:

Imagine a customer buying a newspaper every morning at time seewspaper kiosk,
interacting with the same shop assistant every day for atoéb seconds. After a
year, he will have spend approximately 6 hours with that slsgistant, but it is very
likely that he has never perceived the shop assistant assopality.

This happens due to the fact that the interaction betweep absistant and customer is lim-
ited/defined in time and scope by the function it fulfils. Mé&f&-like characters fulfill a role
similar to the one of the shop assistant. They offer accespdoific information, they help while
interacting with a program or a web site. As Barbara HayettRmues (Hayes-Roth, 2004), this
situation might be interpreted as a good chance to feigtligeat character behavior, since char-
acters can make a competent impression even if they possesglanited knowledge, rationality
and expertise in areas other than the one related to thehelehiaracter plays. We agree with
this view; however, we suggest to let a single character plagy different roles. In this way, the
character will leave a profound impression of competenagemeral as well as in each situation
(based on limited knowledge regarding the actual charactey.

Table 3.1 subsumes the problems which will be addressedeylitrating Character technol-
ogy. We will continue by introducing the Migrating Charact®ncept as well as general design
guidelines for Migrating Characters in the following twoagiters, which form the basis for the

implemented systems which we will describe in Chapter 6 dsasdor the user study described
in Chapter 7.



Problems and limitations of the different, relevant reseach areas

Location-based service

Device combinations

Characters

Mobile computing

£erep [euon

-isod asoaldwi yum [eap 0} moH
¢SIUBWUOIIAUS [eD

£s103lqo earsAyd sprem
1sAyd ybnouyy siasn apinb 0} moH

01 uonuane siesn e apinb o) MOH

¢991nap a|buls e Bul

Fsn s1asn sjdninw ynm [esp 01 MoH
S90IASp palelbalul e

S90IABP UBAMIS] SNO0J [euouane
Jpy eoep8UI JUBIBYOD B SpuBwa]

oddns afenbue| jeinyeu
i3y 4o Anjiqendiiag  panwi

suoneoldde

bligow Ul suonoauUU0d B|geliun

panwi
S30IASp

S90IASP B|IqowWw
blIGOW 1SOW JO 9ZIS UB3IOS |[ewS

uo senioe) UONOEIAIUI

S921A8p 3JIq

-ow jo Jamod Bunpndwod paywi

sipsn ay) apinb 0) suesW e spuewaq

®

ple aoueleadde [ensia jualsisuod
Ap|d Aays saj01 8y} 01 8NP SsiaoeIRYD

®

®

®

Integration of stationary devices
offering additional services

Integration of stationary presen-
tation systems installed in the
environment

T €alqeL

Support for natural interaction
by means of speech, gesture
and facial expressions

Support for backup strategies
with limited functionality

A single Migrating Character
may be used for multiple pur-
poses

Use of device-independent pre-
sentation software and data for-|
mats

Migrating Character are a
device-independent interaction
metaphor

Migrating Characters represent|
an anchor point in multi-device
presenations

Multi-User support by using
mobile and stationary devices in
parallel

Migrating Characters act as a|
guide in both physical- and vir-
tual worlds

1daouagriey) Bunelbin 8yl UM passaippe swa|qoid

Migrating Characters may dis-
locate themselves in physical-
and virtual space

Migrating Characters commu-
nicative skills help to integrate
user knowledge

Use the Migrating Character as
an external source of reference

1dasuo) Jaeroeiey) bunelbin ayl Aq papinoid suonnjos

AHOM d31V134 ANV SNOINTFHd "€ YFLdVHO

88



Conceptualization of the Migrating
Character Technology

89






4 The Migrating Character Concept

Nowadays, life-like characters are a very common techryoblygplied in many different appli-
cation scenarios. As we have seen in the preceding chaptbrthe visual appearance of these
characters as well as the behavior-engines behind thenpastantly being pushed to the next
level. As a result, a state-of-the-art life-like charadias both a very realistic visual appearance
as well as a sophisticated behavior. Furthermore, a moderacter will also support natural
communication by means of spoken language in combinatidh gestures and facial expres-
sions. Due to the high interest in this research area, evaplete toolkits for developing life-like
characters have been made available (e.g. Galatea, seeri$tovat al., 2002). The developed
technologies in recent life-like character projects anédn@r not only very advanced, but from a
technological point of view also quite demanding. Until ndwere have been only few approaches
towards realizing life-like characters in mobile scengrimainly because of the limitations that
mobile devices pose due to their low computing power anddithinteraction possibilities.

The Migrating Characters described in this work represemeva class of life-like characters
being neither limited to mobile nor to stationary devicesstéad, the idea behind the Migrating
Character technology is that of a beneficial combinationath lzlasses of devices. A Migrating
Character is capable of working on both classes of devicdsfanthermore may freely move
between different devices.

In this chapter we will present the Migrating Character agidy discussing the novel pos-
sibilities when taking the step from life-like characteosMigrating Characters. In addition, we
will also identify prerequisites which need to be met in orgeallow the Migrating Characters to
realize specific behaviors or features.
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4.1 Enhancing the Flexibility of Life-Like Characters

Instead of being fixed to a single device or program or weh #feelike characters should be

capable of following the users wherever they go. In this veagharacter could support a user in
many different situations, conveying the impression of aggally competent assistant. Further-
more, due to the many different possible situations whezektaracter might help (i.e. a city tour
guide, a museum guide, a shopping application), there isyahigh potential of adequate user
adaptation over a long period of time.

4.1.1 Active and Passive Character Locomotion

Character locomotion is the key element within the Migrgt®haracter concept. It allows life-
like characters not only to accompany users while explottiregphysical world, but also to assist
users by means of deictic gestures, highlighting both glaysind virtual objects (i.e. images or
symbols on a display).

We distinguish between active and passive character lotomdn the active locomotion cat-
egory we find all the methods allowing the character to datlétself, regardless of the user’s
movements, for example when the character "jumps” from angce (see also Section 6.1 and
Kruppa, Kriiger, Rocchi, Stock, & Zancanaro, 2003) to aeotir moves along a projection sur-
face by using a steerable projector to move the visual reptagon of the character (as described
in detail in Section 6.2 as well as in Kruppa, Spassova, & $zhi2005). Whenever the character
depends on the user in order to dislocate itself, we refdnisorhovement as passive locomotion
(for example, when the character is located on a mobile desacried around by the user, as de-
scribed for example in Section 6.1). Both categories yidf@ément advantages and implications:

e Using active locomotion, the character is capable of pmsitig itself freely in the environ-
ment. Active locomotion can be the result of an explicit usguest or an action performed
by the character itself. In the first situation, the user mitggve decided to direct the char-
acter to another location (e.g. from a small mobile scredreresonly the character’s head
could be displayed to a large stationary screen to suppait arhbodiment of the charac-
ter). Locomotion in this situation can be used to guide ue@ugh an environment. Of
course it has to be ensured that the character does not lont&ctto the user, which re-
quires some kind of user tracking, either in a global or lecalrdinate system (e.g. distance
between the user and the character).

e Using passive locomotion, the character is sure to be ctofieetuser, however it depends
on the user in order to reach a certain position.

¢ Depending on the chosen locomotion method, the charaatsraither the same (passive lo-
comotion) or a different (active locomotion) frame of refiece as the user and must change
its gestures/utterances accordingly. The decision fbeedctive or passive locomotion also
depends on the actual context. A character can only migraggpropriate screen space is
available in the proximity of the user.
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These observations demand different character behavemsnding on the actual/available lo-
comotion method. We assume that the character is alwaysndny a certain goal. In case it is
necessary to move to another location in order to fulfill eceffmegoal, the character could either
move to the new location actively (in this case it should havensure that the user is following)
or it could try to convince the user to move to the new locatimal hence move the character
passively. In either way, the character needs to be awaleafder's movements/actions in order
to react appropriately.

4.1.2 Migration of Code

As mentioned above, a Migrating Character's movementautiitaspace may either happen in-
directly, by being carried around on a mobile device or diyelsy moving within the projection
space of a single device or by moving from one device to anotihile in the first two cases, the
character (i.e. the software which constitutes the charpotsides on the same device, in the last
case it has to be transferred from one device to another. rdame on the application scenario,
there are different possible solutions to this problem,clviwe will discuss in the remainder of
this section.

We will start with a look at an application scenario in whitte tMigrating Characters belong
to the scenario and their use is also limited to the scenditiis may for example be a museum
guide system employing special Migrating Characters dgesl for the particular museum (as in
the case of the PEACH project, see section 6.1). If, in suceaasio, all the devices which come
to use do also belong to the scenario and no additional devigebe brought into it by the users,
then a very simple solution, which will allow a Migrating Ghater to transit from one device
to another, would be to install all the necessary softwardhfe character on each device within
the scenario beforehand. If a Migrating Character is to atggfrom one device to another, the
character (i.e. the character engine/software) wouldstiing on one device and start working
on the other (see Figure 4.1). There would be no need to &aarf data regarding the character.
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: engine engine engine ) engine engine engine 1
1 1
i | Device 1 Device 2 Device 3 | ! 1| Device 1 Device 2 Device 3 | !
1 1
: User User User 0! 4 4 4 \
1 model model model b ~ ~ ~ !
' ¥ ¥ ¥ ! : External user model on server !
: moves ' !

Figure 4.1: Different solutions for character engine niigrabetween devices

However, a Migrating Character’s behavior is not always plately pre-defined, instead it may
adapt to the special needs of its user, based on a static ufde pr by observing the user’s
behavior over a certain period of time. In order to allow foramsistent behavior, a Migrating
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Character capable of dynamically adapting to its user'simeequires access to the user médel
in each situation, regardless of the device the charactaectisally located on. Therefore, it is
necessary to completely separate the user model from thhaatbaimplementation itself. The
user model may then either be installed and maintained atteatécation (i.e. a server, see right
hand side of figure 4.1) accessible by all devices includelddrscenario, or it may be moved from
device to device whenever necessary (as illustrated orethiednd side of figure 4.1).

There are however other scenarios, where a migration obfftheare constituting the Migrating
Character may become necessary. This is, for example, Heevdaen a user brings his/her own
personal device, including a personal Migrating Charaatéw a Migrating Character installation.
A Migrating Character installation may also allow a userrémsfer a provided, specialized char-
acter onto his/her personal device. In either case, it wilhgvitable to transfer all necessary data
between the different devices, in order to realize both ikaal appearance and the characters
specific behavior on each device.

In Section 2.4, we have discussed the origin of life-likereloters. We especially pointed out the
link between the research area of agents and that of lieeditaracters. The problem discussed
here is very similar to the one of code migration, which hasnbevestigated intensively by a
special interest group within the agent community, namiedy obf mobile agents. As opposed to
stationary agents, the interaction radius of the mobiléaws is not limited to the machine where
they are started. Instead, they may migrate from one dewia@dther, whenever necessary. This
is realized by means of an architecture capable of hostingjlenagents (examples of such archi-
tectures are discussed in Baumann et al., 2002; Perdikeak, €999). The agent architecture
provides the environment for the agents’ execution (astided in Figure 4.2). Furthermore, the
architecture also represents an abstraction of the undgrbperating system and network.

Device 1 Device 2 Device 3 Device 1 | |  Device 2 | Device 3
Visual Visual Visual
character character character
representation representation representation

Mobile Mobile Mobile

software software software Character Character Character
agent agent agent behavior behavior behavior
engine engine engine

Figure 4.2: Mobile agent code migration and Migrating Chgamigration

There are different classes of mobile agents, going fromntagehich are transferred to a des-
tination machine once and will terminate itself on that réenmachine, to agents which migrate
onto many different devices, taking with them both dataesteitd execution state. Regardless of
the type of agent however, the concept of migrating codermiftg the basis for each of them.
The mobile agent brings the code which needs to be executagarticular machine with it, and
the agent architecture on the machine allows to executedlis in a controlled way.

1A user model is a knowledge source in a system which contajpiiié assumptions on all aspects of the user that
may be relevant to the behavior of the system. These assumsptiust be separable by the system from the rest of the
system’s knowledge (Wabhlster & Kobsa, 1989)



4.1. ENHANCING THE FLEXIBILITY OF LIFE-LIKE CHARACTERS 95

In order to apply the concept of code migration to a Migrat@igaracter, as opposed to an
agent, it will be necessary to provide a character architeadn each device which allows to ren-
der the character’s visual appearance and to apply theatbdsabehavior engine. Hence, a clear
separation of the characters visual representation aravimetengine from the surrounding appli-
cation is essential. As we have already mentioned, partseofharacter’'s behavior engine may
be influenced by a user model which may come to use. The mettestsibed above, allowing
to migrate the user model from one device to another may asapplied in the same way in a
scenario where code migration will be used for the charadesition between devices.

4.1.3 Physical Context - Sensitivity

In mobile applications, a certain information is often ongfevant at a specific physical loca-
tion. This localized information, which is directly reldtéo physical objects demands a positional
awareness of the system presenting the information. Sgtisgnphysical context is not only im-
portant when guiding a user through the physical envirorimir even more when referring to a
specific physical object within the environment.

The first step towards performing a reference to a physigaicolis sensing the object’s prox-
imity to the user. The objects could be equipped with actemders, emitting all the necessary
information in a narrow range. However, it is also possibl@létermine the user’s position and
orientation, and store the information on physical objétta database. Organizing this "world
knowledge” in an hierarchical structure like an ontologyl allow a system to determine relative
position information (e.gUser is in room Xx; User is close to object y; User can see olgect
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Figure 4.3: Context information influencing character refee strategy

In order to determine an optimal solution to a given refeirnitask within the physical world, a
Migrating Character needs to be aware of the physical abpactund it (i.e. the objects around the
user) as well as of the physical context of the user (i.e.tipmsand orientation). Furthermore, the
character will need detailed knowledge on the object to fexeaced (e.gWhat is it?; How big is
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it?; Which other objects are close to Jt"Depending on the position, size, proximity and similarit
of physical objects, different strategies need to be chasarder to disambiguate references.
In Figure 4.3 we depicted the influences of the referenceegodifte the situation in which the
reference occurs) on a reference plan. This graph is notsealy complete, it rather gives a
rough overview on the correlation between the referencéegband the resulting behavior of the
Migrating Character while performing the reference. Wiiile user position and orientation may
limit the choice of appropriate devices to be used by theattiar due to physical restrictions,
like for example the visibility of an object, it may also iedie that a user dislocation is necessary
prior to performing an object reference. References toiphlsbjects performed by the character
are based on the frame of reference of the user and the (podifflerent) frame of reference
of the character and the location of the physical objectse Glmaracters gestures and spoken
utterances, along with a possible character dislocati@glzosen accordingly (see section 6.3 for
an exemplary realization of such an automatic mechanisrhdose appropriate modalities for a
reference performed by a Migrating Character).

In addition, different types of environments (i.e. a puldica private situation) may impose
further restrictions on the choice of appropriate devicesfreference task. However, since users
may have very different opinions on what is adequate in aipaguation, the character should
also take into account the personal preferences of thewhken deciding on a specific referencing
strategy.

4.1.3.1 World Knowledge

The world knowledge, necessary for the Migrating Characterwork, may be stored in many
different ways. However, storing the information in such aywhat the inherent structure of the
physical world is preserved, may help to simplify the acoafseelevant information whenever
necessary. A good way to preserve this structure is to reptéke world knowledge in an on-
tology . The term ontology is borrowed from philosophy whigr@riginally relates to the branch
that studies what things exist. In the Artificial Intelliggnarea, the term refers to an explicit
formal specification of how to represent the objects, cotscemd other entities that are assumed
to exist in some area of interest and the relationships tblat imong them. Representing the
world knowledge in an ontology allows to model the undedyoncepts of the physical world
objects by defining classes of objects and relationshipsdmat these classes. Once this structure
is represented in the ontology, instances of the availdbkses of objects can be inserted into the
ontology. The resulting knowledge base now allows to draerances over these objects. For
example, depending on the definition of classes and rekdtips in the ontology, an instance of a
chair inserted in the ontology can also be automaticallptified as a piece of furniture as well as
an object to sit on.

Organizing the world knowledge in an ontology will allow thigrating Characters to draw
inferences and to make useful assumptions. In this wayfifgieng physical objects which are
located close to each other, or which are in the same roomhimtvfall in the same category, is
very easy. An exemplary realization of a world knowledgeadate is described in Section 6.1.6.



4.1. ENHANCING THE FLEXIBILITY OF LIFE-LIKE CHARACTERS 97

4.1.3.2 Attentional Focus Model

Keeping track of the user’s attentional focus is very imaortin mobile applications, since this
knowledge may help to simplify both guiding a user and réfgrto physical objects. Incorpo-
rating this additional information in the planning procesh allow a system to give navigational
hints and physical reference clues relative to the userimemtary physical context. In this way it
is possible, for example, to guide the user’s attention tde/a physical object by asking the user
to move towards an object a few meters left of the object tlee issconcentrating on right now.

Unfortunately, it is not possible to measure the attentiboaus. However, combining different
sources of information allows to narrow down the number géctis which may be in the atten-
tional focus of the user. The main source of information aeedensors integrated in a system.
Depending on the hardware in use, it is possible to get irdition on both the position and orien-
tation of the user. Depending on how the sensors are usedriémgation information may either
represent the body orientation of the user, or the oriantati the user’s head or simply the ori-
entation of a device held in the user’s hand. While the infiom on the orientation of the user’s
head is most valuable, it is still only a clue on the atterdldocus of the user. The user may still
turn his eyes towards an object which is not right in front iofihIf the system is only aware of
the body orientation or in the worst case of the orientatioa device held by the user, the number
of possible objects which might be in the attentional foclhe user is even higher.

One way to improve the chances of successfully identifyiregabject which is in the attentional
focus of the user is to keep an attentional focus history &s® Section 6.3). When the user is
asked to focus his attention on a particular object, and #e is acting accordingly (i.e. he
moves to the right spot, turns towards the right object)s fuite probable that the user is really
concentrating on that particular object. Whenever the isgermove his attention towards another
object, it is possible to give positional information on tiaeget object relative to the object the
user is focusing on at the moment. If the previous object tsobfocus, the system can still try
to determine the object with the highest probability of Igein the user’s attentional focus. To
support this calculation, the world knowledge of the systauld include information on the
saliency of each object. The system may then calculate fleetstwhich are in the estimated field
of view of the user and choose the most salient object astnstaoint for the referring task.

4.1.4 Personal Context - Adaptivity

In order to maximize the user’s satisfaction with the MigrgtCharacter, it is necessary to adapt
to the user’'s specific preferences. Preferences may beddlaspecific devices (e.g. a user may
prefer to limit the use of the PDA screen to a minimum, evemgfmohe might have to move to
another room in order to do so). In addition, users shouldibenghe opportunity to prevent
the use of certain devices or device combinations in spegitfiations, for example a user might
dislike the character to use a spatial audio system in agslliation, while the user might have
a different preference in a private situation.

The Migrating Character should also be capable of detengispecial interests of the user by
non-intrusive methods, instead of asking the user to dtasetinterests. By analyzing the user’s
interactions with the system (e.g. which information doesshe request, which presentations
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does he/she skip or stop, how long does he/she stay in frasttjetts of different classes?), the
special interests of the user may be estimated. Howevemigbe should always be informed
about the assumptions the character makes, based on tfe heteavior. In this way, the user
may understand what the character and respectively themsydies and the user may also correct
his/her own user model at any time.

However, since the idea of the Migrating Characters is tatlese in many different situations,
it is very important to put into perspective the data cobelcby the system prior to drawing any
conclusions from the data. For example, a user visiting aigallery may have a strong interest
in the drawing techniques of the different artists whileihgMittle interest in the artworks them-
selves. However, when visiting a historical museum, theesager may show little interest in the
technological developments in history but a strong inteireshe development of art, based on
the social and historical background. Hence, the dataateliein a particular situation needs to
analyzed in the light of the general focus of the informafimesented in that particular scenario.

4.2 The Migrating Character as a Center of Reference

The main purpose of the Migrating Characters is to offer gumiinteraction method in complex
application scenarios where several different devicessamgdces come into use. The Migrating
Character serves as a unified user interface to facilitaeaation with the system for the users.
Playing the role of an interlocutor, the Migrating Charadiecomes the center of reference for
many different mobile and multi-device applications.

4.2.1 Physical Object References

In mobile application scenarios where users are explormgipal spaces, it is of utmost impor-
tance to enable the Migrating Characters to perform unigterences to physical objects.

Depending on a given situation, different reference methody help to disambiguate physical
object references. The following methods were identifieguarantee the possibility of a unique
physical object reference in any given situation:

e The simplest reference method to be performed by a Migrafihgracter is a sole utter-
ance with no accompanying gesture or movement (see Figdi®)4However, this type of
reference may only be performed, if the resulting uttergroeluces a unique reference.

e A more complex, but also more precise reference is achievemthe Migrating Character
performs a combination of a gesture and an utterance on derusiice. In order to refer
to a physical object, this method demands a photo or abstiscal representation of the
physical object, which is to be shown on the screen of the imalevice (see Figure 4.4 C).

e Another method is to let the Migrating Character disappeamfthe user's mobile device
and reappear on a wall mounted display located close to tysiqath object which is to be
referenced. The character may then perform a gesture tewlaedbject and an accompa-
nying utterance (see Figure 4.4 A).
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e A fourth method is to let the Migrating Character disappe&antthe user’s mobile device
and reappear as a projection on the wall right next to theipalysbject which is to be
referenced (in Figure 4.4 C, the character performs a neéer& a painting).
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Figure 4.4: Different exemplary setups for physical objeftrences with Migrating Characters

The Migrating Character must be able to decide automatisaliich referencing method to
use in an arbitrary situation. This decision will be influeddy the user’s physical context (i.e.
the user’s location and orientation), the availability loé tifferent technical devices needed to
perform each different type of reference, the personakpeetces of the user and the location and
class of the object to be referenced. Based on this data, itpatihg Character will identify and
perform the best possible solution in order to produce ausmigference to the target object.

In Chapter 6 we will discuss implementations of each of traifferent referencing methods
(see also Kruppa & Kriiger, 2005). Furthermore, we will gdsesent a rule-based system capable
of determining an optimal referencing strategy for the Mtgrg Character in any given situation,
by taking into account the situational context of the refiess the reference goal, as well as the
user preferences.
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4.2.2 User Guidance in Mobile Scenarios

Similar to stationary applications, the Migrating Chaeastin mobile applications may help users
to navigate in the given information space. Unlike comméerlike characters, the Migrating
Characters are capable of giving havigational aid in botrsjglal and virtual worlds. They may for
example help users while navigating through the structurEdmation available on a stationary
screen (i.e. the characters may help to find relevant infoomar may give meta-information
regarding information access through the system). In timg same way, the characters may
offer assistance to the user when looking for a particulgedaitor information in the physical
space. Similar to the interaction on the stationary systemcharacter may either help the user
in finding relevant information by guiding the user towartle bbject. Or it may help the user
in understanding the underlying structure in the physipaice and hence allow users to better
navigate themselves.

4.3 Migrating Characters Playing Different Roles

One important goal of the Migrating Character technology ialize life-like characters capable
of assisting users in many different application scenaboth mobile and stationary ones. How-
ever, since it is impossible to have a single character kedgeé base and behavior engine which
will fit in any given scenario, the character’s behavior andwledge will always be influenced by
the active scenario. Due to the limitations of mobile desjaghich offer very limited memory to
store information and usually also only offer network asce#h very limited bandwidth (often
there is no network available at all), the concentrationhafracter knowledge and behavior on the
actual scenario is even more important in mobile applicatioOn the other hand, the character
should never confuse the user with a completely unpredetadéhavior.

One idea to guarantee for a consistent experience with tlggalithg Character is to allow
the character to play different roles like an actor. Reabmcmay play many different roles,
good actors may even let us believe in this role, but they alillays put certain aspects of their
personality in the role. These aspects are always notiegabld we easily recognize the same
actor (even if the actor is looking complete different) ircleaew role. Similar, when playing a
particular role, a Migrating Character’s visual appeaeamay slightly change (e.g. the character
could wear different clothes, it could hold a typical objétting the scenario in one hand, it could
wear a suitable hat, see also figure 5.4) as well as the chdsaoehavior, however it would still
be easy to recognize the character. Since the users reedgpiiz the character and the role the
character plays, it is far more acceptable if the characetpertise is limited to the scenario as
long as the character is playing the role. The idea of Ike-ltharacters playing different roles
allows a Migrating Character to appear as a generally cagnpessistant while in each situation
the knowledge and behavior of the character may be quitédimiChanging a characters role
would mean to change the characters knowledge base aogdadihe new scenario/role and to
indicate this role change for the user (e.g. different @etlassets, or the character may even mimic
typical behaviors directly linked to the role it is playinglFror example, a Migrating Character
could play the role of a museum guide, presenting knowledgied in the museum databases,
wearing for example medieval clothes fitting the museum @ten Upon leaving the museum
and entering the museum store, the character could changppearance, wearing more modern
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clothes and offering advices on the articles sold in the shdpdeling a new role would mean
to decide on the knowledge necessary to play the role anddafmean to indicate the role the
character is playing. However, even smaller behaviorahgba may represent different roles. For
example in the PEACH project (see section 6.1) a single ckatavhile presenting information to
the user, may either play the role of an anchorman or a pesaftile acting as an anchorman,
the character announces video clips and while acting assemier, the character does the whole
presentation on its own. In this case, the two differentsotay be linked to the same knowledge
database and it is not necessary to indicate when the chasagtches between these two roles.

Furthermore, in certain scenarios it may be interestings® a number of different life-like
characters, each playing a different role (i.e. represgndi different stereotype). Since these
roles (and the corresponding visual appearance and behgiie a strong indication of what the
characters area of expertise is, the users would be freedwmsehdifferent experts in the same
scenario and hence get many different views on the same(thiscapproach has been realized in
the PEACH project described in Section 6.1). We will furtdescuss the way in which different
application scenarios may influence the design of a Miggaftharacter in section 5.4.

4.4 Migrating Characters Emerging From Virtual or Physical Ob-
jects

Sometimes, a Migrating Character may have a direct link toysigal object in a specific scenario.
For example in a shopping scenario there may be Migratingdkers which offer information
on a specific product or a range of products from the same raetuuér. Often, these products
or lines of products already have some kind of character mbgy which was especially devel-
oped to be used in commercials and other advertising mifefian these characters or symbols
are also printed on the product itself). Since these cheraeind symbols are usually very well
known among customers, using them in a shopping scenarigryssuggesting. However, in or-
der to clarify the link between the Migrating Character amel dbject (or product, in the case of a
shopping scenario), the character should not appear hatilger is close to the object and the way
the character appears should illustrate the link betweewlifect and the Migrating Character. A
possible way to achieve this goal is to invent a method whiithallow a Migrating Character to
emerge from the object itself. This effect is inspired bydheient tales of a genie in a bottle. The
Migrating Character should emerge from the object like thieiggemerges from its bottle (Figure
4.5 illustrates this idea). A character emerging from aredbjn such a way will immediately
appear as a servant which is linked to the object (as is thicsehis character may offer).

While the solution which will allow a Migrating Character émerge from a virtual object is
very simple (i.e. it is only necessary to build an animatitustrating how the character emerges
from the particular virtual object), letting a characterezge from a physical object is far more
complicated. First of all, it will be necessary to use a progn either on the object itself or very
close to the object. In order to do so, the position of the ahjeust be either fixed or it must be
possible to track the position of the object. Secondly, esitiee surfaces of most objects are not
ideal projection spaces, they may only serve as a startimg fay the animation illustrating the
emerging of the Migrating Character from the object. Dutimg animation, the projection should
already move towards a better projection surface closectolbiject (like a wall or any other flat,
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Figure 4.5: A Migrating Character emerging from a product

white surface). The benefit of a Migrating Character emerdiom a virtual or physical object

lies in the fact that this character as well as its purposekaindviedge is directly linked to and

limited by the corresponding object is absolutely obviond anmediately understandable. An
example of a Migrating Character being linked to a physidaéct was realized in the PEACH
project and is described in Section 6.1.2.2.

4.5 Interaction With Migrating Characters in Public Scenarios

The fact that the Migrating Characters will very often bedusepublic scenarios demands special
caution when deciding how to present information to thesiaad which devices to use in different

situations. In the following subsections we will discusasens why information presentation by

Migrating Characters may be sometimes problematic in pudglenarios and how these problems
may be solved.

4.5.1 Privacy Issues

Presenting private information in public scenarios is a wamly known problem and many dif-
ferent approaches have been evaluated over the last ygransf{lary approaches using specialized
hardware are discussed by Yerazunis & Carbone, 2001 andhalSboemaker & Inkpen, 2001).
While it is desirable to present information in the most cortdble way (e.g. on a large screen,
on a high quality video and audio system), it is also necgsgakeep private information out
of the range of others. In a system which combines personahjlendevices with public, sta-
tionary systems, the personal device may always be usedasisad of backup mechanism (as
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indicated in Figure 4.6). When no other presentation depiamodality is available for present-
ing private information, the personal device may always $eduo deliver the information, even
though possibly in a lower quality.

Figure 4.6: Using the mobile device as a backup mechanismstiare privacy

In order to determine whether a shared public informatiostesp may be used to present a
specific piece of information to a particular user, first of thle information needs to be classified
as either private or public. The decision whether a certigscof information is to be considered
private or public should be left to the users. Once thesegoats are known, new information
could be automatically allocated. If a specific piece of infation was classified as private infor-
mation, it will be necessary to determine which public desitcnay be used to present the given
information in the best possible way. In addition, knowinigether other users are standing within
the viewing and hearing range of the public device is essleniiracking all users in a system
would be one possibility to determine whether a public devicsafe to be used for private infor-
mation display. However, users should also always be askeether they prefer to use the public
or the private display for the specific information.

4.5.2 Social Aspects

In addition to the privacy issues discussed above, sogmchs play a very important role when
interacting with computer-based systems in public scesaifferent users may have very dif-
ferent preferences regarding the interaction modalitieset used in different situations. This is
comparable with the use of mobile phones. Some people dand at all, when talking with a
loud voice on their mobile phone in the middle of a big crowdhé&s would never dare to use
their mobile phone in such a situation and feel absolutehaam®ed when their phone rings in a
public situation.
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Migrating Characters allow to use many different modaditier human computer interaction.
Since these characters imitate human beings, the tendetwuse natural voice input and output.
In a private scenario, this may be adequate. However, masg usay feel uncomfortable in case
they should be forced to talk to a life-like character in alfugcenario. The situation may become
even worse in crowded places with a lot of background noisere/users would have to speak
very loud and to articulate clearly. The same holds for tterahces the character produces. Some
users may be fascinated by the technology, regardless ofltbe people around them, others may
feel that they might disturb somebody when the characteisdtking to them.

There are many ways to change the situation. For exampleg asheadset would completely
eliminate the problem with the characters utterances plyssdisturbing others. This headset
could be connected to a private device and would hence ndtthie mobility of the user. The
microphone on the headset could also improve the speechméon quality while also allowing
users to speak in a lower voice.

However, this is still not a solution for everybody. Many peowill simply not like to talk to
a machine in a public place at all. So it should also be abldinureate this modality completely.
This goal may be achieved by exchanging the speech outphé @hiaracter with written text and
using traditional input methods like a mouse or a touch scexal a keyboard. In addition, the
private device of a user could be used as a remote control fobkc device. This would allow
the user to benefit of the possibly larger screen and bettio aystem of the public device, while
it would also allow the user to interact with the public devimtroubled.

4.6 Synopsis

The main goal of this chapter was to introduce the concepifahe Migrating Character tech-
nology. As we have discussed, the Migrating Character qurdees not only promise to bring
new possibilities for life-like characters, but it also medhat these characters, by entering a com-
pletely new application realm, will face problems and latibns which were unknown to previous
life-like character projects. As the most important ungied idea of the Migrating Characters,
we identified the characters ability to relocate themseiwdsth physical and virtual worlds au-
tonomously. In this context, we introduced two differerpdg of character locomotion, namely
passive and active character locomotion. While passiventiation refers to situations in which
the characters movements are based on the user’s locomative locomotion means that the
character moves from one place to another without the neadisér locomotion or interaction. It
is important to realize both types of locomotion when impdertmg Migrating Characters which
should be both capable of following a user in physical emrments but also to guide a user
through the physical world. We continued by identifying inm@ant information, like the phys-
ical context and world knowledge in general as well as a moti¢ghe user’s attentional focus,
which becomes necessary when a life-like character is fisgplivith the ability of locomotion in
physical environments. We especially stressed the impoetaf this contextual information in
situations in which a Migrating Character performs a rafeesto a physical object.

Equally important in mobile applications however are therigspersonal preferences. When
trying to determine the best solution in order to guide a tser specific location or to refer to a
physical object, a Migrating Character should also take amicount the user’s preferences. These
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preferences may be both related to devices only or they nsayraktrict the use of a particular
technology at a certain location or in a specific social sgtti

We continued by discussing the way in which the Migrating i@bter may be used as a center
of reference in mobile and multi-device applications. 8itfee idea of the Migrating Characters is
not only to allow them to move between stationary and molelaaks, but also to allow for a high
degree of flexibility of each character by using them in maiffeint scenarios, we discussed
the idea of letting a single character play many differeteégpeach fitting a particular scenario.
Much like an actor, the Migrating Character would changajipearance as well as its behavior
slightly to adapt to a new scenario, however it is always se&e to ensure that the character is
recognized as always being the same.

Sometimes however, a Migrating Character may be developed &pecial purpose, being
linked to a specific physical object. These characters, aesga to the Migrating Characters
which are constantly guiding a user through the environmsimbuld appear only when a user
steps close to the object they are referring to. In order tihéu illustrate the link between this
special character and the physical object, the charactdd @nerge from the physical object
itself.

We concluded the chapter by discussing implications forMigrating Character technology
due to the fact that these characters will be used in privatedpually often in public settings. In
this context, we discussed both the importance of privasyeis as well as the need to take into
account social aspects when planning the behavior of a Migr&haracter while being in a public
setting. A particular class of problems we did not discughimchapter are the implications for the
actual character design of the Migrating Characters. Simese characters will be used on many
different devices and platforms, it is both necessary taenthat the underlying technology is
device-independent and that the character layout is $eiitabboth mobile and stationary devices.
In this context, it may even become necessary to allow fomtigration of program code from
one device to another. The migrating code would allow a MiggaCharacter to appear on a
completely new device in the scenario without installing data regarding the character. Instead,
all necessary data for the character would be transferoed tihe device the character is located on
at the moment to the target device. Such a mechanism wouldrtmbasic system to be installed
on the new target device, but the use of different characterthe device would be completely
flexible. This is especially important in scenarios, whesera would bring their own Migrating
Characters into a Migrating Character installation.

Each Migrating Character, as long as its goal is to be usedflexdéle way on both mobile
and stationary devices, must comply with certain desigemca. This means not only to ensure
that the complexity of the character allows to use it also ¢tmwapower mobile device, but it is
equally important to find a layout which uses large screerggationary devices as well as small
screens of mobile devices in an optimal way. In the followatgpter we will discuss possible
solutions to meet these requirements. We will also furthegstigate how to ensure coherency of
the character’s appearance in mixed device scenarios.
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5 Design Principles for Migrating Characters

In this chapter we will discuss the several design critebiadeveloping Migrating Characters.
These criteria are influenced by the devices used as welkagpiplication scenarios themselves.
While the inherent limitations of each device used to rertderMigrating Characters may limit
the complexity of the character’s visual appearance, it alsy influence the decision, whether a
full body visual representation of the Migrating Characteould be chosen or maybe just the head
or the upper body of the character. Also, Migrating Characsbould indicate, by means of subtle
changes in their visual appearance, the type of applicato@mario they are operating in at the
moment. In the following subsections we will discuss pdsdliimitations for the visual character
design for specific classes of devices, the implicationgttiercharacter design in multi device
applications and the way the application scenario may inflaghe appearance of the character.
Finally, different ways of character movement in virtualngs as well as in the real physical
environment are discussed.

The characters shown in the figures of this chapter werezgghlising Poser 6 by Curious Labs
and were especially generated for this chapter to illustthe presented concepts’(apart from
the character in figure 5.3, which was developed for the GerResearch Center for Artificial
Intelligence and later used in the PEACH project, see seib).

http://www.e-frontier.com/
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5.1 Character Layout for Large Display Devices

Modern, stationary presentation systems usually offereatgpotential for multi media presen-
tations. These devices (which actually quite often are tlé shelf” PC components but may
also be specialized products like the steerable projecirused for the Virtual Room Inhabi-
tant described in section 6.2) combine high resolutiorgdascale displays with a vast amount
of computational power. Furthermore, they usually alseroffigh quality audio systems. From
a technical point of view, these systems are capable ofrdgalith any type of character vi-
sualization technology (e.g. vector graphics, bitmap ations or even real time rendered 3D
characters). However, one has to keep in mind that the Migy&haracter will not be the only
component demanding computational power on the deviceb&hefit of these multimedia capa-
ble devices is that they allow for high quality, complex mmstions including video clips, audio
clips, real time animations, interactive 3D animations etence, the character visualization must
leave enough computational power for all the other multimedmponents to be shown on the
stationary system. A Migrating Character used on a largalalisdevices (especially when used
on a display continuum generated by a steerable projea@ersaction 6.2) has to deal with an-
other problem. When moving from one location to anothercteracter may walk. However, in
order to keep up the impression of a natural character behthe character may only walk at a
speed which fits its size. Hence, it may take a long time foMiigrating Character to reach its
destination. Therefore, it should be possible to let theattar be transported by another virtual
object (see figure 5.5) or it should be transformed into arakabject which may be moved in an
arbitrary speed (see figures 5.6 and 6.6).

5.2 Character Layout for Small Display Devices

The most prominent class of devices which usually featurallssareen displays is that of mobile
devices. However, there are also stationary systems likeexfample, electronic picture frames,
with very limited screen space. In contrast to modern, atatly presentation systems, mobile
devices like Personal Digital Assistants have to deal witlumber of limitations regarding life-
like character usage. The most obvious problem is the seiremf these devices, which has to be
small in order to maintain the form factor of the whole syst&wen though the resolution of these
displays has been constantly growing, the physical sizalia §imiting factor. In most scenarios,
the life-like character on a mobile device will be used tosprg some kind of information and
often this information will also need screen space in orddret presented properly. For example,
when referring to a physical object, it may be necessarydplay a photo or an abstract graphic
representing the object on the display. Sometimes, it mag be necessary to be able to highlight
a certain detail of such a graphical representation. A dbar@an perform an according gesture,
pointing into the direction of the particular detail. Hoveeyvin order to do so, the character layout
must allow for gestures. Hence, one goal when designingikiéecharacter layouts for mobile
devices with small screens is to minimize the screen spaoapeed by the character while still
allowing the character to perform simple gestures. Figutedgpicts possible character layouts
for small screen devices.

While the layout on the left in Figure 5.1 uses a lot of scregacs for the character, it also
allows the character to move across the screen in a natstabfa(i.e. the character may walk,



5.3. CONSISTENT CHARACTER DESIGN FOR MULTI-DEVICE APPLIGAONS 109

Figure 5.1: Three different character layouts for mobileicks

since it is a full body character layout). However, since mbgulting area in which information

may be presented is so small, the benefit of a character eapélhoving along the screen is
very little. The character layout depicted on the right haiulé of Figure 5.1 minimizes the space
occupied by the character, by only showing the characteasl aad shoulders. However, this
layout still allows the character to perform simple gesturg pointing in a certain direction.

A second limiting factor on most mobile devices is the cormgupower available, which is
usually just a fraction of the computing power available oodern, stationary systems. Since
in most applications, the main purpose will not be to rentter character, but to present some
kind of possibly localized information, the limited comjmg power must also be shared among
different processes running on the same device. There gviltlieast an audio system running, in
order to render the voice of the character. In addition, yiséesn will probably show still images,
maybe even animations and video clips. Furthermore, théqaag technology will also demand
a certain portion of the computing power. All these factamsitithe possible complexity of the
character animation and the corresponding rendering gsoc®ne way to keep computational
power needs low, while still allowing for a highly detailelaracter layout, is to opt for vector
graphics when designing the character. However, vectadlbife-like characters always have
the appearance of comic characters and do not reach the seshefl realism as for example 3D
rendered characters.

5.3 Consistent Character Design for Multi-Device Applicatons

In multi-device applications, combining several differéypes of devices like PDAs, notebooks
and stationary systems, the design of the Migrating Charaxdeds to ensure a high recognition
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factor of the character, regardless of the device used teretme character. This recognition

factor is influenced by the visual appearance of the charatsdehavior and its voice. All these

factors need to be constant over the different devices. Welistuss possible solutions to realize
a consistent character design for multi-device applicatio the following subsections. However,
we start the discussion by presenting methods which helppodve the recognition factor of the

character by illustrating the transition of the charactent one device to another in such a way
that it supports users in following the character througtibe transition.

5.3.1 Visual Effects to lllustrate Character Transitions Between Devices

When a Migrating Character moves from one device to anothés,important to allow users
to easily follow this movement. The first thing to keep in miedhat users may sometimes be
unaware of the reasons, why the character decides to movetioe device.

Figure 5.2: Exemplary character animation for a characémsition between adjacent devices

Hence, depending on the given situation, the characterlgtammounce an upcoming device
transition in order not to surprise the user and end up inuatin where the user has lost the
visual contact with the character. In a situation, wheredaracter is moving from one device
to another in order to get closer to a physical object, theasdtar could even inform the user
about the fact that it will move right next to the physical etfj However, in a situation where a
character is constantly moving between two devices (e.gngla presentation that spans over two
different devices), the character should not announce teakkition, but instead it should explain
the presentation mechanism in case the user hasn't expediesuch multi-device presentations
before.
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During the transition of the character from one device tatlaep accompanying visual effects
might help to illustrate the transition process. Dependinghe relative physical location of the
two devices being used, different animations may be applied

In the case of devices being adjacent to each other, theatbaemimation could be a constant
movement starting at the initial device and continuing om térget device. If the orientation
of the two devices is horizontal, the character could simpalk out of the initial device and
continue walking into the target device (as illustrated igufe 5.2). In case the devices are
oriented vertically, the character could climb from oneidevnto the other. Due to this constant
movement, it is easy to follow the character during the detiansition.

Figure 5.3: Exemplary character animation for a charactéesition between distant devices

If the devices are not located right next to each other, atanhsharacter movement from one
device to another is not possible. However, it is still pblesto support users by illustrating the
disappearance of the character on the initial device withramation, immediately followed by
an animation on the target device with an appearing char@€igure 5.3 shows an exemplary
animation for a character transition between two distanicés. Played in order from frame
one to ten, the character disappears from the initial desiceplayed backwards, the character
reappears on the target device).

5.3.2 Aural Cues to Support Users in Following Character Transitions

As mentioned in Section 5.3.1, a character should annoumagpeoming transition to another
device in certain situations. This announcement will fatesattention of the user on the character
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prior to starting the actual character transition and it al#o help the user to follow the transition,
since the character may inform the user beforehand, whapuhgose of the transition is and

where it will end. Furthermore, the transition itself shibille accompanied by an aural signal.
This signal should supplement the visual effects duringcieracter transition. In the case of
a character disappearing on one device, and reappearingatihea device, the accompanying
sound should also start at the initial device and move tosvérd target device. Depending on
the device setup, this accompanying sound could make aardrmsbvement from one device to
another, in case the character is performing a constant mevie(as described in Section 5.3.1)
or a first sound could illustrate the disappearance of theacker on the initial device, while a

second sound on the target device could played while thectarreappears. Either method will
allow users to easily follow the character transition be&tweevices, even if they lose sight of the
visual representation of the character during the tramsjrocess.

5.3.3 Consistent Character Voices on Different Devices

A constant visual character design is very important in otdallow users to easily recognize the
same Migrating Character on different devices with différésual character layouts. However,
the visual appearance of a Migrating Character is not thefactor influencing uniqueness of the
character in multi-device applications. A consistent aelbter voice on different devices is also
very important. If a Migrating Character would speak witffatient voices on different devices,
the users would probably either believe that these arerdiffecharacters or that the choice of
different character voices on different devices would hsee kind of intention behind it. To
ensure that a single Migrating Character is perceived asahee character on any type of device
and in any kind of scenario, we need to ensure that the clearagice and quality is consistent
throughout the whole application spanning different desidOne way of doing so, is to make use
of pre-recorded speech, stored in an audio format whiclwalto be played back on all devices in
a scenario in the same quality. However, pre-recorded Bps&eald strongly limit the flexibility

of a Migrating Character. If all mobile devices in a scenaie capable of using the same, high
guality speech synthesis as the stationary devices, uem@dme speech synthesizer on each
device would be sufficient. Unfortunately, the availablenpoiting power on most of today’s
mobile devices will limit the quality of the speech syntlzess available for these platforms. One
solution could be to use a speech synthesis of lower qualiigiwalso runs on the slower mobile
devices and thereby guarantee the consistency of the ¢thiavaice. To suit the low power CPUs
of today’s mobile devices, formant-based speech syntledie best method since it demands
low computational power and memory. Formant synthesis doésise human speech samples
at runtime, but instead is based on acoustic model. A wanefdrartificial speech is generated
by varying parameters such as noise levels, voicing andafmedtal frequency over time. The
resulting speech synthesis is usually quite understaadalilis also far from being perceived as
natural. Using such an unnatural voice for a Migrating Cirawould result in a lowered overall
believability of the character. The most common methodsafihiieving high quality, naturally
sounding speech synthesis are based on the concatenasegroénts of recorded speécihe
real-time selection and concatenation of these speechetsighowever, is very costly in terms of
CPU usage and demand for memory.

2An overview on common speech synthesis methods can be foun@ole et al., 1997) and also at:
http://en.wikipedia.org/wiki/Speecéynthesis



5.4. CHARACTER DESIGN INFLUENCED BY APPLICATION SCENARIOS 113

A possible solution for producing a constant characterevaino a very high quality level for
both mobile and stationary devices is to use a client seatepgor the speech synthesis. Instead
of running the speech synthesis on each device, each ctiattt send a request to a server which
than would run a speech synthesis and store the result imsfqlayable on all devices in the
scenario. The generated audio files could then be forwaméket corresponding clients over
a network. The resulting utterances of the Migrating Charawould hence be of a very high
quality regardless of the device the character is used on.

5.4 Character Design Influenced by Application Scenarios

While the character’s visual appearance is strongly infiedrby the chosen mobile and stationary
devices and their capabilities (as discussed in Sectiahsaidd 5.2), it should also reflect the
application scenario in which the character is coming ta uSer example, in an application
especially designed for young children, a rather simpleicafmaracter may be most appropriate,
while a more serious character may be used for adults. Thethveagharacters visually appear,
strongly influences the expectations of the users. The cohdcacter designed for children is
probably not expected to show the same amount of expertigerase serious character designed
for adults.

Characters which are especially designed to fitin a certainario are expected to possess a fair
amount of knowledge within the scope of the application aden However, due to their visual
appearance fitting into the application scenario, it is aelear to the users that the knowledge of the
characters is limited to the application scenario. If algildigrating Character should be used in

Figure 5.4: A virtual character playing different rolesicated by different artifacts and clothes

different application scenarios, it is important to contley same sense of knowledge boundaries
of the character to the users in different application séesaBy changing the visual appearance
of the Migrating Character, the link between the charactel the scenario may be symbolized.
However, as important as it is to allow users to easily retzgga character appearing in a different
layout on different devices (as discussed in Section 8.%) gqually important to support users in
recognizing the same Migrating Character in different mgilon scenarios. Hence, the changes
in the Migrating Character’s appearance have to be venjesubtistead of changing the whole
character appearance, it may often be sufficient to changetaire attribute (e.g. changing the
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clothes of the character, giving the character a hut to weautiing a tool or device, fitting the
application scenario, in the hands of the virtual charactBigure 5.4 shows a single character
playing different roles in different scenarios. While thaimcharacteristics of the character are
constant throughout the different scenarios, differeathes and additional artifacts are used to
indicate the kind of role the character is currently playing

5.5 Character Movement

A major benefit of a Migrating Character is its flexibility regling its physical location. Unlike
traditional life-like characters, the same Migrating Glaer may appear at many different loca-
tions and on many different devices. However, in order tqpkée believability of the Migrating
Characters to a maximum, it will be necessary to allow theattar to move in a natural way
between different locations and devices. The transitiomvéen devices (as described in Sec-
tion 5.3) is one way of dislocating a Migrating Character.t Bwvill also be necessary to allow
the Migrating Characters to move to different positions lo# $ame device. The way this move-
ment is realized is very dependant on the particular devieeniovement is performed on. As
discussed in Section 5.2, a character movement on a molileedeill hardly ever be necessary,
since the displays of these devices are usually so smalthithatharacters position on the device
is irrelevant.

Figure 5.5: A virtual character moving by means of a virtuahsport vehicle
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The situation changes, as soon as the device being useddrgsradisplay. On a bigger display
it may be necessary to move the character from one positiandther in order to disambiguate a
reference to an object shown on the screen. For example, thbhemare several similar symbols
shown on the screen, referring to a particular one by usingesplanguage alone may be am-
biguous. However, moving the character close to the objattetting the character point towards
the object will disambiguate the reference. It would alsgbssible to highlight such a virtual
object on a single screen by underlining the object or pgittirvirtual spotlight on it. Using the
Migrating Character instead will help to provide a consistaethod for object references towards
both virtual and physical objects.

In order to give the character movement a natural appearaimoply moving the character
(i.e. letting it float across the display) will not be a goodusion. Letting the character walk
instead will be the most natural solution for a character enoent. However, letting a virtual
character walk will not only look natural but it will also talsome time for the character to reach
its destination. This may be no problem while dislocating ¢haracter on a larger display. But as
soon as the distance which the character will have to covearbes too large, different solutions
for moving the character from one position to another nedaetfound. This is especially true,
when the character is not shown on a display but is instegéqiea on a wall with a steerable
projector unit. In such a setup, the distances to be coverduetMigrating Character may become
very long.

One solution is to use another virtual object to move theaittar. The character could for ex-
ample enter a car or a plane or any other virtual representafireal objects which are commonly
known to move fast. Once the character has entered the tidrigvice, the character movement
towards its destination may be realized very quickly. Atdéstination, the Migrating Character
would leave the transport device and continue its presentat the new location. An exemplary
animation of a Migrating Character using a virtual transpehicle to move from one location to
another is depicted in Figure 5.5. Another solution to alfowa faster character movement is

Figure 5.6: A virtual character being transformed into aarbefore moving

to transform the character into another object which manp thee moved faster (see for example
Figure 5.6). This may be a very abstract object, like a cioclen arrow which may then be moved
without using any type of animation (i.e. the objects maytfls@ce there is no natural movement
for circles or arrows which could be expected by the userapiarbitrary speed towards the target
destination of the character. Once the target positionaished, the object could be transformed
back into the Migrating Character again.
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5.6 Synopsis

The main purpose of the Migrating Characters is to serve asiqueé interaction metaphor in
mixed, multi-device scenarios. In this chapter we haveudised issues related to the design of
the Migrating Characters when taking into account the af@mtioned purpose of this technol-
ogy. In the first part of the chapter we discussed differearatter layouts to be used on mobile
devices with small screens. When choosing a charactertidgosuch a device, there is always a
tradeoff between the usability of the character and theescspace it occupies. While a full body
visualization of the character will allow for any type of nesaent and gesture, a reduced layout,
for example only showing the head, shoulders and arms willae the flexibility of the character.
On the other hand, it will also decrease the amount of screareswhich needs to be allocated for
the character.

Regardless of the chosen layout for the mobile device, it igraost importance to ensure that
the character’s appearance, its voice and also its beheamoain consistent when transiting to
another device. This is especially true when the charastgsed on a completely different type of
device, like for example a wall mounted, large LCD screener€fore, it is necessary to choose
visual character representations for different types efads, according to the capabilities and
limitations of the devices. The chosen solution should géxensure that a user may easily recog-
nize the same character in its different visual realizatid@ne way to support the recognition of
a character when it moves from one device to another is tstifite this transition by an anima-
tion (maybe also in combination with a sound) starting onitiiteal device and continuing on the
target device. We have discussed several different metodtigstrate a character transition from
one device to another and we identified different situatiwhgh suggest the use of either one of
these methods.

As already mentioned in the preceding chapter, a singleadflitgg Character should be designed
in such a way that it may be used in a number of different segmain this chapter we discussed
the use of different clothes as well as the use of additioridhets to indicate the role the character
is momentarily playing. By applying these subtle changdkécharacters appearance, on the one
hand a user may recognize the specific purpose of the chaeddtee moment while realizing at
the same time that this is still the same character he/she@kfrom different scenarios.

Finally we discussed different ways to realize a charastmidvement towards a specific loca-
tion. These locations may either be a different display a@evor a physical location or simply a
different location on the same device the character is Bgtiegated at. Depending on the char-
acters target location, it may be either necessary to lethiheacter disappear from one device and
reappear on another or the character may perform a constaiment towards its destination (in
case the character stays on the same device or the targe¢ de@djacent to the device the char-
acter is departing from). For both cases we discussed diffanethods. Especially in the latter
case, the distance between the characters current poaittbits target location should influence
the way in which the character moves. If the character haswera long distance, letting it walk
to its destination might take too long and hence a differe@amhas to be found for moving the
character to its destination. We have discussed two sokifior this problem, namely transform-
ing the character into another object or using a virtualdpamt vehicle to take the character to its
destination.
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The described concepts and the defined principles statddsicliapter as well as in the pre-
ceding chapter form the basis for the development and egaiz of the Migrating Character
technology in a number of different projects and applicatiscenarios. In the following chapter
we will summarize the different Migrating Character impkemtations realized within the scope
of this research work.
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Realization of the Migrating Character
Concept
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6 Application Examples

As we have already discussed in Chapters 4 and 5, the Migr&@tivaracter concept was not de-
veloped for one single life-like character related projétstead it represents a general purpose
concept for the use of life-like characters in mobile amdlimns and instrumented environments.
To illustrate the flexibility of the Migrating Character czept, we developed three different pro-
totypes, each focusing on different aspects of the concEpen though these projects do not
completely cover the whole functionality indicated in thégkéting Character concept, they give
a good overview on the applicability and feasibility of tr@ncept and the technology in general.

We will start by reviewing the PEACH project in which a museguide, based on a combi-
nation of mobile devices and stationary information systewns realized. The main purpose of
this project was to evaluate possible ways of realizing apternlife-like character on a mobile
device platform. Furthermore, to overcome certain linota of these devices (as discussed in
Section 2.3), stationary information systems were integkanto the scenario. The developed
character technology realizes a Migrating Character dep#lpresenting information in a natural
way on both mobile and stationary devices. Four differematratters fitting two different scenar-
ios were developed. Each of these characters acts as a alegsite to a museum visitor and
is capable of taking a user on a tour through the physicalespdthe museum. Furthermore,
the characters also act as an anchor point for the useristiattal focus when using different
presentation devices.

In a second project, the Virtual Room Inhabitant, a Migmt@haracter was realized which
is capable of assisting a user while interacting with défeérdevices and services within an in-
strumented environment. The special focus of this projexg an the realization of a Migrating
Character capable of moving freely along arbitrary sugaséhin an instrumented room. In or-
der to realize this technology, several devices had to bébowd, most importantly a steerable
projector mounted on the ceiling and a spatial audio system.

Finally, the RefFind project implements a rule-based systapable of determining optimal
solutions for the task of performing references to bothueit and physical objects within instru-
mented environments. It uses the technology developedeirvib aforementioned projects, in
order to realize a Migrating Character based referencistesy to perform unique references in
arbitrary situations.
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6.1 PEACH - A Museum Guide Combining Personal Digital Assis-
tants and Public Information Systems

PEACH (Personalized Experiences with Active Cultural k) is a large distributed research
project lead by the Center for Scientific and Technical Resfeat the Trentino Cultural Institute
(ITC-irst). Its project partners stem from cultural hegigainstitutions, industry as well as from
academia. A major scientific goal within the PEACH projectoiglesign and evaluate advanced
technologies that can enhance cultural heritage appi@tiby creating an interactive and per-
sonalized guide. The aim is that of developing and usingvatie technology to provide an
educational and entertaining experience fitting the imltial backgrounds, needs and interests of
each user.

The German Research Center for Artificial Intelligence (Df-lés one of the main scientific
partners within the PEACH project, focused on the develapnoé Migrating Characters to be
used as virtual tour guides on mobile and stationary de\sms also Kruiger & Kruppa, 2006).

Since exhibits and related information in informal leaghienvironments are usually spread
throughout the physical space, it is of utmost importanceugport localized information dis-
tribution. By linking the electronically available infortion with a physical location, the link
between physical objects and corresponding informati@oines more evident. A mobile de-
vice, like a PDA, offers a high potential to present localizaformation in mobile scenarios in an
appropriate way.

Figure 6.1: Cooperating museums and corresponding applicand character layouts

However, due to the inherent limitations of such mobile desi(e.g. small display size, limited
computing power), some information is preferably dispthga a large, even though stationary,
information screen. In combining PDAs and large statioriafgrmation systems, the resulting
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information system may offer localized information as wasllhigh quality multimedia presenta-
tions. In such a scenario, it is also very important to ini@l a constant interaction metaphor,
which will allow users to have a coherent experience withsyetem. The Migrating Characters
used in the PEACH prototype are playing the role of virtuairtguides, accompanying visitors
through a museum and migrating between stationary and endéilices.

The museum guide has been adapted for two different musenangly the Museo Castello
del Buonconsiglié in Trento and the Volklingen Old Ironworkd Since these two museums have
completely different settings (i.e. a medieval castle vii#scoes in Trento and an industrial plant
which has been recently transformed into a cultural hegitsite in Volklingen), the application
and character layout were modified accordingly. Figure /&sgan impression of the two sites
and the corresponding layouts.

The PEACH museum guide prototype combines a number of diffesystem components. A
structural overview on the setup of the prototype is dediate6.2. In the following sections we
will explain each of the components as well as the underlgmgmunication structure.
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Figure 6.2: Structural overview on the PEACH museum guidggbype

http://www.buonconsiglio.it/

2http://www.voelklinger-huette.org

3as part of the PIL (PEACH IsraeL) project, a third museum veently chosen for another PEACH installation,
namely the Hecht Museum (http://mushecht.haifa.acrilhlaifa
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6.1.1 Different Characters Representing Different Steretypes

Four different Migrating Characters were developed for RBACH project, two for the Volk-
lingen Old Ironworks and two for the Museo Castello del Bumsiglio (see figure 6.3). While
the characters for the Volklingen Old Ironworks have aeatinodern design, fitting the scenario
of an industrial plant, the characters for the Museo Casti#l Buonconsiglio have a medieval
appearance fitting into the scenario of a medieval castle.

Volklingen Old Ironworks Character Design

Museo Castello del Buonconsciglio Character Design

Figure 6.3: Characters designed for the PEACH museum guide

Each character represents a different view on the conteheapecific museum. Users are free
to choose either character at any given time. Dependinge®untibsen character, the focus of the
information presented while exploring the museum is modiiecordingly. For example, the first
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character in the Museo Castello del Buonconsiglio setugpheappearance of an artist, and hence
the information presented by this character has a strongsfoo artistic aspects of the exhibits.
The design of the second character was inspired by a figumeiofthe frescoes which are shown
in the museum. Information presented by this second cleractocused on social and historical
backgrounds, since the character was designed as a comtesnpdatness. Both characters have
easily understandable visual features indicating thégrwathin the context of the museum. They
also feature distinctive gestural behavior, which deepfemgnpression of the individuality of each
character. Since both characters are offering the samiesdine. guidance through the museum
grounds), the interpersonal relationship is mainly infeshby this rivalry. This is reflected in the
characters’ behaviors by means of subtle taunts integmatib@ presentation scripts.

6.1.2 Device-Independent Migrating Characters

The Migrating Characters developed within the scope of tBAEH project were designed to
work on both mobile and stationary systems. Due to the diffescreen sizes of these devices,
each character features two different layouts. While tlyeua for mobile devices shows only
head, shoulders and arms (see Figure 6.4), the layout tmrsiay systems shows the whole body
of the character (see Figure 6.3).

Figure 6.4: Exemplary character layout for mobile devices

Hence, the character is more flexible on the stationary ddiie. it may move across the screen
towards a specific object) while occupying less screen spatke mobile device. The characters
have been realized as stand-alone movies in Macromedih Mx$ and are loaded and executed
during runtime in a surrounding player environment (thecalbed character architecture, similar
to the mobile agent architectures described in 2.4). Thesgas may hence be transferred from
one device to another independent of the player controthegcharacters.

6.1.2.1 Two Different Character Roles: Anchorman and Presater

Following the television metaphor, two main roles have bestlized within each character: the
presenteland theanchorman When playing the role of the presenter, the characterdottes new
media objects and uses pointing gestures. When playingtbef the anchorman, the character
just introduces complex presentations without interfgxirith them any further. Although simpler
than the presenter, the role of an anchorman can help thierusiderstand many different presen-
tations, providing a context in which they all make sensétslrole of an anchorman the character

*http://www.macromedia.com/software/flash/
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also supports the seamless integration of the mobile deviceall screen and the large screen of
the stationary system. Similar to a TV-presenter who watksiiad in the studio to present differ-
ent content, the character is able to move between the nadiiee and the stationary device (as
described in Section 6.1.2.3).

6.1.2.2 Character Migration in the Physical Environment

Some characters in the PEACH museum guide have a direcblialspecific object in a particular

museum. The female character designed for the Museo GadidBuonconsiglio has a visual

appearance very similar to one of the many figures in thedesswhich are shown in the museum.
By giving the character this very specific appearance, ieappto belong to the fresco itself.
Hence, when the character is explaining a scene depictedarobthe frescoes, it is easier to
believe in the expertise of the character.
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Figure 6.5: A Migrating Character emerging from a fresco

To help users to understand the link between the figure irdésed and the Migrating Character,
a simple animation was created to illustrate the characigration from the fresco to the museum
guide system (as illustrated in Figure 6.5). This animaisshown during an introductory part on
one of the stationary devices.
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6.1.2.3 Character Migration Between Devices

In order to guide the user’s attention focus while the MiggtCharacter is moving from one

device to another, a combination of a character animatigneaspatial audio clue is used. While
the character disappears from the initial device, an agugrsbund is played back on the same
device. As soon as the character has completely disappaastdrts to reappear on the target
device. While reappearing, the target device plays backhensound. In this way, users are
presented with both visual and aural clues which help thediréat their attentional focus towards
the correct device. Figure 6.6 illustrates the characsarsition between different devices.

Sound \QD

(V)

[

Mobile device Stationary device

Figure 6.6: Keyframes of the transition between a mobileasthtionary device

6.1.2.4 Consistent Speech Generation for Mobile and Statiary Devices

In order to have a consistent, high quality speech syntlagsitable for both mobile and stationary
devices, we invented a technology allowing to run the spesycithesis on a stationary server,
convert the result into MP3encoded audio files and share those files among all clientsected
to the network. The resulting speech synthesis producesatime high quality voices on mobile
and stationary devices.

We make use of AT&T’s Natural \oic€s The quality of the generated speech of this package
is very good, probably one of the best available today. Tegee MP3 files from text, we use

5The MPEG audio layer 3 coding scheme for the compressionaibaignals
SAT&T Natural Voices homepage: http://www.naturalvoigscom/
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TextAloud by NextUp which is offered in combination with a bundled wensof AT&T'’s Natural
Voices. TextAloud’s main goal is to use speech synthesimstalled on a PC to read aloud e-mail
and all other kind of text. TextAloud may also generate MR&sfihstead of sending the output
directly to the audio-processor. However, we use a speeigion, which was kindly given to us
for research purposes. In this version, TextAloud monitocertain directory and waits for text
files to appear. Whenever a new text file is available, Texidlgenerates a new MP3 file with
same name, and deletes the text file. So, a server generatésaéles in that directory and waits
for the corresponding MP3 files to appear. To make sure noislgenerated twice, each text file
generated has a unique name. The name consists of two ckat#yithg the type of text and
another 18 chars (being part of an MD5-Check&whthe text to be synthesized), for example:
S10D1Xb50cef50d41e20.txt. Before a text file is generdtedserver checks, whether there exists
an MP3 file with the same name as the new text file. In this ways ready synthesized before
are not synthesized again. By generating speech insteaglmaf prerecorded speech, the system
is capable of generating personalized presentations eaythe name of the user, or the time of
day). It is also possible to generate presentations acuptdithe special interests of the user by
combining text-parts into new text blocks. Another advgatis the easy support for different
languages. Instead of translating the texts and having #poken in a professional studio, one
may simply translate them and the system does the rest. AT&flndl Voices supports many
languages (e.g. English, German, Italian, French...) dffereht speakers. In the demo setup
at the Volklingen Old Ironworks, we have a complete suppartoth German and English (i.e.
layout and spoken text) while in the Museo Castello del Boosiglio we support English and
Italian.

6.1.3 Localized Information Presentation

While exploring the museum site, users are presented widiied information on their personal
PDA. This information is directly related to the physicatdtion of the user and the surrounding
objects. In order to determine the user position, we usaidefr Beacons (see Figure 6.16) which
are mounted on either walls or ceilings. These beacons euritqaie number and have a signal
range of 8 to 20 meters and a variable transmission anglesketiO and 25 degrees. The resulting
area in which the signal of an Infrared Beacon may be recésvadone.

Due to the fact that a direct line of sight between the InftaBeacon and the receiving PDA
is necessary, the system also provides information abeubtientation of the user (i.e. infor-
mation on the orientation of the PDA in the user’s hands). dither improve the precision of
the positional information, it is possible to mount sevdrdfared Beacons in such a way, that
their emitting ranges overlap. Since the PDA can receiveadigof several Infrared Beacons at
the same time, we can narrow down the user’s position by lediog the overlapping Infrared
Beacon signal regions.

"The TextAloud homepage: http://www.nextup.com/
8The MD5 message digest algorithm, for details please sed/tfieonline memo number 1321, available at:
http://theory.lcs.mit.edu/rivest/Rivest-MD5. txt
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6.1.4 Stationary Information Systems

The stationary information systems within the PEACH scenaere used with the metaphor of
a “window to the outside world” in mind. The stationary systewere therefore called “Virtual

Windows”. While the localized information on the PDASs isatitly related to a physical object,
the information presented on the stationary informatiostesy offers additional information on
exhibits visited while exploring the physical site of the seum. The additional material is au-
tomatically pre-selected, based on a user model which i$ iy while the user explores the
museum (see Section 6.1.5).

In addition, the stationary systems provide options to gkathe character which is accompa-
nying the user on the mobile device. In the Museo Castell@Bdeinconsiglio installation, both
characters present information on the stationary systegui@ 6.7 shows two screen shots of a
presentation running on the stationary system).

Figure 6.7: Screen shots of the stationary presentatidarsyat Museo Castello del Buonconsiglio

However, when leaving the stationary system, the user hdedide to take either one of these
characters with him on the mobile device. In case the usefdnie to switch to the other char-
acter later on, it is possible to choose a different chardmtevisiting the next available stationary
system.

6.1.5 Automatic Adaptation to User Interests by Observatio

The user’s behavior, while exploring an exhibition, is dangly monitored (i.e. the time spend
in front of different exhibits belonging to a certain categaithin the exhibition, the additional
information requested by the user, aborted presentatam)lanalyzed by the system. Based on
the data achieved in this way, the system finds an approprsgtegroup. In the prototype setup,
the system monitors the user, until he reaches the end ofiiseurm tour. Figure 6.8 below shows
the a screenshot of the statistic analyzer module whicktithbes the data collected by the server
in the Volklingen Old Ironworks scenario.
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Figure 6.8: Screenshot of the statistic analyzer module/stgpuser data

The statistic analyzer module categorizes users intordiffegroups according to their interests
shown while exploring the museum site. While the presestiaton the mobile devices are not in-
fluenced by this categorization, the content to be preseattde stationary system is pre-selected
by the system based on these calculated user interests. eydransing a stationary system, the
Migrating Character explains to the user that the contesgmted on the stationary system pro-
vides further details on exhibits and information whichrage be particularly interesting to the
user. However, the users are always free to disregard thisglected content and make their own
choices.

6.1.6 The Longtime User Model

In addition to the internal user model which is built up by #ever during a user’s visit at the
museum, a second, external user model is utilized (see ldaripgckmann, & Kriiger, 2005). This
user model serves as an initial setup whenever a user vigitsseum. The actual user model is
stored on an Internet serverin this way, information gathered during previous museusits/
may be used to come up with an initial categorization of a irsarpreviously unvisited museum.
However, since the data collected may be sensible, useadreags free to turn of the external user
model feature. In this case, when starting a museum vigtptbiseum guide system will handle
the user with a standard setup. In case the user agrees #otlkbanformation on the Internet, the
initial setup sequence works as illustrated in Figure 6.9.

Users participating in this service are identified by a uaidD, the UID (User ID). Using
a personal mobile device, the UID is stored on the device amohzatically transmitted to the
museum guide server. Otherwise, using a rented mobile elethe user is asked to enter the
UID. Thereupon, the museum guide server requests availaolenation about user preferences
from the user model server. The acquired information is théegrated with the internal user

The server is available online at: http://www.u2m.org
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—

Figure 6.9: Initial user model setup sequence

model. Once this setup process completes, the user is iatbabout the initial setup chosen by
the museum guide server. At this point, the user is free toghdhis setup or to completely
disable the whole user adaptation process. A screen shoteXfeamplary user model downloaded
from the user model server and the corresponding dialogb@mbbile device are depicted in
Figure 6.10.
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Figure 6.10: User model representation at U2M.org and spareding layout on a PDA

6.1.7 Template-Based Adaptive Video Documentaries

A major limitation of the mobile device used in the PEACH mebnuseum guide is the small
screen size. As mentioned in Sections 5.2, 5.1 and 6.1.2htmacter layout had to be adapted in
order to fit on the small screen of the mobile device. This wss aecessary to leave sufficient
screen space for visual information presentation. Howewen the best layout cannot change the
physical size and resolution of the display. Especiallymvpeesenting very detailed images with a
high resolution on the mobile device’s screen, the remljumality may not be sufficient in order to
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show every detail of the image. To overcome this generatditioin, a system for template-based
adaptive video documentary generation (see Rocchi & Zaroa2004 and Kruppa et al., 2003
for a detailed description of the system) has been adapteddiar to work on a mobile device.
Automatic composition of video documentaries is often doyiselecting annotated, pre-recorded
clips from a database which are concatenated to form a neviemélowever, the approach of
Rocchi and Zancanaro is based on a different idea. The bgilbiocks of the generated video
documentaries are shots which are defined beforehand bysnodéanscripting language. The
shots themselves consist of camera movements which are@ppl2D images in conjunction
with audio files. In the terminology of cinematography (sts® aMetz, 1974), a shot refers to a
continuous view from a single camera without interruptibmthe context of the video documen-
tary generation system, a shot refers to a sequence of camosements which are applied to the
same image. Camera movements are available in three diomensiorresponding to a camera’s
pan, zoom and tilt functionality. Between shots, differgansition effects may be chosen:

¢ Display: The first frame of the new shot immediately replaces the tasté of the previous
shot without any transition effect.

e Cut: Similar to the “display condition”, however a white spacéniserted between shots.

e Fade: An old shot is gradually replaced by a black screen (fad¢-out black screen is
gradually replaced by a new shot (fade-in).

e Crossfade: A new shot gradually replaces an old shot by combining a tadesn the old
shot and fade-in on the new shot.

A set of strategies similar to those used in documentariesapplied during the automatic
composition of video documentaries. Two different clasdestrategies can be identified within
the system. The first class consists of constraints adaptetdthe grammar of cinematography.
An exemplary constraint in this class restricts the use @ralpft immediately followed by a pan-
right camera movement. The second class consists of ggnacakpted conventions for camera
movements in video documentaries. An exemplary rule frasmdlass would encourage the use of
sequential scene cuts when visually introducing diffeddvatracters instead of using a fade effect.

The output of the automatic video documentary generatictesy is an XML-based presen-
tation script (see appendix C for an exemplary video presemt script). In order to watch the
generated presentations, an additional player componandeveloped. This player component
interprets the presentation script and renders the camelépg video documentary. The commu-
nication between video documentary generator and playealized via a standard TCP/IP socket
connection. The player itself is designed as a componenthwd@n be integrated seamlessly into
any GUI that is based on a technology allowing for Macromé&digagh MX content playback. The
whole architecture of the automatic video generation aagiljaick system is depicted in Figure
6.11.

As illustrated in Figure 6.11, the communication betweeantlleo documentary generation
system and the video player is usually routed through a GWhich the player is embedded. The
XML script received by the GUI is simply forwarded via intairthannels to the player.

In order to adapt the video generator system to work withenRIEACH prototype, first the
layout of the player component had to be changed in order tbdismall screen area available
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Author

Figure 6.11: Architecture of the video documentary gef@masystem (according to: Rocchi &
Zancanaro, 2004)

on the mobile device. Since the video playback had to be rated seamlessly into the whole
presentation performed by the Virtual Characters, the comication mechanism between video
player and video generator was also changed. Instead oée dommunication via the GUI, the
PEACH server requests specific videos from the video gesrerahe generated video script is
send back to the PEACH server which then incorporates thet $igra surrounding presentation
script for the mobile device (including instructions foetMigrating Characters and also slide
show instructions). In this way it is possible to generatelzecent presentation, allowing the Mi-
grating Character to announce a video clip, watch the clijetteer with the user and summarize
the content as soon as the clip is finished (the integratidgheofrideo generator and player com-

ponent in the PEACH prototype has also been described inl @¢ef@occhi, Stock, Zancanaro,
Kruppa, & Kriiger, 2004).
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Figure 6.12: A migrating character announcing and watchirgleo clip
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Figure 6.12 shows a sequence of screen shots of a charactemaing a video clip and watch-
ing the clip together with the user. The implemented systdowa to generate and integrate
video clips into the PEACH museum guide which maximize the afshe mobile device’s small
screen by automatically showing relevant details of lagdesimages while playing back audio
commentary.

6.1.8 Multi-user Support

A major problem in the PEACH scenario was the fact, that thalmer of Virtual Windows avail-
able in a museum will always be significantly lower than thenber of visitors. This is due to
both economical as well as practical reasons. Itis hendeatdssto find methods which will allow
several users to use a stationary system at the same tinten\tié scope of the PEACH project,
different techniques have been developed to support riltigers interacting with a single, sta-
tionary device. When using standard devices like for exanaptouch screen in the realization
of multi-user applications, the first problem is to find outigthuser is performing which action.
There are specialized devices, like for example the MERDiamond Touch, which allows mul-
tiple users to interact with a single touch screen. Howeértaracting with a touch screen requires
the users to stand directly in front of the screen, and hdreedbscure part of the display for users
standing behind them. In our scenario, we want to benefitefdht that each user has its own
mobile device. These devices may not only be used to presealized information throughout
the museum, but may also serve as a user-interface wheadtitey with the stationary systems.
In (Kruppa & Kriger, 2003), several different methods focanbined use of PDAs and large
remote displays have been explored.

We identified two different techniques which do fit very wellaur scenario of combined per-
sonal devices and public information systems.

For the first technique to support multi-user interactions,adopt the metaphor of a remote
control (this technique was described in detail in (Krugd204)).Users interact with the Virtual
Window by pressing on buttons that are displayed on theirilmalevice. Using wireless LAN
technology, this interaction is communicated via a servéné stationary system. This server also
selects the content to be presented at the stationary sylste®d on the user interaction history.
The user may choose different presentations, which aregethin a list, sorted in order of highest
interest.

When another user approaches the Virtual Window the prasentlists of all users in front of
the Virtual Window are combined to form a new list, which hotzhly items which are of interest
to all users. In case this list should be empty, very geneegemtations are included in the list,
which should be of interest to most visitors of the museums@mn as the running presentation is
finished, the newly generated list is shown on each mobiledend on the Virtual Window (see
Figure 6.13). At this point, each user chooses a presentatidhe mobile device. After the first
user has chosen a topic, a countdown is started on the Viltimalow. Each user may then make a
decision until the countdown is finished or each user has tiadlger choice. To ensure that there
will be a definite decision, each user has a different weigthe voting process. The first user
arriving has the highest weight, the last one the lowests also reflects the fact that the Virtual

10The Mitsubishi Electric Research Laboratory, http://noenn
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Window belonged to the first user, and hence this user sgip&ehe most control. However, this
method does only work in cases where all the users sharinggéesilevice have at least some
overlapping interests in their user profiles. For compjetedterogeneous user groups, sharing
no interests at all, a different method is necessary. ldstédorcing users to agree on topics,

At Virtual Window

| om i
August January

At Virtual Window

Figure 6.13: Multi-user interaction using a voting mecisami

we invented a system which combines personal devices atidnsty presentation systems in
order to provide presentations which fit the interests ofiséirs sharing a stationary information
system. The idea is to have a “root presentation” on theostaty presentation system and to fill
in personal presentations on the user’s personal devicenevier the actual topic of the “root-
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presentation” does not fit the interests of the user (thigagmh has been discussed in detalil
in (Kriger, Kruppa, Muller, & Wasinger, 2002)). While thiecus of the presentation on the
stationary presentation system is on general informatioa specific topic, presentations on the
personal mobile devices present in-depth informationtedl@o topics mentioned in the “root-

presentation”. The presentations to be shown to each us#reimmobile devices are chosen
automatically based on the user model derived during theeomsvisit. Users are free to stop a
presentation on their personal device at any time, whichtigin result in an update of the user
model of that particular user.

Since the “root-presentation” on the stationary devicetinoes, while the individual presen-
tations run on the users’ personal devices, this presentatiethod might possibly put a high
cognitive load on the users. This is due to the fact that tlae ho concentrate on the presentation
on their personal device while still hearing (and maybe sésing) the presentation running on the
stationary presentation system. However, empirical studiith this type of presentation system
have shown that users are capable of concentrating on tiogitdual presentations without being
distracted by the “root-presentation”. The correspondiagr study is discussed in Chapter 7 as
well as in (Kruppa & Aslan, 2005). A critical point within tee multi device presentations is
the moment when users have to switch their attention fromdewece to another. The aforemen-
tioned user study has shown that the Migrating Charactersuegessfully help users in guiding
their attention from one device to another by migrating lestwthe different presentation devices.

6.2 VRI - The Virtual Room Inhabitant

The Virtual Room Inhabitant (VRI) was developed within tloege of the Sonderforschungsbere-
ich 378 at Saarland University. The main goal of the projess vo realize a Migrating Character,
capable of appearing and moving on arbitrary surfaces. maeacter was realized in the Saarland
University Pervasive Instrumented Environment (SUPIE,Section 6.2.2 and also Butz, Schnei-
der, & Spassova, 2004). The room is used by many differeqpegrgroups which have realized a
number of different services in the in it. However, since safithese services (as well as some of
the installed devices) are not necessarily visible at figsttsthe idea of a VRI is to offer assistance
to users which are unaware of these hidden possibilitiesen&Ver a user enters the SUPIE room,
the VRI should be there to help the user fulfill a certain taskiral a specific device or object.
Figure 6.14 shows the Virtual Room Inhabitant next to a wallmted LCD panel.

6.2.1 Realization

In order to realize our vision of a life-like character “lng” in our instrumented environment,
several software/hardware components were combined (gaeeF6.15). Each device has to be
registered on our device manager as a service. The devicagann combination with a pre-
sentation manager, grants access to all registered dddetsls are described in Stahl, Baus,
Kruger, & Schmitz, 2005). In this way, we are able to shanedmvices between several applica-
tions running simultaneously. The remote access mechasisralized with Java Remote Method
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Figure 6.14: The Virtual Room Inhabitant beside an LCD panel

Invocatiort! objects, which allow arbitrary applications to control @ devices as if they were
locally connected.

We use two different technologies in order to determine thersi positions: Active Infrared
beacons (IR beacons) and active Radio Frequency Ideritificetgs (RFID tags). Most position-
ing systems equip the user with infrared batches or RFID &agsput respective sensors at the
walls or ceilings in order to detect the presence and/oripribx of a user. In our approach the
beacons and tags are mounted at the ceiling and the usescarRDA with integrated sensors
(the standard built-in infrared port of the PDA and a PCMChéivee RFID reader card plugged
into the PDA).

A received (or sensed) tag or beacon indicates that a useaistime location of the respective
sendel? (in case of the Infrared Beacons, which need a direct linégbit sthe orientation of the
user/PDA is also determined). The active RFID tags have aaneai 64 bytes of which 56 bytes
can be freely used (read and write). We use this memory te $iercoordinate of the tag. Each
IR beacon is combined with one RFID tag that provides thedioates of the beacon and the tag
itself. When a tag or beacon is sensed by the PDA a Geo Re&stdéhymamic Bayesian Network
(geoDBN, see Brandherm & Schwartz, 2005) is instantiatewd(iced”) and associated with the
coordinate that is stored in its memory.

Uhttp:/fjava.sun.com/products/jdk/rmi/
120r near a coordinate that lies in the area of the sender ovesce
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Figure 6.15: The system components of the Virtual Room Ilithab

The position of the user is then calculated from the weiglkt@dbination of the coordinates at
which geoDBNSs exist:

UserPos = > _ o w(GeoDBN[]) Coord GeoDBNF]).
i=1

n is the number of existing geoDBNs at timén > NumberOfReceivedSendgrs
(Coord(GeoDBNY{))) is the coordinate and/(GeoDBNE]) the weight of theith geoDBN.« is a
normalization factor that ensures that the sum of all weighaltiplied witha is one.

The calculated position is then forwarded by the PDA via lgse LAN to an event heap, a
tuplespace infrastructure that provides convenient nméshes for storing and retrieving collec-
tions of type-value fields (see Johanson & Fox, 2002). Onetent heap, we collect all kinds
of information retrieved within the environment (i.e. up@sitions, interactions with the system).
Our central component, the character engine, monitors\ubetdeap and automatically reacts
according to changing user positions.

The VRI implementation combines a character engine withatiapaudio system and a steer-
able projector, to allow the character to freely move wittie room (i.e. move along the walls of
the room). These three main parts of our implementationbeilexplained in detail in the follow-
ing subsections. However, we will start with a short desimipof the setup of our instrumented
environment.
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Figure 6.16: Exemplary infrared beacon and RFID tag posiigp system setup

6.2.2 Exemplary Setup of an Instrumented Environment

The SUPIE room is located at the Atrtificial Intelligence LabRvofessor Wahlster at Saarland
University. The main purpose of the room is to offer a hardwpalatform for developing and
evaluating new technologies for instrumented environseiihe SUPIE room is equipped with
the following devices and sensors:

e a steerable projector combined with a digital camera

e another projector mounted on the ceiling projecting downds@n a desk

e alarge scale, wall mounted LCD panel with a touch screen unit

e a spatial audio system

¢ a shelf, instrumented with an active Radio Frequency Ifleation (RFID) antenna

e a shopping trolley, instrumented with an active Radio Feeqy Identification (RFID) an-
tenna

e two steerable cameras

¢ Infrared beacons and active RFID tags for positioning psego

6.2.3 Steerable Projector and Camera Unit (Fluid Beam)

A device consisting of an LCD projector and a digital camdeagd in a movable unit is used to
visualize the Migrating Character (see Figure 6.17). Theabke unit (Moving Yoke) is mounted
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Figure 6.17: Steerable projector hardware

on the ceiling of the instrumented environment and can taedthorizontally (pan) and vertically
(tilt). In this way it is possible to project at any wall andsttesurface in the instrumented envi-
ronment. The digital camera can provide high resolutiongeseor a low resolution video stream
which are used to recognize optical markers or simple gestuAs the projection surfaces are
usually not perpendicular to the projector beam, the rieguimage appears distorted. In order to
correct this distortion we apply a method described in (Rirdz, 2001). It is based on the fact that
projection is a geometrical inversion of the process ofrigla picture, given that the camera and
the projector have the same optical parameters and the sasit®p and orientation (see Figure
6.18). The implementation of this approach requires ante3@aenodel of the instrumented envi-
ronment, in which the projector is replaced by a virtual cean®&oth the orientation and the field
of view of the virtual camera must match those of the givengator. In this way we create a sort

R Y

source camera camera image/ projector projection/
image projector image visible image

Figure 6.18: Distortion correction using the virtual camarethod

of virtual layer covering the surfaces of the instrumentedrenment on which virtual displays
can be placed. This layer is visible only in the area thatugiinated by the projector beam. Thus
the steerable projector serves as a kind of virtual tordht ligaking the virtual displays visible
when it is moved in the appropriate direction. The displagsimplemented as textured surfaces
in the 3D model of the environment on which images, videoslaedvideo streams can be dis-
played (for a detailed description of the Fluid Beam stdergbojector and camera unit see also
Spassova, 2004b and Spassova, 2004a).
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The VRI is created as a live video stream texture on a virtisgdlay. Thus it can be animated
in real time by the character engine. By moving the virtuaptily in the 3D model and an
appropriate movement of the steerable projector, the ctearappears to “move” along the walls
of the room.

6.2.4 Spatial Audio

The synthesized speech of the VRI generates audio outputahkl be played by any device with
audio rendering capabilities. In order to realize a MigrgtCharacter capable of dislocating itself
along arbitrary walls with a character voice coming alwagstthe character’s actual location, we
used the Spatial Audio Framework for Instrumented Roomd~H8A(Schmitz, 2004)) that runs
as a service in our environment and allows applications ne@wently spatialize arbitrary sounds
in our lab. The character engine server (see Section 6.8r)ssgenerated MP3 files, holding
utterances produced by a speech synthesis system (the wstera sitilized in the PEACH project
and described in Section 6.1.2.4) and the coordinates ofulrent location of the character to
the spatial audio system, which positions the sounds aitggyd The anthropomorphic interface
obviously appears more natural with the speech being peddrom the same direction as the
projection is seen. This is particularly helpful in sitweis when other applications clutter up the
acoustic space with additional audio sources at the sange fiflme spatial attributes of the audio
output of the Migrating Character allow the user to assedia¢ speech with the projection of the
character more easily. Furthermore, it automaticallyafir¢he user’s attention to the position of
the character when it appears outside the user’s field arvisi

The SAFIR system is a Java API for multi-channel spatial daymthesis that permits to freely
setup an arbitrary number of loudspeakers in a 2D (e.g. 240n8D (e.g. a half-sphere) configu-
ration, whereby a higher amount of speakers yields betsefteewith respect to the spatial sound
reproduction. The system is programmed in Java and is basd&y? libraries for the sound
synthesis.

VBAP (Vector-Based Amplitude Panning, see Pulkki, 1997)ded as the core spatialization
algorithm to position virtual sound sources. It providesnpotationally efficient functions to
simulate the direction of a virtual sound source by selgatip to two (in a 2D setup) or three (3D
setup) loudspeakers to emanate the signal with particalsr \ealues to place the virtual sound
between the active loudspeakers.

Since VBAP does not simulate distances of sound source§ARER system implements ad-
ditional audio effects that create an impression of digancahe listener: The main distance cue
is the decreasing intensity of sound with increasing degtatiue to air absorption, the system
therefore attenuates virtual sound sources that are fugtliay from the listener. Reflections of
sounds that occur in rooms also provide cues that are ietegbby the brain to estimate the dis-
tance (among other attributes) of a sound source. To keepuational costs low, SAFIR only
synthesizes the first reflection of a sound source, which sdroen the same direction as the orig-
inal sound source from the listener’s point of view. The egsfinally creates Doppler effects for
moving sound sources which is perceived as a temporaritgased pitch when the source moves
towards the listener or as a decreased pitch when it moveg r@spectively.

Bhttp://www.softsynth.com/jsyn/
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Figure 6.19: System structure of the Spatial Audio Fram&varInstrumented Rooms (SAFIR)

The SAFIR system also utilizes the position of the user,aimied by the instrumented environ-
ment, by adjusting the speaker output (intensity and tiondmgording to their differing distances
to the user. Information about the user position are alsdieappo the VBAP implementation,
minimizing the direction error when the user moves away ftbencenter of the room (the “sweet
spot”).

Figure 6.19 visualizes the elements of SAFIR with the sidlmal from system input (mono
sound sources) to multi-channel output over loudspeakers.

6.2.5 Character Engine

The character engine consists of two parts, namely the cleairengine server (CE-server) written
in Java and the character animation, which was realized Mé&bromedia Flash MX. These two
components are connected via an XML-Socket-Connectiore @B-server controls the Flash
animation by sending XML commands/scripts (see AppendixiDafcomplete example script).
The Flash animation also uses the XML-Socket-Connecticsetal updates on the current state
of the animation to the CE-server (i.e. whenever a part oframation is started/finished). The
character animation itself consists-09000 still images rendered with Discreet 3D Studio Max
which were transformed into Flash animations. To cope wighitnmense use of system memory,
while running such a huge Flash animation, we divided theation into 17 subparts. While the
first consists of default and idle animations, the remairsix¢een are combinations of character

Yhttp://www4.discreet.com/3dsmax/
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gestures, like for example: shake, nod, look behind, etchiaimation includes a lip movement
loop, so that we are able to let the character talk in almogtpasition or while performing an
arbitrary gesture. We have a top-level movie to controlehmevie parts. Initially, we load the
default movie (i.e. when we start the character engine). Wer we have a demand for a certain
gesture (or a sequence of gestures), the CE-server sendsrtieeponding XML script to the
top-level Flash movie which then sequentially loads theesponding gesture movies.

The following is a short example of an XML script for the chetea engine:

<VRI - scri pt >
<scri pt >
<part >gest ur e=LookFront al sound=wel conel. np3</part >
<part >gest ure=Hi ps sound=wel come2. np3</ part >
<part >gesture=swi rl sound=swi rl sound</ part >
</script>
<scri pt >
<part >gest ur e=LookFrontal sound=cart. np3</part>
<part >gest ur e=Poi nt DownLeft sound=cart 2. np3</part>
<part >gest ur e=sLookDownlLeft sound=cart 3. np3</part>
<part >gesture=swi rl sound=swi rl sound</ part >
</script>
<scri pt >
<part >gest ur e=Poi nt Left sound=panel . np3</ part >
<part >gest ur e=Poi nt UpLeft sound=panel 2. np3</ part >
<part >gesture=sw rl sound=swi rl sound</ part >
</script>
</ VRl - scri pt>

Each script part is enclosed by a script tag. After a script\was successfully performed by the
VRI animation, the CE-server initiates the next step (i.@venthe character to another physical
location by moving the steerable projector and repositigrthe voice of the character on the spa-
tial audio system, or instruct the VRI animation to perfolra hext presentation part). As opposed
to the approach in the PEACH project, the VRI does not use @ thme speech synthesis” but
instead it uses pre-synthesized speech which is was storetd mp3 file. The PEACH approach
could have been easily integrated here, however due telihtcibmputing resources for the whole
VRI setup, the pre-synthesis method was chosen insteaddén tb guarantee for a smooth char-
acter animation, we defined certain frames in the defaulhation as possible exit points. On
these frames, the character is in exactly the same posii@m @ach initial frame of the gesture
animations. Each gesture animation also has an exit fraraeso8n as this frame is reached, we
unload the gesture animation, to free the memory, and idsteatinue with the default movie or
we load another gesture movie, depending on the active XMptsc

In addition to its animation control function, the CE-sere¢so requests appropriate devices
from the presentation planner. Once access to these ddvasebeen granted, the CE-server
controls the spatial audio device, the steerable projeator the anti-distortion software. The
two devices, together with the anti-distortion software synchronized by commands generated
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by the CE-server, in order to allow the character to appeamgtposition along the walls of
the instrumented room and to allow the origin of the charactmice to be exactly where the
characters visual representation is.

Presentations within our instrumented environment aggéried by the user's movements within
our lab. Our users are equipped with a PDA which is used foruatioor/indoor navigation task.
The indoor positional information retrieved by the PDA iswiarded to the event heap. On this
heap, we store/publish all kinds of information which miget important for services running
within the instrumented environment. As soon as a user ®iierinstrumented room, the CE-
server recognizes the corresponding information on thatéweap. In a next step, the CE-server
requests access to the devices needed for the VRI. Givessateehese devices is granted by
the presentation manager (otherwise the server repeatsghest after a specific period of time),
the CE-server generates a virtual display on the antiddistosoftware and starts a screen cap-
ture stream, capturing the character animation, whicheda thhapped on the virtual display (as
described in detail in section 6.2.3). It also moves theratde projector and the spatial audio
source to a predefined initial position.
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Figure 6.20: The steps taken by the system to initiate theidiRoom Inhabitant

As a final step, the CE-server sends an XML script to the cleramimation, which will
result in a combination of several gestures, performed égtfaracter while playing synchronized
MP3 files (synthesized speech) over the spatial audio deVibe whole initialization process is
indicated in Figure 6.20.
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6.2.6 Character Movement

The VRI, when moving from one location to another is not wadkibut we make use of a char-
acter animation which allows us to have a floating objecteimdt Prior to the actual character
dislocation, the character is morphed into a very simplelsyma circle (figure 6.21 shows the
keyframes of the transformation animation).

Figure 6.21: Keyframes of the character transformatioarfid a character movement

This transformation is accompanied by a sound on the spatidio system. The sound is
located at the current position of the character projectidter the transformation from character
to circle has finished, the projection of the circle is movedards the target position. Again, a
continuous sound on the spatial audio system moving alottgthe projection is used to give an
additional, auditory clue to the user. When the charactaeches its final destination, the initial
transformation animation is played backwards, transfogntihe circle back to the character.

Using this method yields the following advantages:

e The character movement cannot be absolutely smooth, diecgteéerable projector move-
ment isn’t absolutely smooth either. Using a walk animafionthe character movement
would make this imperfect projection movement far more obsi

e Using a walking animation for the character would limit theeed with which the projec-
tion could be moved, otherwise the character movement wapgetar unnatural. Using an
animation where the character is capable of floating instéachlking allows to move the
projection as fast as necessary.
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6.2.7 Integration in an Airport Shopping Scenario

To test the VRI, we integrated it in a shopping and navigatiemo running at our lab. In this
scenario, users are given a PDA and perform a combined ifaddoor navigation task. The
idea is to lead the users to an airport ground and upon egtdrinairport facilities to guide them
towards certain duty free shops until the departure timéosec In the demonstration setup, these
shops are represented by different rooms in our lab, oneenf theing the instrumented room.
The VRI plays the role of a host, welcoming visitors and idtroing them to the components of
the instrumented room.

As soon as a user enters the room, the character appearswallthearby the entrance to wel-
come the user. Next step of the demonstration setup would ing¢etract with the smart shopping
assistant (see Wasinger & Wahlster, 2006). The demo insdheinstrumented shelf, recognizing
if products are removed. This is realized by using passivibR&gs fixed to the products in the
shelf. At the back of the shelf there is an active RFID antemwagnizing the products in the
shelf. The antenna is sending information about the rezegnRFID tags to a java server on a
connected computer. When the system is started, the javerstores all the RFID tags received
by the RFID antenna as an initial state. Later, when a produetmoved from the shelf or put
back into it, the java server generates events on the evapt (see section 6.2.1) which may be
read by other applications in the instrumented environmémtaddition, the shopping scenario
also features an instrumented shopping cart. This camifesmtan active RFID antenna which
works in the same way as the RFID antenna in the shelf andascalsnected to the java server.
An additional display mounted on the carts handle allowsigpldy information on the products
located in the shopping cart.

Involved in the demo is also a PDA which is used for navigatasks as well as for the shopping
scenario itself. The PDA is used to display information rdgay the products in the shelf (see
Figure 6.22 C). Furthermore, the PDA is also used for useraetions with the system. A flexible
approach allows for several different modality combinagiqwhich are discussed in detail in
Wasinger, Kruger, & Jacobs, 2005). The system supporisralaanguage input as well as so
called intra-gestures and extra-gestures. While extsttages mean to physically interact with an
object (e.g. picking it up from the shelf), intra-gesturekate to pointing gestures on a computer
system (e.g. tapping on an object shown on the screen of tAg. PDuser may for example pick
up an object from the shelf and ask: “What is the prize of tlimera?”. The audio signal is
recorded and analyzed on the PDA and the derived informéioambined with the information
regarding the related gesture performed by the user. Alsoesmied to the java server is a large
LCD panel mounted on the wall right next to the shelf. Thelinfation regarding products is also
shown on this display. When two objects are picked up at theedame, a product comparison
is automatically shown on the LCD panel (and also on the PRAskewn in Figure 6.22 D).
Furthermore, the demonstration setup also includes sedcBioduct Associated Displays (PAD,
see Spassova, Wasinger, Baus, & Kriiger, 2005). The PADsderwisual feedback to users
interacting with the instrumented environment and in thecsd case of the shopping scenario
they provide information while a user interacts with thelsh&hen a product is taken out of the
shelf, the generated event is picked up by the PAD server. B iBAealized by utilizing the same
steerable projector also used to realize the VRI. The PA{R @gesmall projected display) appears
right where the product used to be in the shelf and providdgiadal information on the product.
Since the VRI and the PAD service both rely on the same hael{ia. the steerable projector),
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we make use of the mechanism described in section 6.2.1 velflimlvs both services to share
the same device. The steerable projector is also used ttfjdproducts in the shelf by putting

a spotlight on them (see Figure 6.23). While the product lixed locations in the shelf, the
virtual representation of these products (i.e. photos scrigtions, see Figure 6.22 A and B) on
the PDA can have varying orders (e.g. ordered by price, namsze®). By tapping on the virtual
representation of the product on the screen of the PDA andaping "Find” in combination,
the user may initialize this additional functionality. B@the user can not be expected to read
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Figure 6.22: Screenshots of the product information showa BDA

such a long description of services and devices as the oneatie VRI is used to introduce
the aforementioned devices and services step by step andbéssthe interaction possibilities
given to the user. While explaining the demo, the VRI movesglthe walls in order to appear
next to the objects it is talking about. A user can stop thedhiction by doing a wipe gesture
across the VRI, who will then remain idle until it is reactied by another wipe, which will let the
VRI continue at the current step of the demo. Figure 6.23 shbe setup of the airport shopping
scenario.

Figure 6.23: Left: the VRI assisting a customer, right: aipatar object highlighted in a shopping
shelf

To conclude the shopping demo, the VRI is triggered once rormtify users about the im-
mediate boarding of their flight. It appears alongside theafthe room, points to it and instructs
the user to proceed to the boarding gate.
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6.3 RefFind - Physical Object References with Migrating Chaacters

The RefFind project (see also Kruppa, 2005; Kruppa & Krii@&05) deals with the problem
of performing references to physical objects in mobile mEaion scenarios by utilizing different
hardware setups in combination with Migrating Charactent®logy. We have developed several
different techniques which will allow a Migrating Characte perform a unique reference to a
physical object. These different techniques, as well aseabased system determining the most
suitable referencing solution in a specific situation, Ww#ldescribed in the following subsections.

6.3.1 Referencing Methods

The RefFind project builds on top of the technology devetbipethe PEACH project and the VRI
project. We utilize the same basic setup as in PEACH, nanaefye| wall mounted displays and
PDAs. We also use the same positioning technology basedftamed beacons. In addition, we
added the hardware and software used and developed for i@ MRoom Inhabitant in order to
allow a Migrating Character to appear on a wall by means obgeption and to allow the character
to move along the wall by moving a steerable projector. Thakination of the hardware and
software technology of these two projects opened up new Yeayserforming unique references
to physical objects.

Two referencing methods were directly derived from the PBA®Cototype:

e Using the PDA, the Migrating Character can point towardssuai representation of the
physical object. This visual representation, shown on tineen of the PDA, may either be
an abstract graphic representing the physical object ootoghaph of the actual physical
object.

¢ In case there is a wall mounted display close to the physlgakowhich is to be referenced,
the Migrating Character can utilize the character tramsitiechnology in order to move
closer to the target object. Once the character is locatédeowall mounted display, it may
point into the direction of the target object.

Additionally, we added the projection technology and thetighaudio system developed for the
VRI to the RefFind project setup. In combination with the rettéer device transition technology
developed in the PEACH project, this allows a Migrating Gloter to disappear from the PDA of
its user and reappear on the wall, were the target object&dd. The character may then move
as close to the target object as possible (this movememnnitel by the projector technology as
well as the physical setup of the room, since there may betshie the projection way).

The simplest, yet sometimes sufficient method for perfogrameference to a physical object
in the RefFind project is to let the Migrating Character parf a sole utterance describing the
object and its location.
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6.3.2 System Setup

As mentioned above, the RefFind project combines techsidegeloped within the PEACH (see
Section 6.1) and the VRI project (see Section 6.2) with abaleed system to determine an opti-
mal referencing strategy. In order to clarify the whole pedfithe system, we will give a quick
overview on the components and the underlying structurbeRefFind prototype in this section
(Figure 6.24 depicts the components forming the RefFintbpype as well as the communication
channels between those components). As a central compdher¥igrating Character server
developed for the PEACH museum guide is being deployed. €hasis fed with a reference
goal (this is only done for evaluation purposes while in dlreasystem, the reference goal would
be determined automatically based on specific presentgtafs of the Migrating Character). In
addition, the Migrating Character server also receives@gndata regarding user locations. We
make use of the dual sensor approach described in Sectidrt@ detect a user’s position. Further-
more, the Migrating Character server is also retrievingrimfation regarding the status of relevant
objects in the environment. The Migrating Character priegems are realized by utilizing the
device manager and character engine of the VRI project (seto8 6.2.5). In addition to these

IS |NTIIER Reference goal | Character Engine
Ontology
Physical reference ) Migrating Character J| Device Manager
rule-based system R Server
User Model Sensory Data P .
" resentation

(Preferences, (User position, Devices

Reference History) Object status)

Figure 6.24: Overview on the different components of theHiref system

previously developed components, a world knowledge ogtola very simple user model and a
physical reference rule-based system were added to thallssetup. In the following subsections,
we will give a detailed overview on each of these newly dgyetbcomponents.

6.3.3 World Knowledge Ontology

We store the necessary world knowledge in an ontology whichctessible onlife (see also
Heckmann, Schwartz, Brandherm, Schmitz, & Wilamowitz-Maelorff, 2005 and Heckmann,
2005) via the same server we also used for the long-term usdelsin the PEACH project. An

Bhttp://www.u2m.org
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online editor is used to set up the ontology and to put init&h into the ontology. Once the world
knowledge is described, it may be accessed and modifiedmialesihttp requests. The result of
such a request is an XML formatted document holding the @dsirformation. At the moment,
we have three different categories in the ontology, namasiyns, objects and users. Rooms and
objects are defined by their size and location. In additidjeais have further information on
their type, which is important when determining possiblebaguities while planning an object
reference. In case objects are technical devices that casdukto display a Migrating Character,
the ontology also allows to mark them as “in use” or “vacafhbjects are always associated with
rooms in the ontology and their positions are relative witthie room coordinates. Information
on users is stored in the ontology along with their prefeeentocation, orientation and history of
references. In this way, the objects that are currentlywaglieat the user’s position may be easily
determined. The ontology structure also allows to easily dint whether a user needs to dislocate
herself in order to be in reach of a certain object.

6.3.4 Reference History

A history of the last two objects referenced is kept for easdr.uThis history may help to simplify

references to objects which have recently been in the fotilseouser. In some cases, when
referencing an object which is represented in this histiiy,Migrating Character may perform a
unique spoken reference, which would have otherwise bed&mawus. If there are two objects of
the same kind in the history, the spoken reference would twalve very precise, like for example:

“The last but one image we have seen”. If the reference lyidtotds only a single object, or

two objects of different kinds, the spoken reference mayedoleiced, for example: “Back to the
previous painting”.

6.3.5 A Rule-Based System To Determine An Optimal Referencgtrategy

Whenever a physical object reference is necessary, a asiedbphysical reference system is in-
stantiated. The data fed into the system is taken from thieewintology and transformed into

facts which are then asserted into the rule-based systeravaihochted by the defined rules. These
facts describe the room in which the user is located at the entnthe objects located in that

room, the reference goal and the actual situative contettieofiser. Whenever instantiated, the
rule-based system will determine the next step which isssng in order to reach the final goal

of a unique physical object reference. Based on the resottysed by the rule-based system,
the Migrating Character will perform the according acti@msl then (in case this wasn’t the final

step of the reference task), the rule-based system willdtaritiated again with the updated world
model and user context. This process is illustrated in Eigu25.

Starting from the initial reference goal, the first threeesuvithin the rule-based system deter-
mine whether a user dislocation is necessary (i.e. user mogt to another room, turn towards
another wall or move closer to a wall if the target object i3 $mall from the user position). If
any one of these three rules is activated, the result detedry the rule-based system will not
be a reference instruction for the Migrating Character hatdad it will be an instruction for a
necessary physical user context change. Based on thigdtistr, the user is asked to relocate
accordingly by the Migrating Character. Whenever the usetext has changed, the rule-based
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Figure 6.25: Schematic overview on the reference methasrmé@tation process

system is restarted. Once, none of the first three rules dinaxtec due to the user’s physical
context, the result determined by the rule-based systeinbeib reference instruction for the
Migrating Character. In case the object to be referencedtislose to a similar object (this is
calculated based on the size and type of the target objectianounding objects), a simple spo-
ken reference will be sufficient. Otherwise, based on thesufecus history (i.e. last two objects
which have been referenced, see Section 6.3.4), the alilaba picture of the target object, the
availability of the necessary hardware and physical spacca €haracter dislocation right next to
the object and the user’s preferences, different strategyie chosen to disambiguate the physical
object reference. If all strategies fail, the worst casepsssibly ambiguous spoken reference by
the Migrating Character.

The rule-based physical reference system has been realidedst® and was integrated into a
Java server which handles communication with the knowlédge and sensor services. Whenever
necessary, the reference system is invoked by the javarséive reference system itself consists
of about 20 rules and functions. The following exemplangmbs written in Jess and determines
whether a user is looking at the right wall (i.e. the wall oniatihthe target object is located). In
case this is not true, a second rule (findTurn) is called whietermines in which direction the
user should turn in order to solve the problem:

18A rule engine for the java platform - http://herzberg.cadia.gov/jess
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(defrul e userOrientation
(phase idle)
?user <- (user (nanme ?user Nane) (focusl ?0bj ect Name)
(i sl nRoom ?room (| ooksAtVall ?userVWall)
(isAtStep detOri))
(obj ect (name ?objectNane) (islnRoom ?room
(i sOnwall ?objectVall))
(room (name ?obj ect Roonm) (nunmber OVl I's ?roomNunber O Wal | s))
=>
(if (not (eqg ?objectWall ?userWall)) then
(printout t "User "?userNane" is not |ooking at the wall
where the object "crlf)
(printout t ?objectNane" is |located. User nust turn ")
(bind ?tenmp (findTurn ?roomNunber OF Wal | s ?0bj ect Wal |
?userval l))
(if (= (abs(?tenp) 1)) then
(if (= ?tenp -1) then (bind ?direction left) else
(bind ?direction right))
(printout t ?direction crlf)
(nodi fy ?user (isAtStep idle))
(printout d "<decision user="?user Nanme"
acti on=nust Turn directi on="?direction">"
el se
(if (<= ?tenp -1) then (bind ?direction right) else
(bind ?direction left))
(printout t ?direction crlf)
(nodi fy ?user (isAtStep idle))
(printout d "<decision user="?2user Nane"
acti on=nust Turn directi on="?direction">"
)
el se
(nodi fy ?user (isAtStep detSize))

6.4 Synopsis

The projects discussed in this chapter may serve as exaoffles Migrating Character technol-

ogy. They give an overview on what can be realized with théseacters and they also provide
ideas for technical realizations of Migrating Charactétswever, none of the three projects does
implement all the features included in the Migrating Chgaconcept. While each of the projects
focused on a different aspect of the Migrating Charactecept all together provide an almost
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complete coverage of the conceptual techniques discus<elapters 4 and 5. Table 6.1 gives an
overview on the different Migrating Character conceptdized in each of the projects.

Even though the main motivation behind the developmentetiticussed application examples
was the evaluation of the feasibility of the Migrating Chaieast concept and not the development of
a “Migrating Character Toolkit”, the described projectsusha pool of fundamental technologies.
Seen on a very abstract level, all described projects shargame basic setup, featuring a central
server controlling the Migrating Characters behavior asd @roviding access to the characters
knowledge-bases. All visual representations of Migratiiaracters are realized as clients com-
municating with the central server via standard networkqumals. While the developed characters
vary to a large degree in both appearance and functiondiynderlying technology is still the
same. All characters consist of separated animation filae doMacromedia Flash, usually one
animation for each gesture. We use an approach similar tolenadpent technology which exe-
cutes the agents code on different devices and for this parpoovides a runtime environment
for the agent on each device. In the case of the Migrating &itar examples discussed in this
chapter, we provide a runtime environment by means of a Flashation running on each client
where a Migrating Character is to be executed. This Flashemoay load the Flash animations
which constitute the Migrating Character at runtime wheneecessary. Furthermore, this Flash
animation also handles the communication between thet@imhthe server and also the commu-
nication between the user and the system (e.g. pressingttm$u The central server in each
of the described prototypes uses the same basic compopehtsnidling communication with the
clients and the knowledge-bases. Other parts, for exarhplsgeech synthesis component in the
PEACH project, the component which controls the steerabigeptor and spatial audio device
in the VRI prototype, or the rule-based system determinipinmal referencing solutions in the
RefFind project were added to the core functionality of thever. The developed basic technolo-

gies in the described prototypes offer a solid basis forrttdeémentation of Migrating Characters
in general.

One aspect of special interest, namely multi-user intemastwith public, stationary systems

will be further investigated in the following chapter in wehiwe present the results of a user study
related to this topic.
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Realized in project

Active character locomotion

Passive character locomotion

Migrating Character transformation for long distance nmeats
Character transitions between devices

Aural cues to support character transition

Consistent character layout for mobile and stationaryaheyi
Consistent character voices on different devices

Migrating Characters emerging from physical objects
Migrating Characters playing different roles

User guidance in Instrumented Environments

Human-like physical object references

Automatic choice of appropriate devices for a specific task
Use of sensory data regarding the physical context
Relaying of computing intensive tasks to stationary device
Adaptation to the user’s personal preferences

User adaptation based on observation

X || VRI

RR|IR|R|R|X|X| RefFind

RRVQVVR)| |&Q|&| PEACH

Migrating Character subconcept

X
XXV RQ XX

2yleglogozy

Table 6.1: Realized Migrating Character subconcepts imitferent application examples



V4 Experimental Evaluation

One of the main aspects of the Migrating Character techyo®ghe integration of both mobile
and stationary presentation devices into a single scendioaever, it is very likely that in most
application scenarios, the number of users will probabljabeigger than the number of installed
stationary presentation systems. When looking at the apdomain of museums for example,
we may notice that it should be possible for a museum to peogath visitor with a PDA to be
used as a museum guide (as in the PEACH project, see Sectipbus.for both economical and
aesthetical reasons, installing the same amount of stti@ystems within the exhibition space of
the museum is simply impossible. It is hence desirable tmatiot only a single user to interact
with such installed stationary systems, but instead toideogome methodology which allows
groups of users to benefit from a single stationary presentaystem.

In Section 6.1.8 we described two different methods whitdwaior multi-user interactions with
a single stationary system. Both methods are especialigred to be used in a scenario which
combines mobile and stationary systems. While the firstaggbr uses the mobile devices (each
user in this scenario has his/her own mobile device) as samaleok remote control which allows
the users to state a vote on upcoming presentations on timnaty system, the second approach
uses both types of devices in a combined presentation motie. m&in benefit of the second
approach is that users do not have to agree on a single tapsteald, they watch presentations
which are rated to be of general interest, while their peakorobile device is showing additional
presentations whenever a part of the running presentatioth® stationary device is rated as
uninteresting for a particular user. The Migrating Chaeadf each user is used as a method to
guide the attentional focus from one device to another dutiese multi-device presentations.

However, since the proposed presentation method has thatf@btof putting a high cognitive
load on the users and thus might reduce the users’ recallonducted an empirical user study
into the effectiveness of such multi-device presentatioimsthe experiment we performed, we
were especially interested in 1) the effect of the paraltelspntation method on a recall task
and 2) any effect that different methods for guiding the ‘ssatentional focus in these complex
presentations could have on the subjects. We believe tferatit methods for guiding the user's
focus might possibly:

¢ Influence the cognitive load imposed on the user by the comptembined parallel presen-
tations;

155
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e Have an effect on the time users need in order to switch thieintton from one device to
another;

Since life-like characters have proven to be very effedtivguiding a user’s attentional focus
towards virtual objects in a virtual 3D world (see Lester &, 2000; Towns et al., 1998), we
expect the Migrating Characters to equally successfuleytig user’s attentional focus in our
scenario.

Our belief that subjects should be capable of focusing thiééntion on the right device and
not be distracted by the other is based on the fact that thik ¥goclosely related to the well
investigated cocktail party effect (see Handel, 1989; Ardi992). Experiments have shown that
human beings are capable of focusing on a single audio strehite there may be many other
streams (i.e. voices) at the same volume around (see Sifelni994). This capability is referred
to as the cocktail party effect. In our experiment, we addselcmnd information channel, namely
a visual one, in order to find out whether subjects would belokgpof focusing on a specific,
combined audio/visual information stream among otheraudiual streams.

7.1 Method

Subjects participating in the experiment were organizedraoups of three. Each subject was
equipped with a PDA and they were positioned in front of adat@D panel (see Figure 7.1).
The experiment itself had three phases. In each phase, bfertsuwatched a movie clip on the
LCD panel. After a varying period of time (as indicated in g 7.2), each subject was given one
of two signals (a Migrating Character moving from the LCD ehkto the PDA, or an animated
Symbol on the PDA, or no signal at all as a control measurigedubjects to focus their attention
on the PDA from that moment on. On the PDA, the subjects hadlkow a short presentation,
while the presentation on the LCD panel was continuing. Amsas the presentations on the
PDAs came to an end, subjects were signaled to focus themtiath back on the LCD panel (i.e.
the character moving back to the LCD Panel, an animatedIsigrthe LCD panel, or no signal at
all). Afterwards, subjects would continue to watch thd atihning movie on the LCD panel until
it would finish.

All content presented on both types of devices was carethlbsen from a National Geographic
Society publication (a DVD holding movie clips, as well a#l #ihages and written text) on ex-
plorers and discoverers. Among others, information abaieR Ballard, Richard Byrd and Louis
Leakey was chosen to be presented to the subjects (see tBabset.2).

In order to figure out whether the combined presentation ninadean influence on the recall
performance of subjects, a questionnaire had to be filleétén each presentation. The questions
related both to content presented on the LCD panel (stamatasgntation mode) and on the PDAs
(combined presentation mode).

In order to approximate the time subjects needed to switelr #Hitentional focus from one
device to another, we considered several possible ideas:

e Using an Eyetracker to find out where subjects are looking
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Figure 7.1: Exemplary physical setup during the experiment

e Videotaping users and analyzing their gaze after the exgeri was conducted.

e Showing memorable images on the PDA for a very short periel, subjects were signaled
to focus their attention on the PDA

The first two options may be technically more precise. Howetey only give a hint of the
user’s attentional focus, but they cannot tell whether gestitwvas just looking in a direction or
actually perceiving information presented at that positid/e opted for the third technique, after
conducting a pre-test with seven subjects to find out whetieemethod worked at all. In order to
be a little more precise, we decided to show each image foseoend in a distracted form (i.e.
upside down, stretched or inverted), and then for anothmnekin the original state (figure 7.4
in Subsection 7.1.2 shows an example of the memorable imege). We included additional
questions in the questionnaire to find out whether subjeadsalctually seen these images. Figure
7.2 illustrates the whole procedure of the experiment.

= 2 Panel Presentation 1 2 Panel Presentation 2 L Panel Presentation 3 L 2
o © © © @ ©
B = Parallel PDA1 = Parallel PDA1 = Parallel PDA1 £ £
3 S S S S S
B @ Parallel PDA2 5 Parallel PDA2 = Parallel PDA2 = =
= o) ) o) i) o)
= 3 Parallel PDA3 3 Parallel PDA3 3 Parallel PDA3 3 3

Figure 7.2: Procedure of the experiment

7.1.1 Subjects and Design

Subjects were 19 males and 23 females, all native speak&sraian, recruited from the univer-
sity campus and, on average, 28 years old. The subjects \&&l® fzuros for participation. The

experiment lasted for approximately 40 minutes and was ucted in German. Subjects were
organized in groups of three. The independent variables Bgmal Method (character, symbol
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Presentation part Subj.1 signal Subj.2 signal Subj.3 signa
One: Ballard Character Symbol None

Two: Carter/Byrd None Character Symbol
Three: Leakey/Godall/Fossey Symbol None Character

Table 7.1: Device switch signal method distribution thrioogt the experiment

or none) and Presentation Method (standard, running on@i2panel or parallel, running simul-
taneously on the PDA and the LCD panel). We defined the suhjectll test performance on an
assessment questionnaire and the estimated time for wsey $bifts as dependent variables.

Both independent variables were manipulated within sibjedable 7.1 illustrates how the
variable Signal Method was manipulated during the experinfiee. each subject would get a
different signal in each of the three phases of the expetimen

Each presentation part consisted of an initial presemtatiothe stationary information system,
followed by a parallel presentation which was again folldvig a roundup part on the stationary
information system. The timing of the parallel presentafuarts (i.e. the moment the parallel
presentation starts) was slightly different for each sttbj@ order not to allow them to influence
each other.

7.1.2 Materials
7.1.2.1 Presentations

The content presented to the subjects during the experwasitaken from a National Geographic
Society publication, a DVD entitled: The Great Explorerd &iscoverers. The content consisted
of short video clips of approximately 4 Minutes length. Eawhbvie clip focused on the work
and life of up to three explorers or discoverers. We cangfuiéd to select content that presented
information not commonly known in our culture area. In ortiedo so, we had pre-tests with 7
subjects. In these pre-tests, we tried to determine the anadprevious knowledge regarding the
information delivered during presentations. Based ondhts, we selected the following clips on
explorers and discoverers:

e George Brass (who found a 3500 years old antique ship) andrRBhllard (who found the
wreck of the titanic)

e Howard Carter (who found the burial chamber of Tutankhamamy Richard Byrd (who
was the first man to fly to the South Pole)

e Louis Leakey (famous for his work on the human origin) andeJ&wodall (who became
famous for her chimpanzee studies) and Dian Fossey (whdedtukde behavior of wild
gorillas)
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In addition to these video clips, the DVD also featured intbdépformation on each explorer
and discoverer in the form of spoken text and photographstodethis material to generate three
different presentations with additional information onkded Ballard, Richard Byrd and Louis
Leakey. These additional presentations were shown to thjects in the “parallel mode” on the
PDA, while the main presentation on the stationary infoiamasystem was going on.

7.1.2.2 Tests

Subjects were tested on their recall of the information gmésd with our parallel presentation
system. The questions related both to visual (e.g. the ignesthowed a photo of a person, object
or an event and asked subjects to describe what they see)udia iaformation (for example
dates and names mentioned during presentations). FigBigh@ws two typical questions from
the questionnaire (original questions were in German).

1. Who is this and what is he doing?
Answer:

2. What did Byrd plan to leave at the South Pole?
Answer: Learned from presentation Pre-Knowledge Guessed

Figure 7.3: Two exemplary questions from the questionnaire

Both types of questions were open-ended. For question®utithsual input (i.e. images), we
also asked subjects to indicate, whether they had previoowlkdge on the subject, they guessed
the answer or they actually remembered it from the predentaSubjects were presented with an
initial questionnaire asking for demographic informatamwell as for previous experiences with
PDAs. The questionnaire also featured a short introdudtidhe first presentation part, indicating
for each user how the presentations would be run and how tbeidve warned prior to a device
switch during presentations.

After each presentation, subjects were given a questimnnegarding the information delivered
during that particular presentation.

At the end of the third presentation, subjects were givercarse questionnaire regarding the
effectiveness of each signaling method. The questioniragiaded both objective and subjective
questions. The objective ones asked subjects, whethehttteyeen the memorable images shown
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Did you see this picture?
) o

Did you also see any of these pictures? (just one mark please)

yes no

Figure 7.4: Example question to determine the time needetlibjects to switch their attentional
focus

on the PDA at the beginning of each parallel presentatioe Esgure 7.4). Subjective questions
asked for a signaling preference as well as for general cartsmegarding the whole presentation
system. The complete questionnaire is provided in AppeAdix

7.1.2.3 Apparatus

The hardware setup for the experiment consisted of a largl;mounted LCD panel, a spatial

audio system and 3 Hewlett Packard iPAQs with integrateéless LAN capability. A standard

Windows PC was used to run the presentations on the LCD paddiarender the sound to the
spatial audio system. The presentations for both mobiletlamdtationary devices were realized
with Macromedia Flash MX. Each Flash Movie connected viacksbconnection to a server im-

plemented in Java. The server was run on a separate Windoglgmaaand controlled the timing

of the whole experiment. The server allowed for simple,-teaded control by the experimenter,
in order to start each presentation part after questioesnaere completed.

Public Display (LCD Panel)

R Private
Private Display
”| Private Display 3
Display 2 (HP iPAQ)
1 (HP iPAQ)
(HP iPAQ)

Figure 7.5: Apparatus Overview



7.1. METHOD 161

In Figure 7.5 we present an overview of the apparatus setaportant is the role of the server
that is responsible for the synchronization of the singlespntations. In this context the bi-
directional connection between flash clients and Java s@&\&gnificant, because in this way
the flash clients are able to indicate whenever a presentatimbout to end.

7.1.2.4 Operationalization of the Independent Variables

The Signal Method did not influence the way the content wasanmted to the users, however, the
character signal and the animated symbol worked in a diffexay: the character disappeared on
the “active device” (i.e. the one the user focuses on at the@mb) and reappeared on the “target
device” (i.e. the device, the user should focus his attartio next). The symbol animation on the
other hand simply occurred on the “target device”, so usadsth constantly monitor the “passive

device” in order not to miss the signal. Figure 7.6 illustsaboth signal methods (on the left hand
side, the animation steps of the character disappearingeoRDA and reappearing on the LCD
panel are depicted, while on the right hand side, the keydraai the animated symbol for both

the PDA and the LCD panel are shown). The second independeiable Presentation Method

was manipulated during each presentation.

Mobile device Stationary device Symbol animation step 3 Symbol animation step 4

Figure 7.6: The different signals to indicate an upcomingaeswitch

7.1.3 Procedure

The experiment was run in the instrumented environmentesAittab of Professor Wahlster at the
Saarland University, Germany. During each experimentgien, an experimenter was present in
order to answer any possible questions and to control thedfdine whole session.
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The subjects were told that the goal of the experiment wasdluate the parallel presentation
method. They were informed about the technical setup andtabe way information would be
presented to them. They were told that all information preegk (i.e. images as well as spoken
information) should be memorized as well as possible. Intiaid they were told that after each
of the presentations they would be tested on their knowledgarding the information delivered
during the precedent presentation. At the end of each questire there was a short instruction
regarding the next presentation part (these instructimiosmed subjects on the signal method that
was assigned for them in the next presentation).

Just before the experimenter started the first presentdiédshe positioned the subjects in front
of the LCD panel, gave a PDA to each of them (together with @&“ear-headphone” which was
connected to the PDA) and reminded them to always focus dltieintion on the right device (i.e.
the “active device”). The experimenter also informed thbjetis that the questionnaire might
include questions regarding information they cannot krneimge they were focusing on another
device while that information was presented.

After each presentation was completed, subjects sat dowapatrate tables and answered a
guestionnaire with approximately 20 questions regardiegotesentation just seen. Subjects could
take as long as necessary to complete the test. After abstsdjnished the test, the experimenter
would ask whether they all understood the instructionsHemext presentation and then he would
position the subjects in the same order as before and eqenpwhth the PDAs and headphones.

The experiment was concluded as soon as all subjects finisteeddditional questionnaire
regarding the memorable images.

7.2 Results

In the following analysis an level of .05 is used.

7.2.1 The Visually Enhanced Cocktail Party Effect

The answers to the tests regarding the information delivdtging presentations were scored by
the experimenter. Each completely correct answer was a&gdveo points while partially correct
answers were awarded one point.

For each subject, separate scores were calculated: thoeesdone for each presentation /
experiment phase) for the average performance in answauiestions related to information pre-
sented on the PDA (i.e. parallel presentation mode) anchenttree for the average performance
in answering questions related to information presentetth@ih.CD panel (i.e. standard presenta-
tion mode). To evaluate the performance during paralledgrations, we subtracted the average
means for the standard presentations from those for thdlgdgreesentations. Figure 7.7 shows
the average results of this calculation for each presentafihe graph indicates that there was a
strong improvement in the performance related to paraliesgntations from the first to the last
presentation.

1Which means that if we observe an effect with< .05, we may conclude that the probability that the sample
means would have occurred by chance if the populations negarequal is less than .05.
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Figure 7.7: Difference between recall performance reltddeDA and panel presentations

These data were than subjected to a paired samples t-test.t-f€ht testing the difference
between presentation 1 and presentation 2 just very slighidsed the significance level{2) =
—1.757;p = .086), however the t-test on the difference between present@tiand presentation
3 showed a highly significant result(¢2) = —4.168;p = .000). Also, the t-test testing the
difference between presentation 1 and presentation 3 shav@hly significant resultt(42) =
—7.581;p = .000).

Thus, the analysis showed a positive learning effect amabgests during the experiment re-
garding the parallel presentations. After only two preggon runs with the new presentation
method, subjects learned to efficiently focus their attentin the device which was presenting
relevant information to them. In the third presentation, ine subjects’ recall performance re-
garding information delivered during parallel presemtasi nearly reached the performance level
during standard presentations.

In order to find out whether the user focus guidance workealgnout the experiment in gen-
eral, two different scores were calculated for each subject

e The overall recall performance related to informationwled on the device users should
focus their attention on

e The overall recall performance related to irrelevant infation (i.e. information presented
on the device users should not focus their attention on)

A two-tailed t-test comparing the two values revealed a lgigignificant difference between
the two values#(42) = —16.902;p = .000). From this result we conclude that the subjects’
acceptance of the system’s active attentional focus goalams very high.

7.2.2 User Focus Guidance Methods

In order to analyze the impact of Signal Method on the reaattqgmance of subjects during par-
allel presentations, average scores for each standarenpaéisn were calculated for each subject
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and subtracted from the average scores correspondindebaralsentations (in this way we make
sure that the result is not influenced by the complexity ofdifferent material presented). These
scores were than ordered according to the signal methodwusiéel achieving the score. Figure
7.8 shows the result of this calculation.

Character
No signal

Figure 7.8: Recall comparison between different signattnduparallel presentation

The graph indicates that subjects performed best when theaCier was used to guide their
attention. The performance during parallel presentatwitis no signal method was only slightly
worse. However, the performance during parallel presemsiwith the animated Symbol was
obviously inferior compared to the other two methods. Tha das subjected to paired samples t-
test. However, none of the t-tests comparing the diffengmiad methods revealed any significance:

e Character vs. Symbot(42) = 1.150;p = .257
e Character vs. no Signal(42) = .193;p = .848

e Symbol vs. no Signalt(42) = —.933;p = .356

Even though the t-tests did not reveal any significance cfeesults, we believe that we can
base the following assumption on the data: When using alsigetihod which forces the subjects
to split their attention between devices (as with the Symimblich obliged subjects to monitor
the “inactive” device in order not to miss the signal for arcaming device switch), the subjects
overall recall performance may be decreased.

In order to determine the most effective signal method wapect to the time subjects needed
to move their attention from one device to another, we catedl average means for the memo-
rable images shown prior to the parallel presentations erPbAs. The results in the additional
guestionnaire were assigned different values: 2 pointgrevthe subject recognized the distorted
image (which was harder, since it was shown at the first seafiadthe signal occurred), 1 point,
where the subject recognized the original image (shownriersecond, after the distorted image
had been shown) and 3 points, if both images were recognized.

However, the results show that this task did not work (propdiecause the times chosen for
the memorable images were too short in general) for mosest#hj The average score among all
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subjects for this task is only 0.75. Even more, there was soigle subject scoring two or three
points more than once during the experiment. This data, fsarmpoint of view does not reveal

any insight, apart from the fact, that the period of two selsoseems to be too short for most
subjects to move their attention. Results for the three austtslightly varied (Character: 0.74;

Symbol: 0.66; no Signal: 0.81) but this is not relevant inltgbt of the overall results regarding

this task.

7.2.3 Subjective Assessment

The final questionnaire allowed subjects to state theirgpesice for either one of the three signal-
ing methods. They were also asked to give a reason for theiside. In addition, subjects were
asked whether they had any criticism regarding the expeggtipresentation method. Figure 7.9
shows the subjective preference of the subjects regardingignaling method.

12%
had no preference

24%
preferred
no signal

7% 57%
preferred the symbol preferred the character

Figure 7.9: Subjective means regarding signaling methods

Common reasons given for the character preference were:

e The character is the most comfortable signal method, straliows users to focus all their
attention on just one device.

e The character is very eye-catching, as soon as it startpeeajgisappear.

Those subjects who preferred the “no signal condition”roftemplained about being distracted
by either one of the visual signals. The only reason givempfeferring the animated symbol was
based on the fact that the symbol was nicely integrated intkeall layout of the application.

The general criticism stated by only 18 subjects revealedsights:

e Five subjects complained that the sound for the panel pratsems was too loud while
two subjects mentioned that the sound was not loud enoughh@#ud no influence on the
subject’s performance during parallel presentations,dvewthose who said the sound was
too loud, performed below average during panel presentgtiwhile those who said it was
not loud enough, performed exceptionally well).
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e Three subjects felt, that there was too much informatiomépgresentations.

¢ Eight subjects were distracted by either the backgroungesoithe signals presented to the
other users or by the sound of the panel presentation whitegtto follow the presentations
on the PDA.

7.3 Synopsis

The data supports our hypothesis that subjects would békapbfocusing on a single multime-
dia stream within a number of multimedia streams. The resldarly indicate that subjects were
capable of concentrating on one device (during paralledgations) and ignoring the presenta-
tion on the second device. However, we noticed a signifigaptovement in the subjects’ recall
performance with respect to parallel presentations dutiegexperiment.

Based on these observations, we believe that in order td pulbblic information systems capa-
ble of supporting heterogeneous user groups, our appraaskimged in this paper is very promis-
ing. Due to the strong learning effect regarding parallespntations, we would suggest support-
ing users with a “training phase” prior to presenting caticontent. In this way users could get
used to the new presentation method without missing impbitdormation.

We believe that the weak results we saw regarding the timgesisbneeded to move their
attention from one device to another was basically due tosagdesrror in the experiment. Even
though the pre-test subjects performed pretty well on #sk,tfor the majority of subjects one or
two seconds is obviously a too short period of time to focesrthttention on a new device. The
data did not support our hypothesis that different siggatirethods to indicate an upcoming shift
from one device to another would actually influence the tiogexts needed to focus on the new
device. As a design criterion for parallel presentatiorsedabn our experimental data, a minimum
delay of three seconds is necessary when switching thengegie® from one device to another.

The subjective assessment shows a clear preference farttied gharacter as signaling method.
Opinions stated by subjects in the questionnaire indi¢eethe virtual character was putting less
stress on the subjects than the other methods.

The data showed no statistically significant impact of theatde Signal Method on the recall
performance of subjects during parallel presentationswever results indicated again that the
animated Symbol showed the weakest performance. The pwfme of the character condition
and the one without a signal were almost identical. Nevétise when considering this together
with the fact that the majority of subjects stated in the figaéstionnaire that they preferred
the character as the signal method, we may conclude thatualvocharacter may help users to
follow complex, multi-device presentations without puadtiadditional cognitive load on the users.
However, since quite a few subjects also preferred the tondwith no signal at all, we think
both options should be available for users to choose from.

Although generalization of these results should only beedary carefully, they indicate some
important implications for software development aiming@bporting heterogeneous user groups
sharing a single public presentation system:
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e By combining a public multimedia information system withivate PDAS, it is possible to
generate presentations which should support all the difteinterests of the users sharing
the public device.

e Parallel multimedia presentations offer, after an initialning-phase, the same potential to
deliver information as a standard, single device multiragutesentation.

e In order to allow users of the system to follow multi-deviaegentations without putting
too much stress on them, an appropriate way of guiding thes ueentional focus needs
to be used. A virtual character migrating between the devitemises a high potential to
fulfill this task, even though there may be users who feefat$éd by visual signals and
hence prefer to do without any visual indication.

¢ When designing multi-device presentations, one has to kespnd that there is a certain
amount of time needed by average users to move their att@hfiocus from one device to
another. A minimum delay of three seconds prior to presgmiievant content is necessary.
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8 Conclusions

In the work at hand we developed the Migrating Character epnehich realizes life-like char-
acter technology for application scenarios in which botrbilecand stationary devices are used
in conjunction. The resulting technology allows for the lempentation of life-like characters, ca-
pable of assisting and guiding users while exploring plalsavironments. By bringing together
the research areas of life-like characters and mobile ctinghpuimitations of both areas had to
be addressed, as well as new problems arising due to the catiadni. On the other hand, there
are many beneficial aspects in favor of this new technologyhioation which we identified and
discussed throughout this thesis.

On a practical level, the Migrating Character concept ag agkthe implemented prototypes
allow for the rapid development of life-like characters tbe domain of mobile computing and
especially for the use in instrumented environments. Tlesented prototypic Migrating Char-
acter implementations give an impression of what may bezeshlwith this technology and they
also give an indication of the problems which may occur dutime development of Migrating
Characters.

In the following, we will summarize the most relevant reswthieved throughout this work in
detail. We will discuss the problems addressed as well asdltions provided. We will conclude
the chapter by discussing opportunities for further redebased on the findings presented in this
work.
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8.1 Scientific Contributions

The thesis has introduced the new concept of Migrating Chers We have motivated the idea
behind the Migrating Characters in the introduction, weehianroduced the Migrating Character
concept and we presented new technologies for the realivatiMigrating Characters which were
analyzed in various case studies and we presented thesrefalh empirical user study focusing
on one particular aspect of Migrating Characters. Spetifithe following results are worth
highlighting:

e An analysis of the different aspects that constitute a lifdike character implementation

In Chapter 2, we presented an analysis of what factors anectsform the underlying
structure of a life-like character. We discussed the diffiéicategories of life-like character
implementations and the corresponding terms for thoserdift character technologies as
introduced by the corresponding researchers. We revieffedat opinions of researchers
trying to determine the factors which define the believgbibif life-like characters. Apart
from the characters’ behavior, trying to imitate human kérathe use of natural language
in combination with fitting gestures, facial expressiond body language, were identified
as important aspects towards increased believabilityferike characters. Furthermore, as
several researchers have argued, a character’s visuarapge has a strong influence on
the expected character behavior as well as the anticipajeettese of the character in the
particular scenario it is put to use.

¢ Identification of a character’s role as a possible limitation on its believability

Based on the aforementioned analysis, we argued that thessigned to a life-like char-
acter is another limiting factor with respect to the chargstoverall believability. Most of
today'’s life-like character implementations realize sdamel of virtual expert which offers
advice in a very limited domain. Users interacting with thebaracters immediately un-
derstand this inherent limitation in the characters kndgéeand corresponding behavior.
Furthermore, users of such life-like character systemst @opect these characters to be
anything more than an expert or servant. Freeing a charfactersuch a limited role would
hence open up new ways to increase the character’s beligydlyi using the same charac-
ter not for a single, limited purpose but instead applying inany different scenarios and
for varying purposes.

e A new approach towards multi-purpose life-like characters

The Migrating Character technology addresses the probfeiredimited roles of life-like
characters and the resulting decreased believability otharacters by realizing a multi-
purpose character concept. Instead of using a specidikdezharacter in each different
application scenario, a single Migrating Character mayesas an assistant to the user in
many different application scenarios in a coherent way. Uargntee for a maximal flexibil-
ity of the character implementations, device-independectinologies are used. For exam-
ple, XML encoded text is used to specify character actiomsfanthe character animations
Macromedia Flash MX is used which allows for playback on nob$tday’s operating sys-
tems and computer platforms. Furthermore, different léyéor the same Migrating Char-
acter allow to use it on different devices with varying aahle screen space. While keeping
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its general personality and appearance, a Migrating Ctear&ccapable of adapting to dif-
ferent scenarios by updating its knowledge base accordirtiget application scenario and
also by visibly reflecting the actual scenario in its own agpace (i.e. by wearing special
clothes or by using a particularly fitting artifact). Hentlee character does not necessarily
posses a vast general knowledge, but instead it may offeranel information according to
the actual scenario. Such a multi-purpose character aks lige benefit of being capable
to adapt to the user’s needs and preferences over a longdpgriome. In this way, the
quality and reliability of the derived user model is imprdvas compared to a short term
user model used for single-purpose characters.

e Life-Like character technology entering the realm of sociasettings

Life-Like character technology basically tries to mimicnman behavior. One aspect of
particular interest to the corresponding research ardaatsaf imitating social interaction
among humans. However, the setup of most character imptati@rs does not allow to
integrate the character into a social setting, since theyestricted to a particular, usually
stationary and hence fixed device. The social protocolswapply to these special setups
for communication between characters and humans are Ethpte. In a real life setting
however, a life-like character may reveal its full socigbahilities. It may react to varying
situations, like for example when interacting with a usea ijpublic setting as opposed to a
private one. The Migrating Character technology is a fiegb gt this direction. By allowing
developers to implement life-like characters which areeptially available everywhere and
in every situation, the Migrating Characters allow to expland realize new social capabil-
ities of life-like characters in real life, social settingdigrating Character may eventually
become electronic companions for human users.

In addition to these contributions to the research aredesfike characters, the Migrating Char-
acter concept also addresses problems and limitationsatiypfound in mobile computing appli-
cations. In combining mobile and stationary devices intangle scenario and by introducing
life-like characters in such setups, the following resul&se achieved:

e Overcoming the limitation of small screen space on mobile déces

The inherent limitation of each mobile device is its the dreateen space available. One
way of dealing with this problem is to develop displays oftbetjuality due to higher

resolutions. A natural limit in this direction is howevernsbituted by the human visual
perception system. We presented a different approach égreting stationary presentation
systems into the mobile application scenario. Whenevegssery, high quality multimedia
presentations may be relayed to these stationary systetemihof presenting them on the
user’s mobile device. The decision whether a certain mettia object should be shown
on a stationary device depends both on the properties of thinmedia data as well as on
the availability of a suitable presentation device in thanty of the user. As part of the

Migrating Character technology, we presented methodstertisuitable devices integrated
in the environment. These methods also take into accousbpal preferences of users,
when deciding for example, whether to show a specific mutfimebject in high quality

on a device located in another room (which demands a usew&r eocertain distance) or
in lower quality on the mobile device of the user. In case ther's preferences indicate that
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a relocation towards a stationary presentation systenciepaable, the Migrating Character
technology offers efficient ways to guide the user to therddsilestination in front of the
stationary device.

Overcoming the limitation of low computational power in mobile devices

The Migrating Character concept, due to the complexity efrémlized features, demands
the use of additional stationary devices within the mobilmputing scenario. By means of
wireless communication, computing intensive processgslmaelayed to stationary, high
power computers running corresponding services. Thisgsoecelay mechanism allows
for services realized on a mobile platform which otherwismuld be impossible to run on
today’s mobile devices. However, due to the often unreialdmmunication via wireless
communication channels, a backup mechanism for situatiomdich the communication
fails, needs to be provided. One example discussed in this iwdhat of natural language
synthesis for the Migrating Characters. Using the disalisgathesis approach allows for a
constant speech quality on both mobile and stationary devin case the speech synthesis
service fails, the backup mechanism provided is that ofgusiritten text for the Migrating
Character’s utterances instead.

Instrumented environments, combining stationary and hlaalgvices into a single application
scenario, offer not only new technology but also demand mégraction metaphors. Since user
interactions with instrumented environments typicallyoiive the use of several different services
as well as devices, it is important to support users in theggptex interaction setups by means
of a general, coherent user interface. Furthermore, siseesiare interacting in physical space,
a mechanism needs to be found in order to produce necessigl gpies to support the user in
finding relevant objects and devices. Throughout this wakkdiscussed the following solutions
to the above stated problems:

e Migrating Characters represent a coherent interface for mdile and stationary devices

A Migrating Character, regardless of the device it is usedrahe context of its application,
always appears in a coherent way. This is both true for itsabigppearance as well as for the
characters voice and especially for the characters behasioce the Migrating Character
technology allows for the use of these characters on bésmay presentation device inte-
grated in an instrumented environment, they hence servecaBaaent interface metaphor
for all the different devices they are used on and also fontaay different services which
may be accessed in the instrumented environment. Furtherri® Migrating Characters
have proven to effectively guide a user’s focus betweerewdifit types of devices, when
using those devices in a parallel fashion.

Migrating Characters may be used on the majority of today’s @mmon hardware plat-
forms and operating systems

Data formats as well as the software development tools usddgdthe realization of the
exemplary Migrating Character implementations have beeefally chosen in order to
provide for maximum portability. Using XML formatted texids as the general underlying
data structure does not limit the use to a particular opegaystem or specific programming
languages. The XML standard is well defined and widely spesatithus provides a solid
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basis for the necessary data to be stored as well as for theriafion to be exchanged
between the different components of the exemplary Migga@haracter implementations.
All server components have been written in Java and may hemcsed on a large variety
of different devices with varying operating systems. Macedia Flash MX was chosen in
all of the Migrating Character examples to realize the isympearance of the character
but also to provide the graphical user interface of the uguhgr application. The main
benefit of Flash, apart from its advanced multimedia capisi) is the availability of the
Flash player component for the majority of today’s populardware platforms including
mobile devices as well as stationary ones. It is hence gdedsildevelop a single Migrating
Character and then use it on a variety of different devices.

e Migrating Characters may perform unique references to physcal and virtual objects

The Migrating Characters, similar to life-like characterlabiting virtual worlds, are ca-
pable of performing references to real physical objectsortter to do so, the Migrating
Character concepts demands the implementation of a woddlkdge base for the charac-
ter as well as the use of sensors which allow to detect pasitid users and possibly also
positions of objects. In this work, we introduced severffedent methods for performing
references to both physical and virtual objects with MigigCharacters. Furthermore, we
introduced mechanisms which allow a Migrating Characteattmmatically decide which
referencing method is to be used, in order to disambigud¢eergces in an arbitrary situa-
tion.

8.2 Opportunities for Further Research

The main focus of the work at hand was on the development afieegi to allow for the realization
of life-like characters which should work on both mobile astdtionary systems in a consistent
way. The resulting Migrating Character concept exploressitmlities and defines necessities for
the development of life-like characters featuring the efioentioned capability.

While the conceptual part of the work tried to cover the Miimg Character technology in all
its facets, each of the implemented Migrating Charactetopypes could only realize subparts of
the concept. Due to the complexity and extensibility of thigdting Character concept, even all
of these prototypes together do not implement every asgaheaoncept. It is hence desirable
to further explore the feasibility of those parts of the agpicwhich were not yet implemented.
While the discussed prototypes mainly focused on the i@#diz of the character engine from a
technical point of view, in a next step one should put a steorgcent on the communication be-
tween users and the Migrating Characters. While the PEA®itbtpe (see Section 6.1) realizes
communicative skills of the Migrating Character by meansyithesized speech in conjunction
with according lip movements, facial expressions and gestof the character, it does not support
an equally natural input method for the user.

To support coherent multimodal interaction with a Migrgti@haracter in a mixed device sce-
nario including both mobile and stationary devices, usimgraotely run service on a stationary
device, similar to the speech synthesis approach realizd®EIACH (see Subsection 6.1.2.4),
seems to be most promising. Realizing the speech recogrsttely on the mobile platform



174 CHAPTER 8. CONCLUSIONS

would yield lower recognition quality due to the limited cpaiational power of today’s mobile
hardware. Huang et al., 2001 discuss a technique which sifowecord an audio signal via the
integrated microphone on a modern PDA. Instead of directhhyezing this data, the audio signal
is send as a stream via a wireless connection to a statioeargrs The server may then run a
far more sophisticated speech recognition algorithm omebeived audio stream. As a result, the
server sends back the recognized utterance to the PDA.

Speech recognition is however only a first step towards aaatommunication between Mi-
grating Characters and the users. Supporting gesturenigioogin addition will demand further
integration of technical devices, such as cameras for ebamnpghether these cameras should be
attached to the mobile device or better be integrated inriieament is an open question which
needs to be further investigated. A very interesting apgrdawards gesture recognition is dis-
cussed in (Wasinger & Wahlster, 2006). The authors defirferdiit classes of gestures. While
the so-called intra-gestures refer to pointing gestures touch screen, extra-gestures involve
the physical manipulation of objects by picking them up ottipg them down. The described
technology also allows for modality combinations, for exdenspeech input and extra-gesture.
Integrating this approach in the Migrating Character tetbgy would yield new interaction pos-
sibilities.

The user study presented in Chapter 7 focused on a very sppailblem addressed by the
Migrating Character technology, namely the support foet@jeneous user groups using a single
stationary presentation system and the attentional fouigagce during presentations spanning
over mobile and stationary devices. Further evaluatioes teinvestigate questions regarding for
example the effectiveness of the physical object refeiepeeformed by Migrating Characters or
the general acceptance of the life-like character teclyyobm mobile systems.

The technologies presented in this work which allow for theevement of the Migrating Char-
acters in physical space do not give these characters the degrees of freedom which apply
to humans. While carried on a PDA, a Migrating Character isingpthrough three-dimensional
space but this movement is only passive. All techniquesdtiveMigrating Character locomotion
developed so far do limit the characters movements to spdoidations or areas. Furthermore,
to allow a Migrating Character to move through physical spasing the introduced technologies
demands a technologically well equipped environment aredip services. So the vision of a
Migrating Character being able to move everywhere and teapat any location (like the people
in Startrek when they “beam” from one area to another) ddk$etong to the realm of science
fiction. Other ideas like, for example, a Migrating Charadteated on a stationary display in a
shopping mall, advertising a specific product and being laigpaf jumping on a visitors mobile
phone to guide him to the product, could possibly be realingtie near future.



A Questionnaire on Parallel Presentations on
Public and Private Displays

This appendix summarizes the complete questionnaire afg¢bestudy described in Section 7.

The following explanations relate to the questionnaireABA1. Question number 0 asks sub-
jects to state briefly what might distract them while tryinddllow presentations. The subsequent
questions on the first page translate as follows (questinesmeight have a range from 1 [l totally
Agree] to 10 [l totally Disagree]):

1. | have problems remembering numbers
. | have problems remembering data related to images
. | can remember everything, even if | see it only once

. | cannot concentrate on a particular task for a long pesfdiane

. I need some time to concentrate on something new

2
3
4
5. | cannot concentrate if there are many people in the saom with me
6
7. Background noise negatively influences my concentration

8

. I know how to use a PDA

These initial questions are followed by an introductionhie ftirst experiment phase, telling the
subject how the experiment will proceed and to concentratéhe Comic character which will
guide the subjects focus. In addition, subjects are toldotutrn around the page, because on the
next page starts already the questionnaire regarding th@fesentation phase. That questionnaire
is again concluded with an instruction for the subjectdinglthem that there will be no visual
focus during the next presentation phase. Again, the lagésee instructs the subject not to turn
the page. This is just the same after the second questienfiaithis case, the user focus will be
guided by an animated symbol). The last questionnaire isvield by an additional page asking
questions regarding the performance of the different $iigmanethods. The last two questions
ask, which signaling method was preferred (and why) andhgnetnything during the experiment
appeared particularly negative.

The questionnaires for PDAs 2 and 3 looked just the samepekaethe fact that instructions
regarding presentations were different. This is due to #we that each PDA used a different
signaling method (during each presentation phase) to wénjedts prior to a device switch within
the presentation.
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DISPLAYS

Datum: Uhrzeit: Name/Vorname:

PDA1

Geschl.: m[ | w] | Alter:

Fragebogen

0. Bitte geben Sie in Stichworten an, wovon Sie sich waehrend einer Praesentation ablenken lassen bzw. gestoert fuehlen.

1. Ich habe Probleme mir Zahlen zu merken.
Ich stimme nicht zu 1 2 3 4 5 6 7 8 9 10 Ich stimme zu

2. Ich habe Probleme mir Daten zu Bildern zu merken.

Ich stimme nicht zu 1 2 3 4 5 6 7 8 9 10 Ich stimme zu

3. Wenn ich etwas einmal sehe kann ich mich wieder daran erinnern.
Ich stimme nicht zu 1 2 3 4 5 6 7 8 9 10 Ich stimme zu

4. Ich kann mich nicht lange auf etwas konzentrieren.
Ich stimme nicht zu 1 2 3 4 5 6 7 8 9 10 Ich stimme zu

5. Ich kann mich nicht konzentrieren wenn ich mit mehreren Personen in einem Raum bin.
Ich stimme nicht zu 1 2 3 4 5 6 7 8 9 10 Ich stimme zu

6. Ich brauche etwas Zeit um mich auf etwas Neues zu konzentrieren!
Ich stimme nicht zu 1 2 3 4 5 6 7 8 9 10 Ich stimme zu

7. Hintergrundgeraeusche stoeren meine Aufmerksamkeit.
Ich stimme nicht zu 1 2 3 4 5 6 7 8 9 10 Ich stimme zu

8. Ich bin vertraut im Umgang mit Personal Digital Assistants (PDAs).
Ich stimme nicht zu 1 2 3 4 5 6 7 8 9 10 Ich stimme zu

Einleitung:

Sie werden im folgenden Versuch Ausschnitte aus einem Dokumentarfilm der National Geographic Society (NGS) zu sehen
bekommen. Die Ausschnitte befassen sich jeweils mit einem oder mehreren Forschern, Entdeckern oder Abenteurern, die von
der NGS gefoerdert wurden. Die Filme laufen auf dem grossen Flachbildschirm ab. Sie erhalten zusaetzliche Informationen
auf dem PDA. Die Praesentationen auf dem PDA werden automatisch gestartet, waehrend die Filme auf dem Flachbildschirm
laufen. Die praesentierten Informationen (Inhalte) auf dem Flachbildschirm und dem PDA koennen sich ueberschneiden.
Sobald eine Praesentation auf dem PDA startet, richten Sie bitte Thre volle (!!!) Aufmerksamkeit auf die Praesentation auf
dem PDA. Endet die Praesentation auf dem PDA, richten Sie Ihre Aufmerksamkeit wieder auf den Flachbildschirm. Um
Thnen den Wechsel vom einen zum anderen Geraet zu erleichtern, wird Thnen jeweils ein Signal gegeben, kurz bevor Sie Thre
Aufmerksamkeit vom einen auf das Andere Geraet lenken muessen. Nach jeder Praesentation (also Kombination aus PDA-
und Flachbildschirm-Praesentation, Dauer ca. 4 Minuten) bekommen Sie einen Fragebogen. Thre Aufgabe besteht darin, sich

so viele Informationen wie moeglich zu merken.

In der nun folgenden Praesentation achten Sie bitte (zusaetzlich zum Inhalt) auf die Comic-Figur, die Thnen, indem Sie vom
Flachbildschirm verschwindet und auf dem PDA auftaucht (und umgekehrt), Signalisiert, wohin Sie Thre Aufmerksamkeit

lenken sollen (Erlaeuterung durch Versuchsleiter).

Stop! (bitte nicht umblaettern)
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Wer ist dasundwas maht erauf dem Bildundwassagt er?

\ ¥

\
Wer sinddie beden Personeauf dem Bild, was wid gganund waswird gesagt?

Wer/wasist dasau dem Bild zu sehenndwasist sene/ihre Aufgale?
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DISPLAYS

Wen frarsporiert diesesSchif, woher kanmt es und whin seyelt es?

Was wurde von Howard Carter 1922 gefunden und wo wurde es gefunden?

Loesung: Aus der Praesentation erfahren! Vagsen Gerate
Wie weit zurueck in die Vergangenheit wurde dem Publikum eine Reise geboten?

Loesung: Aus der Praesentation erfahren! Vaasen Gerate
Mit wie viel Dollar wurde RchardByrd'’s versich von der Nabnal Geogrhpic Socety gespmseat?

Loesung: Aus der Praesentation erfahren! Vasen Gerate
Wassoll in der Antarkis eingeichtet werden und wast Byrd's plan?

Loesung: Aus der Praesentation erfahren! Vagsen Gerate
Zu wekher Jahreszeit WiByrd den Flug wagen?

Loesung: Aus der Praesentation erfahren! Vaasen Gerate

Die Expedition vergroessert sich. Wie viele Hunde gehoeren vorher ahkenaur Mainschaft?

Loesung: Aus der Praesentation erfahren! Vawen Gerate
Aus wie vielen Marnern besteht der Vidrupp und wie lange werdesie unterwegs sein?

Loesung: Aus der Praesentation erfahren! Vaasen Gerate
Was moehte Byrd am Sudpd zurueck lassen?

Loesung: Aus der Praesentation erfahren! Vawn Gerate
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Wieo kann man dieAbenteuer voByrd miterleben?

Loeaing: Aus der Prasentation erfahren! Vorvese Gerata
Was markiet fuer immer das asseste Ende der Welt?

Loesung: Aus der Prasentation erfahren! Vorvése Gerate
Was hatl926Byrd mit senem Freund Floyd Beet schon getan?

Loesaung: Aus der Presentation erfahren! Vorvgise Gerata
Wastut Byrd 1929mit 42 Leuten ?

Loesuing: Aus der Prasentation erfahren! Vorvase Gerata
Wassehen die Expeditionsteilnehmer vom 18 April bis 28gAst nicht?

Loeaung: Aus der Prasentation erfahren! Vorvésen Gerate

Was wird abgeworfen damit genueg

end Hoeaheieht wird um die Bergkéen zu ueberfliegen?

Loesung: Aus der Prasentation erfahren! Vorvese Gerata
In welchem Zustand erleb&yrd und Kameraden deériumphalen Empfang im Lager?

Loesung: Aus der Prasentation erfahren! Vorvase Gerate
Wie lange daute der Flug?

Loesaung: Aus der Prasentation erfahren! Vorvése Gerata

Erlaauterung zum naechsteibschnit:

In der nun folgenden Peaatation bekenmen Sie kein Signal, die Rrsentation auf dem PDA startet und endet o
Vorwarnung. Bite versuchen Sie deoch, lhre Aufmerksamkeitosschndl wie moeglich vom Einen auf das Andere Ge

zu lenken.

Stop! (btte nicht umblaettern)
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Wer ist dasund welcher Expedition géhoert erar?

Wer ist dasund welcher Expedition génoert erarn?

Welches Shiff ist dasundzu wdcher Expedition génoertes?
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Wasist dasundwelchen Zweck erfellt es?

Vor welcher Mittelmeakueste wird & artikes hiff erkundet und vor wie vielen Jahren ist es gesunken?
Loesaung: Aus der Praeserttan erfahren! Vorwissen Gerate

Welche Art von Erkentniseen ueber dsAntike Shiff werden von den Fockern gegwonnen?
Loesung: Aus der Praeserttan erfahren! orwisen Gerate

In welcher Tiefeund wie weit entfernt von der Kueste liegt das Sfflsiwvrack?
Loesung: Aus der Praeserttan erfahren! orwisen Gerate

Wie lang war dsSchiff (in Meter)?
Loeaung: Aus der Praeserttan erfahren! Vorwissen Gerate

Aus mindestens wie viel vechiedenen Kulrkreisen stammtedie Waren an Bord?
Loesung: Aus der Praeserttan erfahren! orwissn Gerate

Gehoert Elfenbie z u denwaren?
Loeaung: Aus der Praeserttan erfahren! Vorwissen Gerate

Waswar einweiterer Bewds dafuer, dssdasSchif aus der Bronzezeit stammt?
Loesung: Aus der Praeserttan erfahren! orwisen Gerate

Stimmt es dsdie Phoaizischen Shiffe aelter sid alsdieses Schiff?
Loeaung: Aus der Praeserttan erfahren! Vorwisen Gerate
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Wo spuerte Ballardie Wracks der phoenizischen Scfie auf!

Loeaing: Aus derPraesatation effahren! Vorwsse Gerden
Wann und wodurch wurde dasritische Passajierschiff Lusitania versenkt?

Loesung: Aus derPraesetation erfahren! Vorwsse Geraen
Wann(in welchem Jahr$ank die Titanic?

Loesaung: Aus derPraesetaton erfahren! Vorwsse Geraen
Wann (in welchem Jahr) fidet Ballard dasdNrack der Titanic?

Loeaung: Aus derPraesetation erfahren! Vorwsse Geraen
Wieviele Jahe smeterfindet eine 2. Expedtion zur Titanic stat?

Loeaung: Aus derPraesetation erfahren! Vorwsse Geraen
Wassagt man, habe RadrtBallard unter Visse?

Loesung: Aus derPraesetation erfahren! Vorwsse Geraen
Wasentdeckt Robert Ballard 1977 am Gdudies Ostpazifik?

Loesung: Aus derPraesetation erfahren! Vorwsse Geraen
Welche Daten wurden ueber dasSchif Bismarck praesatiert?

Loesaung: Aus derPraesatation effahren! Vorwsse Geraen

Erlaeuterung zum mechsten Abschnit:

In der nun folgemlen Praesatation achien Sie bitte (zusaetlich zum Infalt) auf das Symbd der National Geogaphic Socety
(oben links au dem Hachbidschirm bzw. inder Mitte des PDA Bildschirmes, das Ihnen, in Form einer Aniation
Sigralisiert, auf welches Geraet Sie lhre Aufnerksankeit lenken sdlen. Die Animation startetjeweils auf dem Geraet auf
das Sie sich als naechstes konzerrieren sdlen (z.B. auf dem PDA, wenn Sie grade eine Paesetaton au dem
Flachbidschirm verfolgen). Sold die Animation beendet ist, statet die Praesetation auf demselben Geaet Achtung: Die

Animation wird nicht wiedehalt!

Stop! (btte nicht umblaettern)
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Wer ist chs?

Wessen Schaedel ist dasp und von wem wurde er gefunden?




APPENDIX A. QUESTIONNAIRE ON PARALLEL PRESENTATIONS ON PUBC AND PRIVATE
184 DISPLAYS

Wes®n Kmochen sind das, wo und von wem wurden sie gefunden?

Woraus ledeht der Boden in dédlduway Shlucht?
Loeaung: Aus der Prasentation efahren! Vorwsse Gerate

Wie alt sind die Ablagerungen der Engchten in derOlduway $hiucht?
Loeaung: Aus der Prasentation efahren! Vorwsse Gerate

Was wadlten Louis und Mary Leakey herausfinden?
Loesung: Aus der Prasentation efahren! Vorwsse Gerate

Wie lange ernteten die Leakeys Skepsis?
Loeaung: Aus der Prasentation efahren! Vorwssen Gerate

Was waren die ventlichen Annahmen der Leakey’s ueber den Mehmesh?
Loeaung: Aus der Prasentation efahren! Vorwsse Gerate

Was began Jane ®odall auf draengen von Louis Leakey?
Loeaung: Aus der Prasentation efahren! Vorwsse Gerate

Was fuer Gemeinsamkeiten werden von Jaoed@l beobahtet?
Loeaung: Aus der Prasentation efahren! Vorwssen Gerate

Eine andere Gwuelerin der Leakeys widmeich desStudium der Berggorilla in Ruanda.
Was studiert eine der Schuete®n Leakey's in Ruanda?
Loeaung: Aus der Prasentation efahren! Vorwsse Gerate
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Womit gelingt es Diane é5sey vertraien zu ewerber?

Loeaung: Aus der Paesetration erfahien orwissen | Gerden
Wie hesst einegler Lieblingstiere von Diane Beg/?

Loesung: Aus der Paesetation erfahien orwissen | Gerden
Welches Sticksal eleidet einegler Lieblingstiere von Diane Bsg/ und warum?

Loesung: Aus der Paesetation erfahien \Vorwissen | Gerden
Welches Sbicksal eleidet Diane Bsseg/?

Loeaung: Aus der Paesetation erfahen orwissen | Gerden
Wo suchenLouis Ledey undseine FFau nach de Spurendes Vormensclen?

Loesung: Aus der Paesetation erfahien! orwissen | Gerden

WelchenTeil des Schaedels findéouis Le&ey undseine Fau1959 als astes i

nder OlduwaySclucht?

Loesung: Aus der Paesetation erfahien \Vorwissen | Gerden
Welche Lehrmeénungwird durch deseEntdeckung wideregt?

Loeaung: Aus der Paesetration erfahen orwissen | Gerden
Wasfindet Mary Leakeyin der Naehe der OlduwaySdlucht?

Loesung: Aus der Paesetation erfahien orwissen | Gerden
Wo findet Richard lesey Knocheneste&

Loesung: Aus der Paesetation erfahient \Vorwissen | Gerden
Wie alt ist Richard ke&ey zu dieser Zeit?

Loeaung: Aus der Paesetration erfahien orwissen | Gerden

Stimmt esdasdie Knochendie von Richard leakey gefunden wurden zur sében Gatung géoeenwie der
Schaedel, der voseinerEltern gdunden wurde?

Loesung:

Aus der Presermation erfahen

orwissen

Gerden

Stimmt es das ihdiesen Fund klar wurdeaus welcher Géung sch der Homosapien entekielt hat?

Loesung:

Aus der Presetrntion erfahen

orwissen

Gerden
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Zusatzfragen:

Haben Sie dieses Bild gesehen?

Haben Sie auch diese Bilder gesehen? (pro Zeile nur maximal ein Kreuz)

ja nein

ja nein

ja nein

Welche Signalisierungsmethode hat Thnen am besten gefallen und wieso?

Ist Ihnen irgendetwas waehrend der Praesentationen besonders negativ aufgefallen?




B Exemplary Presentation Script for the
PEACH Museum Guide

The XML-based script on the next page is an example for a ptaen script used in the PEACH
museum guide project. Each such script in PEACH is relatedgiongle station or exhibit within
the museum. The example given is related to a fresco relatide imonth of February in the Torre
Aquila of the Castello del Buon Consciglio in Trento, Italhe scripts are designed as follows:

Each script starts with the “PRESENTATION" tag which reséeska header part for the script.
In this part, the station’s title and an initial image to be@wh are defined. Whenever an image
is referred to within the script, further options are avalga While the “zoom” option allows the
content designer to define a region of the given image to bershimstead of fitting the whole
image on the screen of either mobile or stationary deviae dttail option allows to highlight a
specific area of the image. In order to do so, most of the imageay region is overlaid by a dark,
partly transparent layer. Only the specified region (e.geupeft corner, lower middle region etc.)
is left untouched and hence becomes very striking.

Each script is subdivided into several regions, in the gaseample these are “INTRO”, “TECH-
NICAL” and “HELP". These regions correspond to the optionsg to the user while interacting
with the device.

Each region is composed of several parts which are playek dmea sequence when the cor-
responding information is requested by the user. Each padists of the text to be spoken, the
name of the character who is going to speak, the accordirtigrgeand an image definition similar
to the one in the header part. In addition, for each imagetthasition option” defines, how the
active image should be replaced with the new one (e.g. bteridtc.).
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<PRESENTATI ON titl e="February" inage="february.jpg"

<| NTRC>
<PART

si ze="402x585" zoom="ALL" detail ="AP">

text="At the top there are about twenty young wonen (whose

faces have been visibly repainted) watching a

t our nanent goi ng on below the curtain walls. Four
kni ghts are jousting against four others. Pages and
servants are hel ping the knights to dress or are

pi cki ng up the pieces of broken weapons that are

on the ground."

char act er Nane="di va"
gesture="showlpLeft tal k"
i mge="february.jpg"

si ze="402x585"

zoonE" 0x0-402x350"
transition="CUT"
detail =" AP" >

</ PART>
<PART

text="At the bottomon the right is a blacksmth’'s

wor kshop, a plebeian antithesis to the tournament
going on in the upper part of the painting which
is chiefly an aristocratic activity."

char act er Name="di va"
gesture="tal kFrontal "
i mge="february.jpg"
si ze="402x585"

zoom=" 250x100- 402x400"
transition="CUT"
detail ="LRP" >

</ PART>
<PART

text="The choi ce of a tournanent for the nonth of February

is related to the jousts and revelries that took
place in carnival tinme. The picture of young wonen
behind a parapet is often illustrated in the French
tapestries of the 1300's and is simlar to a
decoration in the Runkel stein Castle near Bol zano."

char act er Nane="di va"
gesture="showlUpLeft tal k"
i mge="february.jpg"

si ze="402x585"

zoon¥" ALL"

transiti on="BLEND"
detai |l =" AP" >

</ PART>
</ | NTRO>



189

<TECHNI CAL>
<PART
text="The february fresco neasures 1 point seventy neters
on 2 point 22 neters and i s subdivided into six days."
char act er Name="di va"
gesture="attentionCalling_tal k"
i mge="february.jpg"
si ze="402x585"
zoonm=" ALL"
transiti on="BLEND"
det ai | =" AP" >
</ PART>
</ TECHNI CAL>
<HELP>
<PART
text="1 will give you a brief introduction on the
i nformati on system Spread over the entire site,
there are several information booth installed."
char act er Nane="di va"
gesture="| ookLeft tal k"
i mge=""
si ze="500x713"
zoonm=" ALL"
transition="CUT"
det ai | =" AP" >
</ PART>
<PART
t ext =" Whenever you reach one of these booth, the nane
of the booth is displayed in the text field
| ocated at the bottom of the screen."
char act er Name="di va"
gesture="showLeft tal k"
i mage=""
si ze="500x713"
zoon¥" ALL"
transiti on="CUT"
det ai | =" AP" >
</ PART>
<PART
text="Furthernore a short introduction to the booth
is automatically started. By pressing one of the
Buttons: Intro or Technical, you can request
detailed informati on on each subject.”
char act er Nane="di va"
gesture="showUpLeft tal k"
i mge=""
si ze="500x713"
zoonm=" ALL"
transition="CUT"
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det ai | =" AP" >
</ PART>
<PART
text="You may stop a presentation or skip forward by
pressing the buttons next to the progress bar."
char act er Name="di va"
gesture="| ookLeft _tal k"
i mge=""
si ze="500x713"
zoom=" ALL"
transition="CUT"
det ai | =" AP" >
</ PART>
</ HELP>
</ PRESENTATI ON\>

Prior to sending the script to the desired presentationcdevthe server will parse the script
itself. In particular, it will read the texts defined in theript and transform them via speech
synthesis into MP3 encoded audio files (as described irose6tl.2.4). Once the speech synthesis
is done, the server will substitute the texts with the cqroesling audio filenames. The following
is the same presentation script as above, however it reflectshanges done by the server.

<PRESENTATI ON titl e="February" inage="february.jpg"
si ze="402x585" zoon="ALL" detail ="AP">
<l NTRG>

<PART
t ext =" bf 8314831d62600ea5a6. np3"
char act er Name="di va"
gesture="showlUpLeft tal k"
i mge="february.jpg"
si ze="402x585"
zoon¥" 0x0- 402x350"
transition="CUT"
detail =" AP" >

</ PART>

<PART
t ext =" 92087d369744e539df 40. np3"
char act er Name="di va"
gesture="tal kFrontal "
i mge="february.jpg"
si ze="402x585"
zoom=" 250x100- 402x400"
transition="CUT"
detail ="LRP">

</ PART>

<PART
t ext =" df 59053cc4f 5¢f 3101e4. np3"
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char act er Nane="di va"
gest ure="showUpLeft tal k"
i mage="february.jpg"
si ze="402x585"
zoonme" ALL"
transiti on="BLEND"
det ai | =" AP" >
</ PART>
</ | NTRC>
<TECHNI CAL>
<PART
t ext =" ceeb6f bf 68f 0dcc8eedb. np3"
char act er Nane="di va"
gesture="attentionCalling_tal k"
i mge="february.jpg"
si ze="402x585"
zoonme" ALL"
transiti on="BLEND"
detai |l =" AP">
</ PART>
</ TECHNI CAL>
<HELP>
<PART
t ext =" af 30f 8ce5d1cdb05f d43. np3"
char act er Nane="di va"
gesture="| ookLeft tal k"
i mge=""
si ze="500x713"
zoonw" ALL"
transition="CUT"
det ai | =" AP" >
</ PART>
<PART
t ext =" 6b050e70f 3bdblccad469. np3"
char act er Nane="di va"
gesture="showLeft tal k"
i mge=""
si ze="500x713"
zoonw" ALL"
transiti on="CUT"
det ai | =" AP" >
</ PART>
<PART
t ext =" 46b948e230bal6cce208. np3”
char act er Nane="di va"
gest ure="showUpLeft tal k"
i mge=""
si ze="500x713"
zoonw" ALL"
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transition="CUT"
detai |l =" AP" >
</ PART>
<PART
text ="f 4b98cf c39c8clcad8af . np3"
char act er Nane="di va"
gesture="| ookLeft _tal k"
i mge=""
si ze="500x713"
zoonme" ALL"
transition="CUT"
detail =" AP" >
</ PART>
</ HELP>
</ PRESENTATI ON\>



C Exemplary Video Script for the PEACH
Museum Guide

The following is an exemplary XML-based video presentatsmnipt which was automatically
generated by the video composer component of the PEACHaqbrdjae script is subdivided into
two main sections, namely the shots definition and the edgart. While the shots definition part
defines each shot which is to be used while rendering the yvttleaediting part is used to define
the sequence of the previously defined shots. The editirtigpatrols also the way in which shots
are concatenated. In the given example, the first shot usesotidition “display” which means
that there will be no transition effect. The second shot tisesrossfade transition, meaning that
shot01 will be faded out and shot02 will be faded in simultarsdy.

Each shot definition in the shots section consists of twaspaemely the video-track definition
and the corresponding audio-track definition. The videsKrpart holds instructions which con-
trol camera movements over an image which is defined in theened the shot. The audio-track
part defines a sequence of audio files and pauses synchraevithdtie video-track definitions. As
opposed to the solution for the Migrating Character in PEA@Id video clip generation uses pre-
synthesized or recorded speech in audio files, since thekstohze annotated with time stamps.
Apart from the image to be used, the header of each shot alde mdormation about the gen-
eral topics addressed by this shot as well as a perspectjwetizh is used by the user model in
PEACH.

Finally, each movie has also a header which defines the petrape@nd topic of the whole
video-clip.
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<?xm version="1.0" encodi ng="1 SO 8859-1" 7>
<nmovi e perspective="introductory" topic="january">
<shot s>
<shot id="shot01" inage="jan-scal ed.jpg"
topi c="j anuary, snowbal | -fi ght, castl e"
per spective="introductory">
<vi deo-track>
<pause duration="8"/>
<zoom scal e="1" duration="3"/>
<pause duration="3"/>
<move x="100" y="120" duration="3"/>
<pause duration="12"/>
</ vi deo-track>
<audi o-track>
<pl ay audi o="j anuary. nmp3"/>
<audi o- pause duration="0.5"/>
<pl ay audi o="snowbal | -fi ght.np3"/>
<audi o- pause duration="1.5"/>
<pl ay audi o="castle. mp3"/>
<audi o- pause duration="0.5"/>
<pl ay audi o="castl e2. mp3"/>
<audi o- pause duration="0.5"/>
</ audi o-track>
</ shot >
<shot id="shot 02" inage="w ndowsl.jpg" topic="w ndows">
<vi deo-track>
<pause duration="5"/>
</ vi deo-track>
<audi o-track>
<pl ay audi o="wi nl. np3"/>
</ audi o-track>
</ shot >
</ shot s>
<edi ting>
<di spl ay shot="shot 01"/ >
<crossfade shot ="shot 02"/ >
</ editing>
</ movi e>



D Exemplary Presentation Script for the VRI

The XML-based script on the next page is an example of a céinggscript for the Virtual Room
Inhabitant (VRI). The script consists of several subssnghich may be played either in sequence
or in any other given order. Each of these subscripts magreitbscribe actions to be performed
by the character or character transitions. In the first casequence of parts, each consisting of
a gesture definition for the character and the name of a gmneling mp3 file holding the aural
information which is to be performed by the character in nonfion with the defined gesture, is
described. As opposed to the PEACH project, the texts to bkespby the VRI character were
pre-synthesized. The speech synthesis mechanism used\@HPEould be easily incorporated
into the VRI setup, however due to limited computationabteses, the demo setup did not include
the "real time speech synthesis”.

In case of a character transition, two different methods s@ye to use. The first one is a
smooth character movement from its current location to getadestination. The movement is
defined in the “move” tag and uses a point in three dimensispate and a space of time, defined
in milliseconds, as its parameters. These parameters &mpriated by the VRI server which
sends corresponding commands to the spatial audio devitke tsteerable projector and to the
VRI character animation (as described in detail in Secti®2s3, 6.2.4, 6.2.5 and 6.2.6). The
second method for a character transition is a jump. A jum(s caé relocate the VRI by moving
it smoothly to its new location, but instead the characteapipears at its current location (in case
the character is visible at all in that moment) and it reappatanother location in the room. The
parameters of the “jump” tag vary from those of the “move”. thggtead of a single point in three
dimensional space, the “jump” tag requires the definitiofoaf such points. Each point defines
one corner of a so-called virtual display (see section a&@und the location where the character
should appear.
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<VRl - scri pt >
<subscri pt >
<part gesture="Hi ps" sound="hell o. np3"/>
<part gesture="LookFrontal" sound="shoppi ngcart. np3"/>
<part gesture="swirl" sound="SoundLoop. mp3"/>
</ subscri pt >
<subscri pt >
<nmove x="0.0" y="2.3" z="-4.35" tinme="8000"/>
</ subscri pt >
<subscri pt >
<junmp I x="-0.2" Ily="2.0" Ilz="-4.47" Irx="0.4"
lry="2.0" lrz="-4.47" urx="0.4" ury="2.6"
urz="-4.47" ul x="-0.2" uly="2.6" ul z="-4.47"
time="0"/>
</ subscri pt >
<subscri pt >
<mpbve x="3.65" y="2.3" z="-4.47" time="10000"/>
</ subscri pt >
<subscri pt >
<junmp I1x="3.8" Ily="2.0" Ilz="-4.75" |lrx="3.8"
lry="2.0" lrz="-4.15" urx="3.8" ury="2.6"
urz="-4.15" ul x="3.8" uly="2.6" ulz="-4.75"
time="0"/>
</ subscri pt >
<subscri pt >
<move x="3.8" y="2.3" z="-3.0" time="5000"/>
</ subscri pt >
<subscri pt >
<nmove x="3.8" y="1.4" z="-3.0" time="5000"/>
</ subscri pt >
<subscri pt >
<part gesture="LookBehi nd" sound="panel.np3"/>
<part gesture="LookFrontal" sound="tryout.np3"/>
</ subscri pt >
</ VRl -scri pt>
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