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Kurzzusammenfassung

Diese Dissertation pisentiert eine multimodale Architektur zum Gebrauch in mobilen Bnusn

wie z. B. Einkaufen und Navigation. AuRerdem wird ein grol3es Gebietniaglichen modalen
Eingabekombinationen zu diesen Uarslen analysiert. Um das in praktischer Weise zu demons-
trieren, wurden zwei teilweise gekoppelte Matfungsprogramme zum ‘stand-alone’ Gebrauch
auf mobilen Geiditen entworfen. Von spezieller Wichtigkeit war der Entwurf und die Ahsing
eines Modaliats-fusion Modul, das die Kombination einer Reihe von Kommunikationsarten wie
Sprache, Handschrift und Gesten égticht. Die Ausfihrung erlaubt die Vé@nderung von Zu-
verlassigkeitswerten innerhalb einzelner Modsbh und aul3erdem edglicht eine Methode um

die semantiscliberlappten Eingaben auszuwerten. Wirklichkeitsnaher Dialog mit aktueten
jekten und symmetrische Multimodaiitsind zwei weitere Themen die in dieser Arbeit behandelt
werden. Die Arbeit schlie3t mit Resultaten von zwei Feldstudien, die weltieigcht erlauben
Uber die bevorzugte Art verschiedener ModdaBkombinationen, sowie audiver die Akzeptanz
von anthropomorphisierten Objekten.
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Short Abstract

This dissertation presents a multimodal architecture for use in mobile scesaciosis shopping
and navigation. It also analyses a wide range of feasible modality inputinatigns for these
contexts. For this purpose, two interlinked demonstrators were designathhd-alone use on
mobile devices. Of particular importance was the design and implementation ofaitpfusion
module capable of combining input from a range of communication modes liketsgendwri-
ting, and gesture. The implementation is able to account for confidencebiakes arising within
and between modalities and also provides a method for resolving semanticailgpped input.
Tangible interaction with real-world objects and symmetric multimodality are two futtieenes
addressed in this work. The work concludes with the results from twallitgdleld studies that
provide insight on user preference and modality intuition for differentafitydcombinations, as
well as user acceptance for anthropomorphized objects.






Zusammenfassung

Diese Dissertation untersucht die Anwendung von multimodalem Dialog zwiddeasch und
Computer im allaglichen Kontext und insbesondere in solchen mdén, bei denen der An-
wender mobil ist. Zwei vollkommen ausgifrte und verbundene Anwendungsbeispiele mit Na-
men BMW Personal Navigator (BPN) und Mobile ShopAssist (MSA) warghe Rahmen die-
ser Arbeit entwickelt um eine solide Basis zu dieser Arbeit zu schabén speziellen mobi-
len Umstnde fir diese Arbeit beziehen sich auf FéRgernavigation und Einkaufen. Die aus-
gefuhrten Versindigungsarten umfassen Sprache, Handschrift und Gesten. Bedendungs-
beispiele wurden ‘stand-alone’ undrfmobile Geéate, ramlich ‘Personal Digital Assistants’ ent-
wickelt. Um das eingebettete Programm zu erweitern, erlaubt es auReidertAlways Best
Connected’ Methodologie, wie Dialogkomponenten, die sich in giffentlich instrumentierten
Umgebung befinden. Z.B. verteilte Erkennir Sprache und Gestetdknen zum Zweck der er-
weiterten Funktion wie verbesserte Erkennungsgenauigkeit und zardilitzung eines gifderen
Wortschatzes benutzt werden.

Die Dissertation fiigt in einer Anzahl von Richtungen zur Grundlagenforschung im Feid d
intelligenten Anwenderschnittstellen des mobilen multimodalen Dialoges zwischepu@er und
Anwender bei. Ein System zur Einstufung von multimodalen Eingaben wurtiéickelt, um
die Synchronie von Eingaben auf Zeit, Semantik und Herkunft zu kategamn. Eine solche
Klassifikation ist besonders angebracdint gleichzeitige Eingabesignale die einen gemeinsamen
temporalen und/oder semantischen Platz teilen, in welchem Fall die Siginatappt genannt
werden.Uberlappte Eingaben formen eine wichtige Grundlaejégliche Arbeit, die sich mit
multimodalem Dialog und Modalits-fusion befasst.

Eine prirare Aufgabe ist, zu erstellen wie semantistierlappte Konflikte in multimoda-
len Eingaben géist werden knnen. Es ist zu erwarten, dass semantisigerlappte Eingaben
haufig vorkommen &nnen in gewissen Anwendungsgebieten wie z. B. in den instrumentierten
Umgebungen, wo mehrere gleichartige und verschiedenartige Erkemnttgrangewandt werden
konnen um Anwendereingaben gleichzeitig zu erkennen. Die angewansitmstechnik zur Er-
kennung von semantisdiberlappten Eingaben haben den Gebrauch von ‘certainty factais’ un
Zuverlassigkeitswerten zur Grundlage. Letztere sind in der ‘N-best’ Resultatdéstgweiligen
Erkenners gespeichert. Zeitgebundene Aspekte sind auch im LaMfatisditatsfusionsprozesses
mit einbezogen sowie auch der Gebrauch von Salienz um die betrofReferenten zu identifi-
zZieren.

Weiters ist zu untersuchen, wie die Zudasigkeitswerte einer breiten Serie von Kommuni-
kationsarten wie Sprache, Handschrift und Geste umgewichtet wetdereir, sodass die Werte
‘unbiased’ zwischen Modahten sind. Das wird mit Hilfe einer statistischen Datenbank der Er-
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kennergenauigkeit demonstriert, diélivend einer Feldstudie an hand von gesammelten Daten
erstellt wurde. Methoden, die Erfahrungsdaten des Anwendersrkeniergenauigkeit zu erhal-
ten, ist ein anderer Gesichtspunkt, den diese Arbeit kurz behandedeDimhnt den Weg, um
maschinelle Lernverfahren der Kl einzuschlieRen um Zagsikeitswerte von gesammelten Da-
ten in Laufzeit auszuwerten.

Greifbarer Dialog ist eine Kommunikationsform, die sich zur mobilen Anwegdjut eignet,
weil es dem Anwender erlaubt, direkt mit computertechnisch vernetzggk@h in einer realen
physischen Welt zu kommunizieren. Ein é@fwmenswertes Merkmal dieser Arbeit ist der Einbe-
zug des greifbaren Dialoges mit der wirklichen Welt. Mehrere Arten vomiKoinikation in der
wirklichen Welt einschlieR3lich aufheben, #izklegen und Zeigegesten, werden ausgewertet.

Es ergeben sich eine umfangreiche Zahl von benutzbaren Matgd&bimbinationen zur Ein-
gabe. Insgesamt 23 Kombinationen wurden in dieser Arbeit behandaldigsen sind 12 Kom-
binationen nichtiberlappt viahrend die restlichen 11 Kombinationen semantigobrlappt sind.
Diese Kombinationen erlauben dem Anwender den Dialog zu harmonisseréiass individuelle
semantische Eigenschaften innerhalb des Dialo@egerschiedene Modaditen spezifiziert wer-
den lbdnnen. Alle Kommunikationsarten, die in dieser Arbeit benutzt wurdenSgifache, Hand-
schrift und Geste, wurden so ausgelegt, dass sie gleichwertig sindrlBalst mobilen Anwendern
die Eingaben den wechselnden Umgebungsbedingungen anzupeisseB, die gewinschte Pri-
vatsplare bzw. Hintergrund Gausche.

Das Konzept der symmetrischen Multimodadihilft zur Erweiterung des multimodalen Dia-
loges. Symmetrische Multimodaiit bezieht sich auf diedhigkeit eines Systems und seinen An-
wendern mit derselben Modaditzu kommunizieren, d. h. dass das Systenatalish zur multi-
modalen Eingabe in allen Kommunikationsarten einschlie3lich mit Geste antwortenigses
Konzept ist fir diese Arbeit wichtig, weil es zeigt, dass die Anwendereingabe nuiSaiite einer
zweiseitigen Minze ist, vidhrend die andere Seite die Antwort des Systemssentiert.

Ein Hohepunkt dieser Arbeit sind die Ergebnisse von zwei Feldstudien, dféeintlichen und
privaten Umgebungen durchdgfrt wurden. Die Ergebnisse zeigen die generelle Anforderung der
Anwender fir eine Reihe von Kombinationen zur Modatieingabe und berichten aliger An-
wenderakzeptanZif anthropomorphisierte Gegeastle. Anthropomorphisation ist ein Konzept
das in der Vergangenheit nicht ernst genommen wurde, ohne déssdafeichende Begndung
existierte. Ein Vorteil, der von anthropomorphischen Verbindungenréztwaerden darf, ist die
Maoglichkeit den Dialog auf einen spezifischen Anwender zu personaiisier

Zusatzlich zu der theoretischen Forschung dieser Arbeit wurden audtigmtze, kommer-
zielle und finanzielle Beitige geleistet. Ein solcher Beitrag ist im Projekt COMPASS enthalten
wo multimodale Komponenten und Ergebnisse der Benutzerstudien der MBA¢BBebunden
sind in einen mehrsprachigen und multimodalen Frerrigeef. Der Fremdeishrer wird fr die
Besucher zu den olympischen Spielen 2008 in Beijing entwickelt. Die MSA/BRNlevauch
die ausgewhlte Plattform fir die Untersuchungen am Konzept genannt ‘Personal Journals’ im
Rahmen des SPECTER Projektes. AuRerdem wirdisi€drschungszwecke auf dem Gebiet der
instrumentierten Umgebungen und produkt-bezogenen Anzeigen umePudgekt FLUIDUM
benutzt. Letztlich hat die Arbeit auch zubierung desffentlichen Bewusstseins vom Stand
der Technik in Sache der Sprachtechnologie beigetragen. Inslezsoidds MSA/BPN System
wurde in mehreren Ausstellungszentren innerhalb Deutschlands deradn®obiler multimo-
daler Dialog im Zusammenhang mit dieser Arbeit wurde ebenso aufgenomrédeitungen und
Fernsehen. Im Rahmen dieser Forschung wurden bis heute bereitsiked ik fuhrenden inter-
nationalen Journals, Konferenzen und Workshopéftemtlicht.



Abstract

This dissertation investigates the use of multimodal human-computer interacticeryay con-
texts, and particularly those contexts in which a user is mobile. Forming a sdlig toat this
research are two entirely implemented and interlinked demonstrators calleditAe FBersonal
Navigator (BPN) and the Mobile ShopAssist (MSA), both of which weneetigped over the cour-
se of this work. The mobile contexts that these applications focus on am& hedestrian naviga-
tion and shopping, and the communication modes that are catered for inpketghshandwriting,
and gesture. Both of these demonstrators have been designed feaktaadise on mobile de-
vices, namely Personal Digital Assistants. Extending on this embeddeddésgapplications
additionally support an Always Best Connected methodology such thaadtien components
located in a publicly instrumented environment, for example distributed speeolgnizers and
gesture recognizers, can be made accessible to a user for the pafpmdganced application
functionality like improved recognition accuracy and support for largeabularies.

The dissertation contributes in a number of ways to leading-edge resaatahfield of in-
telligent user interface design and mobile multimodal interaction. A formal cleaifih of mul-
timodal input is established to categorize the synchrony of inputs based grseémantics, and
origin. Such a classification is particularly relevant for input streams tieaesa common tempo-
ral and/or semantic space, in which case the input is said to be overl&ppatapped input forms
an important foundation for any work dealing with multimodal interaction and iitgdasion.

A primary objective is to outline how semantically overlapped conflicts in multimogaltin
can be resolved. It is anticipated that semantically overlapped input wilirdoequently in cer-
tain application domains like instrumented environments, where multiple same-typedtiple
different-type recognizers can easily be deployed to simultaneouslgmzeouser input. The fu-
sion techniques used for resolving semantically overlapped input in this averbased on the
use of certainty factors and the use of confidence values stored imaznizer’s N-best list of
results. Timing aspects are also taken into account during the processlalityméusion, as too is
the use of salience to identify relevant referents.

Another objective is to examine how confidence values returned by a bbevge of com-
munication modes like speech, handwriting, and gesture, can be re-wesgltiethat the values
are unbiased within and between modalities. This is demonstrated by meantat$tical da-
tabase on recognizer accuracy that has been created based oalldatad during a field study.
A requirement of this field study was that it accurately reflect mobile useraictien in a pu-
blic environment setting. Methods for capturing user feedback on neoemgaccuracy is another
aspect covered briefly in this work, and this paves the way for incatjpgy Al machine learning
techniques that can be used to re-weight confidence values basatharotiected at runtime.
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Tangible interaction is one form of communication that is proving to be well-stiteabbile
applications because it permits users to interact directly with computationaliyeaigd artifacts
in the real physical world. A notable feature of this work is the incorpomnadittangible interac-
tion. Several types of real-world interaction are harnessed, includokg, putdown, and point
gestures. These interaction types, called off-device interaction, caedreto augment their on-
device interaction counterparts like handwriting, and also give rise to multincodabinations
comprised of both on-device and off-device interaction.

Off-device interactions are classified as extra-gestures and fornofgide rich set of moda-
lity input combinations available. A total of 23 combinations are studied in this wadrtvhich
12 combinations are non-overlapped and the remaining 11 are semanticallgpmed. These
combinations allow a user to fine-tune interactions so that even individoedrge constituents
within an interaction can be specified using different modalities. All of the comization mo-
des utilized in this work, i.e. speech, handwriting, and gesture, havedasggned to be equally
expressive. As a result, the modes cater for true supplementary itipet than just a limited set
of complementary modality combinations, and this has the effect that mobileaasetsilor their
interaction according to the changing requirements of a particular envirdrsueh as the level
of required privacy and background noise.

Extending on the use of multimodal interaction is the concept of symmetric multimodality.
Symmetric multimodality refers to the ability for a system and its users to communicateevia th
same set of modalities, meaning that in addition to multimodal input, a system cadepomt-
put using all communication modes including gesture. This concept is impdaattiis work
because it effectively illustrates that user input is only one side of a idemt<oin, the other side
representing system output.

A highlight of this work is the results of two usability field studies conductedeanmiblic
and private environment contexts. The results outline user prefeagacamodality intuition for a
range of modality input combinations, and also report on user acceftarexethropomorphized
objects. Anthropomorphization is a concept that has been ridiculed in gtelespite a lack of
solid foundation existing for such ridicule. One benefit that can be awidadanthropomorphic
interfaces is the ability to personalize interaction to a specific user or usgp guch as children,
adults, or the elderly.

In addition to the theoretical research of this work, there have also vaetigal and commer-
cial contributions. One such contribution has been to the project COMPAB&e multimodal
components and usability study results from the MSA/BPN have been intégnédea multilin-
gual and multimodal tourist guide being developed for visitors to the 2008 Gtyames in
Beijing. The MSA/BPN has also become the platform of choice for resdzaicty conducted on a
concept called ‘personal journals’ under the SPECTER project, @ $earch being conducted
on instrumented environments and product associated displays unddrdh@UM project. Fi-
nally, the work has also contributed to public awareness for state-artHanguage technology.
In particular, public system demonstrations have been held at a numbénilotien centres within
Germany, and mobile multimodal interaction relating to this work has also made its teah@
newspaper and television. At the time of writing, this work has also genetéipeer-reviewed
articles published in leading international journals, conferences, arihaps.
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1 INTRODUCTION

This dissertation contributes to the fields of intelligent user interface dewsiginile and pervasive
computing, tangible interaction, and most importantly, the field of multimodal interactio

1.1 Aims and Methods

Human-computer interaction is no longer limited to desktop computing, in whichrasusgi-
cally sitting down at a table and looking at a stationary computer display. Meihgy applications
based on mobile devices like Personal Digital Assistants (PDAs) and phomeafford their users
an unprecedented degree of mobility, and they also afford their useabilitg to interact in en-
vironments that are very much unlike traditional office spaces. Theseoements may span
multiple and changing contexts, be that the outdoors, public shopping €eoatrenvironments
where the user is simply on-the-go. Interactions in such environments niafiusnced by fac-
tors such as background noise and crowds, and these factors wiklyqaftect a user’s ability to
communicate effectively if not catered for with the utmost of care. Applicataesigned for use
in such environments must provide communication modes that are as adaptetdage as the
user is. Users will in addition have their own preferences for how thely tsisommunicate with a
computer at any given time, and such requirements must also be taken iotmtadien design-
ing intelligent user interfaces. Some communication modes will, due to their irtheakeup,
be better or worse suited to the capturing of input and the presentatiorimftpdepending on
the task at hand and the current environment context. Communication me@atsa known
to evolve, and the current era is withessing the introduction of tangible mspaple interfaces
in which users interact directly with real physical objects that are couplaligital representa-
tions. To be useful, interaction in real-world environments must be natuziblié, expressive,
efficient, accurate, and robust. No single communication mode is ever likelyfilcafl of these
requirements, and thus a hybrid solution based on multimodal interaction isa@gMultimodal
interaction is the central theme of this dissertation. Two additional resesgah showing poten-
tial for human-computer interaction include anthropomorphization, wherenvae objects are
given human-like characteristics, and symmetric multimodality, where both thensyand the
user are given equally powerful means to communicate with one another.

The environments that are referred to above provide a representfiizetion of the envi-
ronments in which people carry out their day-to-day activities. Two stEhare referred to
throughout this dissertation as a means of representing typical eveagtiagies, namely pedes-
trian navigation and shopping. In the pedestrian navigation scenariey @ars navigate indoors

1



2 CHAPTER 1. INTRODUCTION

and outdoors and can explore his or her surroundings via on- asttbaiffe interaction with ob-
jects such as nearby buildings, rooms, and shelves within a room. In thpisgcscenario, the
user can interact with different types of products located on a partishielf, such as digital
cameras, mobile phones, grocery items, and in fact any product rangsabke. The commu-
nication modes used for interaction in these scenarios include that ofhspgeewwriting, and
gesture, whereby gesture can be further categorized into the typds giokup, and putdown.
Interaction can take place with referents on the mobile device’s displaylaaswvith real-world
tangible objects, and may be unimodal or multimodal in nature. In addition, thensy<ater
for user input that is temporally and/or semantically overlapped, i.e. oyerthim time and with
respect to semantic content.

The objectives of this work are manyfold. On the one hand, this work sdt$octackle
the issues involved in catering for a diverse range of communication modeséd in everyday
tasks like pedestrian navigation and shopping. This is achieved from loftoeetical standpoint
and from a practical standpoint. The work incorporates not just multimogat for a range of
flexible modalities like speech and handwriting, but also incorporates tarigtelection, and
the concepts of anthropomorphized objects and symmetric multimodality. On threhaiig, no
work is complete without thorough testing and to this end, the dissertation outdiseks from
three separate usability field studies covering mode characteristics likeaeg@nd scalability,
user preference and the intuition of modality combinations in public and prarateonments,
and user acceptance for interaction with anthropomorphized objects. hiighigof the work is
that the implementations cater specifically for mobile devices.

The following is a series of research questions that this dissertation wiksstd

e What communication modes might be appropriate for mobile users in egryday envi-
ronments like shopping and navigation?Different communication modes might be better
suited to specific contexts. Such contexts may be dependent on aspettte Bkerounding
environment, the user, and the task at hand. Support for some commumicetites like
speech is already commercially available, even for mobile devices. Other qupation
modes like handwriting still require additional custom-made software to augimeitm-
ited ability of character recognition. Yet other modes like gesture and tarigtielection
must be implemented from scratch due to the lack of existing commercial package

e Can communication modes be combined to produce a superior outcce? By combining
multiple modalities, a range of rich interaction possibilities can be created in wdhidn
ual modalities can be used to address not just individual tasks, butifitseict aspects of
the same task.

e What are the attributes of a good communication mode?Each communication mode
possesses a unique set of characteristics, which may change babedcontext in which
the mode is used. Attributes such as comfort, enjoyment, familiarity, speadaagcscale,
accessibility, privacy, intuition, and the complexity of a modality all affect teahility of a
communication mode, and thus all need careful consideration if the modesiereised to
their potential.

e How can these forms of communication be tested for practical use ireal-world en-
vironments? Defining a range of unimodal and multimodal interaction types is only the
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first step in designing usable systems. Usability field studies conducted-wadd envi-
ronments are required to identify the practical suitability for individual modaldied their
combinations. Aspects considered to require attention include a usdesgree for modal-
ity combinations, the intuitiveness of modality combinations, the accuracy &oigety of
modalities, and user acceptance for concepts such as anthropombophiza

e What infrastructure is required to support mobile users in dynamically changing envi-
ronments? Communication modes require supporting device infrastructure that isleapab
of capturing input from users and that is capable of presenting ougmit to users. Such
devices may be either a part of an instrumented environment, in which cgsar¢éhiemited
to a given geographical location, or they may be situated on the usexdorpe as part
of a mobile PDA or phone, in which case they are always accessible bys#ndout often
limited to a given set of resources.

e What type of architecture is required to support natural and flexible interaction? A
flexible and modular architecture is required to support communication maates ghavail-

able at the time of implementation as well as those communication modes that become

available in the future. Multimodal input also requires the use of modality fustiategies
in which possibly inaccurate results from different recognizers aatyaed and fused and
conflicts between multiple modalities are resolved.

The following chapters expand on these descriptions to provide more dethéxplanations
on the findings.

1.2 Chapter Outline

This dissertation is divided into a number of clearly structured chaptergptbuaide the reader
with the ability to start reading from various entry points. Figure 1.1 showseleential order
of the seven chapters in this dissertation, categorized into three grobpsfirdt group encom-
passing chapters 2 and 3 provides fundamental background inforneattithe terminology used
throughout this dissertation, and it also provides a summary of related viRekders familiar
with the concepts of multimodal interaction and modality fusion are invited to skipttlir® the
main chapters in this dissertation, namely chapters 4 and 5. The individaatieck are described
below.

Fundamentals Field
Studies
Introduction Basic Concepts i el Myltlmodal Usab_|l|ty Conclusions
Interaction Studies
1 2 ) 4 5 6 7
Related Work e F_u3|on
Strategies

Realization

Figure 1.1 Structural overview of the dissertation.
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Chapter 2 (Basic Concepts) introduces some basic terminology on humanteorapd mul-
timodal interaction, including the definition of terms like multimodality, modality fusiorg an
reference resolution. This is followed by a discussion on the environnremtsich multimodal
interaction is likely to occur and a scenario walkthrough of the two systems imptechender the
course of this dissertation, namely the Mobile ShopAssist (MSA) and the BM¥Sonal Naviga-
tor (BPN). Chapter 3 (Related Work) outlines related work in the fields of multahioderaction
and mobile computing. Particular emphasis is placed on projects that are multiamaldadojects
that cover the domains of shopping and navigation, two mobile contexts thalt tstgain from
the incorporation of multimodal interaction.

Chapter 4 (Modal and Multimodal Interaction) outlines the different comnaticic modes
used in the MSA/BPN, including speech, handwriting, and gesture. Rartfoeus is placed on
the calculation of confidence values for each of these modes and ttis fesmm a field study on
modality accuracy and modality efficiency. Following this, the chapter defifesmal classifi-
cation for multimodal interaction in terms of its temporal and semantic synchrahynaierms
of the degree of semantic overlap between different input modes. Tuepts of direct and in-
direct interaction and anthropomorphization are discussed, and this iwddllaith an outline
of symmetric multimodality in the MSA/BPN and a description of the encompassedrniati®n
planning capabilities. The chapter closes with an extension to the MSA/BRidrszecatering for
interaction between multiple users and multiple devices. Chapter 5 (Modalityr-8tiategies)
outlines how multimodal input is represented, and also discusses severgl igsues relevant to
the processing of multimodal input. The main focus of this chapter is howevdreomodality
fusion strategies used in the MSA/BPN. Some of the research topics ddanefede the ability
to re-weight possibly biased recognition results, the selection of rel@viammation based on
timestamps, and the resolution of semantically overlapped and conflicting input.

Chapter 6 (Usability Studies) describes the results from two empirical usadtiliies de-
signed to measure user preference for 23 different modality combinéatidxash private environ-
ments representative of one’s home and public environments repregeofadi shopping centre.
In addition to providing insight into user preference, the studies also dejadcts like modality
intuition and user acceptance for conversing with anthropomorphizedtsbje

Chapter 7 (Conclusions) concludes with a summary of the scientific and camairsgnifi-
cance of this work, and the chapter also highlights several possibilitiéstioe research.



2 BASIC CONCEPTS

The goal of this chapter is to provide an appropriate backdrop for tik ewdlined in subsequent
chapters of this dissertation. A number of terms regarding multimodal interartatefined, and
this is followed with discussion on the mobile and instrumented environments in whathin-
teractions may occur, including the description of two scenario walkthbgbked on the Mobile
ShopAssist (MSA) and BMW Personal Navigator (BPN) applicationsliged as part of this
dissertation. Section 2.1 introduces some basic terminology regarding raomgter interac-
tion, human perception, computer perception, and verbal and noheerbaunication. Section
2.2 continues with a discussion of the benefits that multimodal interaction caid@remnd a defi-
nition of terms like multimodality, multimodal input, and modality fusion. In section 2.3 thma ter
reference resolution is defined, as too are a broad range of discpienomena applicable to
multimodal applications. Finally, in section 2.4, the setting for mobile users andmnsftited en-
vironments in which multimodal interaction is likely to occur is described, and tapteh closes
with two scenario walkthroughs based on the MSA and BPN applications.

2.1 The Human Senses and Communication

In this section, some basic terminology regarding user input and systemt @ugpintroduced.
The human senses for perception are described, as too are humarofarensal and nonverbal
communication. This is followed with discussion on computer input and outputanused to
support natural human-computer interaction.

2.1.1 Basic Model for Human-Computer Interaction

Multimodal human-computer interaction can be seen to consist of interactamsagSimilar to
projects like MIAMI (Schomaker et al., 1995), the work in this dissertaticuates that there are
minimally two interacting agents, a human (or multiple humans) and a machine (or pewié-s
cally a computer). For the purpose of this dissertation, the interacting congmest entails both
the computational software models underlying mobile applications like the MSBRN as well
as the physical hardware that these applications are built on. The phlyaidware encompasses
devices like mobile PDAs and any associated I/O peripherals like microplamuokedisplays that
may be physically connected to the processing device, or alternativelipdistt throughout the
environment.
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Two basic processes that occur in human-computer interaction are ttattodl and percep-
tion. In (Schomaker et al., 1995), the teparceptionis used to describe the process in which
communication from a machine to a human takes placecanttolis taken to describe the process
in which communication from a human to a machine takes place. The procagmahfcomputer
interaction can best be described by an interaction loop that can be viemmedhe perspective
of both the human and computer alike. As a result, the process of contmingpasses ‘human
output’ (alternatively viewed as ‘computer input’), and the process afgpion encompasses
‘computer output’ (alternatively viewed as ‘human input’). In this sectiaamnhn input is dis-
cussed with respect to the human senses and human output is discussedpéti to a human’s
ability to communicate. Similarly, computer input and output are discussed witeaceto the
devices used to capture and present information to a user. The fgeristaraction loop is often
simplified to entail just ‘user input’ and ‘system output’ as defined from thisgective of the
computer (see figure 2.1). In this caseer inputrefers to information arriving at the computer’s
input interface (e.g. speech and handwriting) agstem outputefers to interaction originating
from the computer’s output interface (e.g. audio and graphics).

Human output — Computer input

User input
—

——
System output l
Human input <« Computer output

Figure 2.1: Interaction loop consisting of four stages: human output, computer inponpater
output, and human input.

2.1.2 Perception and the Human Senses

The human senses allow fperception which (Wikipedia, 2006d) defines in turn as “the pro-
cess of acquiring, interpreting, selecting, and organizing sensommafan”. The recognition of
the importance of the human senses and human perception goes back as fieass Aristotle
(384 - 322 B.C.). Aristotle categorized senses into the groups: specmmon, and inciden-
tal/inferential. The ‘special senses’ have since become known as tHel&igsical senses’: sight,
hearing, touch, taste, and smell. Halliday (1998) outlines that senses@gaa person’s “window
onto the world” and that (with respect to animals) the senses are “spedialhtead to gather in-
formation that is of particular biological importance to the animal, for example¢hating to its
food, predators, and potential mates.” It is clear from this that ouresetiseir complexities, and
their richness evolved foremost as a means for basic survival, btritaged also to specialized
functions like communication. This dissertation concentrates on only three dfutman senses
- sight, hearing, and touch - all of which provide a solid basis upon whachneunication with
humans can be built. These three senses can be categorized into th@fidistance senses’
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like sight and hearing (Halliday, 1998) and ‘proximity senses’ like toudie $enses of taste and
smell, although very important in the physiological makeup of humans, areasdy harnessed
with respect to current communication paradigms, be that human-humarciiterar human-
computer interaction. To demonstrate, for the purpose of communicationxphessiveness of
formal language in the auditive modality (e.g. spoken language), the vimgsdlity (e.g. written
or sign-language), and the tactile modality (e.g. Braille) is far more advatmeedany com-
munication set that currently exists for the modalities of olfaction (smell) anthtjois (taste).
Generally speaking, the generation and recognition of taste and smell stirstilliéxperimental
and not readily available in commercial off-the-shelf products, and wifl tiat be considered any
further.

There are in fact at least nine human senses supported by the litesatiiréhe four ad-
ditional senses being thermoception (heat), nociception (pain), equilption (balance), and
proprioception (body awareness) (Wikipedia, 2006e). Table 2.1r{eatien from that found in
(Silbernagl & Despopoulos, 2003)) outlines the five classical senmsepgd by: sense, modality,
and sense organ. Other classifications of the human senses definelugifier2nt senses, and
senses are also often grouped under subcategories such asspesgal (sight, hearing, taste, and
smell) and somatic senses (tactile and haptics). With regard to multimodal systeérnangitle
user interfaces, the somatic senses have become an important focabpdirg Ereation of new
types of input device providing haptic and tactile feedback to the user. liggitics and tactition
relate to the sense of touch, but where ‘tactition’ is often used to descuilck gensations like
smooth and rough, ‘haptics’ is used to describe touch sensations likeanesisand vibration.
Geiser (1990) goes as far as to make the distinction that tactition is a percemtaality while
haptic a form of output. A typical example of the use of the somatic sensdxecsaen when driv-
ing a car, where the driver is able to perceive the composition and cooitdlie steering wheel
(e.g. leather) and the feedback on road conditions provided throughtetieng wheel (e.g. wheel
jolts). Simple devices that are able to self-generate haptic sensations icolugeter joysticks,
while more complex devices include the PHANT&Mvhich allows a user to feel resistance when
interacting with a mechanical arm in three degrees of freedom. Reseajebtp like MIAMM
(Reithinger et al., 2005) (see also chapter 3) focus specifically oandsmto tactile and haptic
interaction and how a user’s perception of these senses can lead taibettarterface designs.

Sense | Modality Sense Organ
Sight Vision/Visual Eyes
Hearing| Audition/Auditory | Ears

Touch | Tactition/Tactile Skin

Taste Gustation/Gustatory Tongue
Smell Olfaction/Olfactory | Nose

Table 2.1 The five classical senses defined by Aristotle (384 - 322 B.C.).

The human sense organs (e.g. the ears) do not support input and eqtglly, and their
respective senses describe only human methods of perception rathewtiteol (e.g. there is
no sense of speaking, only of hearing). During communication howavesmpatible medium
must exist in which mappings from generated output and received iapute conducted. Dance

1Sensable PHANToOM, http://www.sensable.com
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(1982) defines this medium as the mode, and points out that for communicabersteccessful
each sender mode must have a complementary receiver mode (e.g. abalidigay and Coutaz
(1993) take the definition one step further by making a distinction betweerrthetede which is
defined in a practical sense to be “the way information is interpreted to egtracnvey meaning”
(e.g. spoken language or speech, handwriting, and gesture), anerimenodality, which is
defined in a more theoretical sense to be “the type of communication chagetetaiconvey or
acquire information” (e.qg. vision, audition, and tactition). In general henghe literature makes
little distinction between the terms mode and modality, and indeed Nigay and Cof&8) ate
that the terms are both derived from the same word ‘modal’. A consequitiais is that the term
modality is often used both for describing communication modes like spokendgags well as
modalities like audition.

The relationship between sender and receiver modes can be seen h2ahlkich depicts the
communication modes a user might use to send and receive information irexdiffandalities.
Table 2.2 is user-centric, meaning that only the perspective of the usgm( the computer)
is taken into account, and thus more closely resembling human-human intenattien than
human-computer interaction. To illustrate, for the communication mode of gestiich can be
taken to refer to actions in the MSA like pointing at, picking up, or putting dowsjalal objects,
a user would require the modality of tactition when providing an interaction andhtidality of
vision when receiving such an interaction.

Control (User Sends) Modality
Communication Mode Visual | Auditory | Tactile
Speech X
Handwriting X
Gesture X
Perception (User Receives Modality
Communication Mode Visual | Auditory | Tactile
Speech X

Text X

Gesture X

Table 2.2 The communication modes a user would require when sending and rerigifonrma-
tion in different modalities.

2.1.3 \Verbal and Nonverbal Communication

Communications the process of exchanging information via a common system of symbols. Og-
den and Richards (1923) define it as “the use of symbols in such a wegctisaof reference occur

in a hearer which are similar in all relevant respects to those which are figptbby them in

the speaker”. Communication may be ‘one-to-one’ (e.g. communication betweepeople),
‘one-to-many’ (e.g. a public address), ‘many-to-many’ (e.g. socitiegangs like parties), or
‘now-to-future’ (e.g. entries in a diary). In the mobile applications desctiin this dissertation,
one-to-one and now-to-future communication modes are used. Onetosammunication takes
place when a user queries the MSA or BPN application for information, andto-future com-
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munication takes place as a result of the interaction logs that are created fager to look back

on at a later time through the use of applications like SharedLife (Wahlst@ngr& Heckmann,
2006) and SPECTER (Kner, Heckmann, & Wahlster, 2006), which are used to share augmented
personal memories and track a user’s actions and affective states.

In (Leathers, 1997), a classification of communication types is definedpoing not only
the communication modes used in applications like the MSA and BPN (e.g. speactwriting,
and gesture), but also a variety of other communication types that may inttlie hecome rele-
vant for multimodal systems as research in interaction-processing evéleesrding to the clas-
sification shown in figure 2.2, communication is categorized as being eitHsalyapnverbal, or
a combination of both verbal and nonverbal (Leathers, 1997). Whilleal communicationefers
to spoken and written language, both of which are a major source of maarapglications like
the MSA and BPNnonverbal communicatiorefers to the communication of information that is
not conveyed by the literal meaning of words, i.e. “communication withoutle/qiDance, 1970).
In the MSA and BPN, nonverbal communication takes place when useradhteith referents via
point, pickup, and putdown actions.

- < ——>Spoken
15
> ———Written
Kinesic __——"Facial expressions Emblems
Y Eye behaviour 7, |jjustrators
S — Visual Bodily communication N Affect displays
_‘S \ Space \Regulators
S||_ Proxemic=— Distance Adapters
E 3 Territory
(@) o
o’z
o Artefactual— Personal appearance
z Artefacts
— Auditory—— Vocal cues
/vTactiIe
+—— Invisible = Olfactory
L] Chronemics

Figure 2.2: Classification of verbal and nonverbal communication.

To better understand the broad coverage of human communication,|sevidi@ significant
subtypes are discussed. Nonverbal communication encompasses tioemtaecting systems:
the visual-, auditory-, and invisible-communication system. While ‘auditory comication’ con-
cerns itself with vocal cues and the meaning that sound can convey,bieveommunication’
encompasses the subsystems of tactile, olfactory (e.g. natural bodgsydemd chronemic (in-
tercultural) communication. Relevant to the MSA and the BPN is however ‘vismaverbal
communication’, which can be grouped by the categories: kinesic, proxandartefactual com-
munication.

‘Kinesic communication’ refers to the communication subsystem consistingiafl fexpres-
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sions, eye behaviours, and bodily communication, while ‘proxemic commumicatifers to the
use of space, distance, and territory for communication purposesadefhttual communication’
concerns itself with personal appearances and the artefacts thi peaap, e.g. clothing and cos-
metics. The selection gestures used in the MSA and BPN applications like ;ppiokup’, and
‘putdown’, belong to the class of ‘nonverbal visual kinesic bodily comitation’.

‘Bodily communication’ used in the MSA takes the form of emblems and illustrat&rs.-
blems’ (Ekman & Friesen, 1969) refer to bodily cues that have a direstivranslation consisting
of aword or two, e.g. hand beckoning to imply “come here”, or in the catieedISA pickup and
putdown actions to imply product selection and product deselection. ‘Bitess’ are much the
same as emblems in that they are used with intentionality, but augment what issh&ngom-
mon types of illustrators include batons where movements emphasize a pastiotdeor phrase,
pictographs where a picture of a referent is drawn in the air, and pariictelevant for the MSA
and BPN, deictic movements, where a referent such as an object, plavenbis pointed at. One
beneficial use of emblems and illustrators is demonstrated in (Rogers, WB&8&) it was found
that gestural illustrators result in a significant increase in the comprigimeas spoken words.
These are increasingly useful as noise is introduced and when anspmssage becomes more
complex. Some scenarios attract the use of gestural illustrators more tleaig, @hd in (Cohen,
1977) it was found that subjects giving directions on how to get frompdaee to another used
significantly more hand illustrators in a face-to-face situation than whenggdinections over an
intercom. Subjective results from a usability study conducted on the MS#sgsetion 6.2.5) fur-
ther indicate that aside from providing a simpler and more robust method odétitan, gestural
illustrators also provide a method of interaction that users find fun andraéipg to use.

2.1.4 Computer Input and Output Media

The flip side of human perception and human control is that of computegt@yn and computer
control, or more specifically the capturing of information and presentatiamf@fmation by the

system. Natural human-computer interaction can be modelled on that of Humaam interac-
tion, but this requires computers to be able to perceive and expressiatfon through similar
modalities to humans, e.g. vision, audition, and tactition. The ability for computeesifirocate

with users in the same modalities is referred to as ‘symmetric multimodality’, a codeéped

in section 4.4.

Typical computer input devices include keyboard, mouse, pen, caaratanicrophone. 3D
input devices are also gaining in popularity (e.g. data dipvend mobile users are seeing the
emergence of input devices for tangible interfaces based on senbookegy such as RFID-
instrumented products, shelves, and shopping trolleys. Typical computignt media examples
include displays and projectors for vision, loud speakers for auditioth,aarange of emerging
tactile/haptic devices for the somatic senses. Although a standard mouseydrwaid provide
some haptic feedback when a key or button is pressed (known as th&alray force’), the term
tactile/haptic is more commonly used to refer to devices specifically designagtoticular pur-
pose, including pneumatic stimulation based on the control of air jets, vibrotattitellation
based on vibrations generated by blunt pins, voice coils or piezoeleptstats, and electrotac-
tile stimulation based on small electrodes attached to a user’s fingers to peteidigecal pulses
(Schomaker et al., 1995).

2Data glove, see http://www.vrealities.com and http://www.fakespace.com
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The SmartKom projeétprovides a solid foundation for many of the concepts outlined in this
dissertation, and is thus often cited when comparisons are drawn bettagefsthe-art multi-
modal systems in general, and the MSA/BPN implementations created as pastdisertation.

In the SmartKom project, communication is defined to take place through thé csdey media,
and modalities. In (Maybury & Wahlster, 1998; Agdr2003), these terms are defined. The term
‘mode’ is used to refer to “different kinds of perceptible entities (e.g. alisauditory, haptic, and
olfactory)”, while the term ‘media’ relates to “the carrier of information (gagper or CD-ROM),
different kinds of physical devices (e.g. screens, loudspeakgcspphones, and printers), and
information types (e.g. graphics, text, and video)”. Finally, the term ‘tadased to refer to
“the particular means of encoding information (e.g. sign languages andigi¢amguages)”. As
shown in figure 2.3, human-computer interaction takes place through tloé theehuman senses,
while computer-human interaction takes place through the use of physioahiation carriers
(i.e. media), and supporting this interaction is a communally agreed-uporsgstgen that incor-
porates language, graphics, gesture, mimics, and/or other.

For many systems, the agreed-upon code is in fact represented by amefrsbparate codes
that are dependent on the individual modes and media, and may or may pdbrttee same
semantics. One such system is WIP (Amdt al., 1993), which is a knowledge-based presentation
system capable of generating coordinated graphics and text outpatvarety of how-to-use
applications (e.g. espresso machine, lawn-mower, and modem). To ptbeidbility to present
instructions via graphics, text, or a combination of both, the system requindighle codes that
each map to the same semantics. The WIP system points out that the conneetioesn code,
media, and modalities need not be 1:1, for example the language and gragdscroap to the use
of a single computer display (i.e. two codes:one media).

CODE (systems of symbols)

e

MEDIA MODALITIES
(physical information carriers) (human senses)
Output Input
Channels Channels
visual auditory
o | il | =
[ = 0
/| s )| ™™
System =
Storage
HD Drive tactile haptic
@ CD-ROM

Figure 2.3 Code, media, and modalities (Maybury & Wabhlster, 1998).

In the MSA/BPN, the code systems used by both human and computer inclokiensand
written language, gesture, and graphics. For user input, humans usedadities of vision and

3Smartkom, http://www.smartkom.org
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tactition, and the computer supports the perception of such input througts¢hef media types
like a display, pointing device, microphone, and instrumented tangible obj&itsilarly, for
system output, the computer generates modal information via media types likplaydisd a
speaker, and the human perceives such input via the modalities of vigicawdition, as shown
previously in table 2.2. Similar to the WIP system, m:n relationships also exist betiveeode,
media, and modalities used in the MSA/BPN. For example, taction can be usedrtacateoth
the display and nearby real-world objects (one modality:multiple media), andca tlisplay
caters for both point gesture and written language recognition (one mettiplencodes).

2.2 Multimodality and Modality Fusion

This section describes the benefits of systems that provide their users evibitity to interact
multimodally, and the section also defines terminology such as multimodality, multimodg/ inp
modality fusion, and mutual disambiguation.

2.2.1 Benefits of Multimodal Interaction

Multimodal applications provide a range of benefits over unimodal applicagiohéraditional ap-
plications designed along the WIMP (Windows, Icon, Menu, Pointer)tdpestomputing paradigm.
In (Oviatt & Wahlster, 1997; Oviatt, 2003), some benefits are outlined tonbturalness, trans-
parency, ease of use, ease of learning, flexibility, efficiency, aitdbslity for more challenging
applications, for more adverse conditions, and by a broader specfrtira population. Of sig-
nificant effect is the statement “a single modality simply does not permit alsusénteract ef-
fectively across all tasks and environments” (Oviatt, 2003). This is pdatiy relevant to mobile
scenarios in which users often find themselves interacting with differees gl under constantly
changing environment contexts. Three benefits of multimodal interactioarhgarticularly rel-
evant to mobile applications are that of flexibility, efficiency, and adaptabiligotaext. Not all
multimodal interfaces possess the same level of functionality, but from ahpdespective, these
three aspects can easily contribute to an interface that people will useilaadjoy using rather
than an interface that people will not accept to use.

e Flexibility : Multimodal applications allow for the use of input modes in a complementary
fashion (e.g. speech-gesture combined interaction), or in a unimodabriathat allows
users to switch among modes at different times (e.g. speech for sometiotesagesture
for other interactions). In effect, this gives users the power to emploly gede for its
strengths, thus leveraging a person’s natural ability to select modesohvatgfor accurate
and efficient communication within a given context and modes that best suitctirrent
needs. Delegation of this function to the user has even gained momentunasnsaid as
work injury prevention where media/modality overuse can result in repesitiess injury
(RSI) or such like.

e Efficiency: The ability for multimodal systems to process input from different modalities in
parallel is one feature contributing to efficiency. In (Oviatt, 1997), spg®en interaction
was shown to yield 10% faster completion times over speech-only interactimgadisual-
spatial tasks. In studies conducted on the MSA in which subjects requestiede and
object information on products in a shopping domain (via the modes spesutiywhiting,
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and gesture), it was shown that speech-gesture interaction was 1.1fdstes(i.e. 11%
faster) than speech-only interaction and 2.11 times faster (or 111%)fisteboth gesture-
only and handwriting-only interaction. Multimodal communication is also oftentehthan
unimodal communication due to specific lexical content like names, e.g. ‘BbweE1 IS’
being better suited to one modality over another, in this case selection-gegturgpeech.
Subjective results from usability studies conducted on the MSA also shawnthddition
to multimodal interaction often being shorter, it is also often simpler. This is p&atigahe
case with regards to the pronunciation of names like ‘PowerShot S1 Herenit may not
be clear to a user how exactly to pronounce the particular camera namedghspnd thus
simpler to use a modality like gesture instead.

Efficiency in multimodal systems also distinguishes itself from that of unimodzksys
with regards to error handling and in particular error avoidance aid excovery. Studies
have for example shown that users tend to select input modes that theytjuolgleast error
prone, and input disfluencies (e.g. self-corrections, spontanepastions, and false starts
(Oviatt, 1997)) have also been shown to occur less frequently in multimottahation,
thus leading to error avoidance. This is further reinforced by studmsinl that users are
more likely to switch between modalities when errors occur, thus facilitating excovery
(Oviatt, 1999).

e Adaptability to context: Multimodal applications can accommodate a wider range of users,
tasks, and environments, all of which are aspects that were either poovigied for or not
at all provided for in the past. This allows users to engage computer systiémsodality
combinations best suited to their own preferences (e.g. speech fdefbapare keen on
talking), to a particular task context (e.g. handwriting for personal imétion, speech for
general information), or to a particular environment or situation contegt (@ndwriting
in noisy environments, speech while on-the-go).

User demographics for a particular application are likely to differ in aspi&etage, skill,
native language, cognitive style, sensory impairments, temporary illnedspermanent
handicaps (Oviatt, 2003). Thus, a visually impaired user or a userisigffiecom RSI will
choose speech over other modalities, while a user with a hearing impairmactemted
speech will choose to use handwriting as his or her preferred commumnicatide. One
effect of not providing for multiple communication modes is outlined in (Archantb&
Burger, 2001), where it is stated, with regards to the accessibility of datheoInternet,
that “the use of the Internet first seemed very promising for visually imgaisers due to
its textual composition, but as graphics became more mainstream, the accegsiliiiy
Web quickly became a problem”.

Multimodal applications extend current computing capabilities by encompasisailgng-
ing scenarios including those in which the user is mobile or on-the-go. Ebrcantexts,
traditional desktop computing paradigms like WIMP are simply no longer apdidads
cause the computing devices used in mobile scenarios lack even the most medtmat$
of their desktop counterparts like display space and the ability for a usemteiently
use a mouse and keyboard on a flat surface. For such mobile contexialities like
speech, handwriting, selection-gesture, and tangible interaction with tteeisding world
are much more appropriate forms of human-computer interaction. Furthesrthoough
the selection of appropriate modalities, multimodal applications are better ablagbtad
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adverse conditions and situations in which ambient conditions are consthatigiog, as
is often the case during the mobile use of applications in everyday contexisdier and
outdoor navigation, exploration, and shopping.

2.2.2 Multimodality Defined

Multimodality is defined by Nigay and Coutaz (1993) in terms of ‘multi’ which literally means
‘more than one’ and ‘modal’ which covers the notion of ‘modality’ as well et f ‘mode’.

In (Charwat, 1992), a definition of the term modality limited to three of the humaseseis
given, i.e. “perception via one of the three perception channels ... visuditive, and tactile”,
and in (Wahlster, 2006bjnodalityis said to refer to “the human senses which allow incoming
information to be received and processed”. These definitions on multimodaditgccepted for
this work, and also provide a foundation from which one can differenbiateveen multimodal
and multimedia systems. A commonality between these two types of systems is thaothey b
use multiple communication channels but whereas the latter is focused on theraetlium or
technology like audio, graphics, and video (Macdonald & Vince, 1994i)timodality is focused

on the perception of the senses and the process in which user inpusfeech, handwriting,
and gesture) is captured by a system. Although not the central focuss afiskertation, multiple
output devices may also be incorporated under the banner of multimodalitguelip and visual
output produced by a display and a loudspeaker (Schomaker et ah; E@thg, 2002), and
for these systems the basic distinction between multimedia and multimodality is that multimodal
systems understand the semantics of what they capture or present, while miialtsiystems do
not.

Extending the concept of multimodalitypultimodal interactionis defined to be “the means
for a user to interact with an application using more than one mode of interafioimstance
offering the user the choice of speaking or typing, or in some cases afjdhvnuser to provide
a composite input involving multiple modes” (W3C-EMMA, 2005). In the MIAMKktamomy
(Schomaker et al., 1995), the authors differentiate between interactiomsgonly one modal-
ity (unimodal interaction), exactly two modalities (bimodal interaction), and twmare modal-
ities (multimodal interaction). The W3C Multimodal Interaction Requirements (WB@Reqs,
2003) furthermore point out that whilst a system may be multimodal, user étitamavith such a
system need not always be multimodal because a user may at some times imtienaclally and
at other times multimodally with the system.

In this dissertation, the reader may observe at times that different termyjnislaged synony-
mously. The word ‘interaction’ and the word ‘input’ are for example ofteadiin a synonymous
manner, i.e. ‘multimodal user input’ and ‘multimodal user interaction’. Some ofetirainology
used to describe multimodal interaction in this dissertation has also been bdrfimsn work on
traditional spoken dialogue systems. This is seen by the use of terms likahga#e{e.g. input or
dialogue utterance) and ‘speaker’ (e.g. “interaction from the speaketake the form of...”). In a
dissertation on multimodal interaction, such terms refer not just to ‘spokgnéaye’, but rather to
‘multimodal language’ consisting of speech, handwriting, gesture, a catidirthereof, or other.
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2.2.3 W3C Classification of Multimodal Input

The W3C EMMA Working Draft (W3C-EMMA, 2005; W3C-MMIRegs, 23D classifies three
different types of multimodal input or interaction: sequential, simultaneamgscamposite.

e Sequential input Sequential inpuis input that is received on a single modality though that
modality can change over time. In effect, this means that a user may interactnkjtbne
modality at a time, switching between modalities as needed, for example a useffithight
personal details into a form on the Internet by first using a keyboarater ¢heir name
into a field and by then using a pointing device like a mouse to select their gknden
drop-down box. The processing of sequential input does not requiitimodal integration
(e.g. natural language understanding or reference resolution).

e Simultaneous input Simultaneous inpus input received on multiple modalities but pro-
cessed separately in the order in which they were received. For exaamymer might use
a force-feedback steering wheel together with an accelerator/bealad get to pilot a For-
mula 1 race car around a track. Although input is received on multiple modalitidssin
example, the input from the steering wheel is treated independently to ttret pédal set.

e Composite input Composite inpuis input received on multiple modalities at the same time
but processed as a single integrated compound input. Composite inputsdmpenent
parts in different modes, for example a user might say “zoom in here” isghech mode
while drawing an area on a graphical display in the ink mode. As the EMMAKINgr
Draft points out, a central motivating factor for systems to allow for compagiteat is that
different kinds of communicative content are best suited to differenttimppdes. In the
example above where a user draws an area on a map and says “zoore”jrthee zoom
command is easiest to provide in speech while the spatial information is eagiesvitde
in ink.

These defined terms on multimodal input are relevant to this work becaysaréhiikely to be
adopted by industry and the community at large if or when the W3C Working Drarhich they
are defined succeeds in becoming a W3C Recommendation. These termehomhg represent
an abstract start to categorizing multimodal input, and lack depth of cavgpachaps due to the
still maturing nature of research into multimodal interaction, or perhaps due tdréft’ state of
the W3C EMMA working document. Another reason for the lack of coverafghese terms is the
large topic area that EMMA covers, including for example applicationsingrfigom unimodal to
multimodal (where with respect to a single point in time, sequential input is amasdg unimodal
input), and input devices ranging from those reminiscent of the statialesktop computing era
(e.g. QWERTY keyboard, DTMF handset, mouse, joystick) up to thogeseptative of state-of-
the-art language technology (e.g. speech, handwriting, gaze, ande@escognition).

Multimodal input as it is discussed in this dissertation excludes the abovelmssequential
and simultaneous inputs, taking only the category of composite input as its gtadint, i.e.
input that consists of multiple modalities which are unified to form a single inteycaepound
input. Sequential input is also possible in the MSA and the BPN but is distussgker what this
dissertation classifies as unimodal interaction. Simultaneous input, which ipadsible in the
MSA and the BPN, is similarly not of relevance to this work as it is a field of sthdyis already
mature, dating back many years to systems like SA@B63) where a pointing device could be

4SAGE Website, http://www.mitre.org/about/sage.html
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used in conjunction with slide-switches similar to those on an electronic syrghesiznteract
with objects on a graphical display.

2.2.4 Modality Fusion

Having now defined some of the fundamental terminology behind multimodal atimait is im-
portant to describe how such interaction can be reliably proceséeitimodal integrationis de-
fined in (W3C-EMMA, 2005) as the process of combining inputs from diiiémodes to create an
interpretation of composite input. Multimodal integration is also often referred tsultimodal
fusion’, ‘modality fusion’, and ‘media fusion’. The term modality fusionedshenceforth in this
dissertation, was first defined under the SmartKom project together witacdiggrocal modality
fission. Borrowed from terminology used in physics, the goaheoflality fusionis to combine
multiple modality input streams - for example provided by a user in the form efcspdandwrit-
ing, and gesture - into a single result that is modality-free but rich in semanéoinge Modality
fissionon the other hand is responsible for splitting semantic meaning from within a mofiakty
utterance into different modality streams for presentation back to a user dia gfgannels like
a display and speaker. Figure 2.4 shows two schematic multimodal architefriume the EU-
RESCOM MUST (Boves & Os, 2002) and SmartKom (Wabhlster, 2006hept®, both of which
incorporate a modality fusion and a modality fission component. The terms modesionfand
modality fission can be seen to respectively relate to the interpretation of tenipout and the
generation of computer output, as shown in figure 2.1. In (Wahlster,)2088 key function
of modality fusion is outlined as being “the reduction of the overall uncertainty the mutual
disambiguation of the various analysis results”.

. Eurescom: Modular Architecture SmartKom’s Multimodal Dialogue Back-Bone
of a Multimodal Service b+ Speech . Speech .
GPS Analyzers ||+ Gestures *  Graphics | Generators
| * Facial Expi i ,/".‘\\ * Gestures
. S
Microphone | et ASR je=ey | ' 1| @& v it Sttt
‘ i “,’ Dialogue Manager\‘ E
|
Keyboard e |  FUSION 4—' ) | ) ' 3
Modality . | Discourse . Action H . Modality
X - Fusion ! Modeling Planning | | Fission
o - P S : .
R L T -1 1
\\\ /" ‘\
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- . External
N Services
@ | communication Blackboards *« .
——» | Data Flow Selll P —
_-_4 | Context Dependencies

Figure 2.4: Two schematic architecture diagrams showing the incorporation of modadiiynfu
and fission components in the EURESCOM MUST project on the left (Boves&2002) and in
the SmartKom project on the right (Wahlster, 2002a).

Mutual disambiguatiorfOviatt, 2000c) is another closely related term and refers to “the dis-
ambiguation of two input signals such that each mode provides partial infiormend dialogue
context that aids in the interpretation of the other mode”. In (Kumar, Caaé&nulston, 2004),
it is defined to occur when “the top-ranked multimodal command [in a list of indéspons]
includes an interpretation from speech and/or from gesture that is nibttigeanked for that
modality”. Extending on this, the ‘rate of mutual disambiguation’ can be seea tiodpercentage
of correct multimodal commands in which mutual disambiguation between the inplaliies
takes place. In (Kumar et al., 2004) a distinction is made between calculafitns mate based
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only on so-called ‘pull-ups’ that gain a top-ranking in the resulting N-fisstand calculations
that incorporate all pull-ups including those that gain a higher-rankingi@unecessarily a top-
ranking. Only the more restrictive rate of mutual disambiguation allows signifjzarallels to be
drawn with system accuracy because a high rate of mutual disambiguaddmboenecessarily
influence the overall accuracy of the system if it is based on pull-upgithabt lead to best re-
sults. The term mutual disambiguation also bears close resemblance to thepemadditivity,
which in the field of speech enhancement is used to describe the additfeitysedccurring when
an acoustic stream of phonemes (from speech) is supplemented with ititarrfram a visual
stream of visemes (corresponding to lip movements).

2.2.4.1 Early and Late Fusion

The process of modality fusion can be applied at two different staggsggise to the terms early
fusion and late fusiorEarly fusionis said to occur when modality inputs are integrated at an early
stage of processing such as before the input signals are sent to #psctiee recognizers. At
this level of processing, the fusion is also commonly called subsymbolic fasidris based on
techniques like neural networks and hidden Markov models. Early fustegration generally
occurs through the analysis of feature vectors between multiple inputisignd is considered
appropriate for input modalities that have close temporal bonds sucleashspnd lip movement
recognition (Rubin, Vatikiotis-Bateson, & Benoit, 1998; Stork & Henned&95), and emotion
and facial expression recognition (Wahlster, 2003). In (BreglemkdaHild, & Waibel, 1993;
Pavlovic, Sharma, & Huang, 1997), further examples of systems emplayirgrly fusion tech-
nique for combining multiple input streams are descrildeste fusionin comparison occurs when
modality inputs are integrated at a late stage of processing, such as aft@grtaks have passed
through their respective recognizers. Known also as symbolic fusierpribcessing techniques
employed for late fusion can include graph unification and Bayesian nedw®his type of inte-
gration occurs at a semantic level, where utterances are first anatysaddning and then fused.
Late fusion techniques are often applied to the processing of modalitiesahadtchave tight
temporal bonds, for example the fusion of speech, handwriting, anelést®n-gesture.

In (Wahlster, 2003) one disadvantage of early fusion is stated to be thgtation on a signal
level makes back-tracking and the reinterpretation of a result more diifficis also difficult to
pre-specify all varieties of crossmodal references at such a stagemaking a system’s ability
to cope with unusual or novel uses of multimodality complicated. The benefudf an early
fusion approach is however that potentially useful information can besddimat would other-
wise be thrown away by the time late fusion takes place. The benefit of a kb fapproach
in comparison is that the robust interpretation of incomplete and inconsistétitniodal input
becomes more reliable at later stages due to more semantic knowledge becaaiiatgeafrom
the different sources.

SmartKom is one system that combines both early and late fusion technigeesprdtess-
ing multimodal input, for example late fusion techniques are used to interpmtined speech
and gesture interaction, while early fusion techniques are used to irttegndined emotional
prosody and facial expression to compute a user’s affective statin@aet al., 2000). Systems
like QuickSet (Cohen et al., 1997) and indeed the MSA/BPN describedghowit this disserta-
tion focus only on late fusion techniques.
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2.2.4.2 Generalized Architecture of a Multimodal System

Figure 2.5 shows a generalized multimodal system architecture (Mayburgt&sidr, 1998). This
architecture shows many of the central components required by multimatehsy for interac-
tion processing and output generation, including modality specific analyseitimodal interac-
tion components, the application interface with its explicit application model, anutiténodal
media design for the planning of output. As described in detail in chaptee B18A/BPN has a
similar architecture. Also seen in the figure are the knowledge-basesnhich inferences can
be made, including the user, discourse, domain, task, and media models.
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Figure 2.5: Architecture showing typical components required by multimodal systemgt{iuis
& Wabhister, 1998).

2.3 Reference Resolution

One important requirement of multimodal systems is their ability to resolve refesahat occur
within the different modalities. Most research in this field has been linguisticativated (i.e.
based on verbal communication like spoken and written language), but tloetémpe of non-
linguistic information (i.e. non-verbal communication such as deictic gestued¥asbecoming
increasingly important as multimodal applications begin to focus on scenaaicarthbased on in-
strumented environments and mobile users. Many multimodal systems use sphandwriting
as the predominant modality and gesture as an aid to reference resolatierample in deter-
mining missing lexical entities in the spoken or written input. Such systems (e.g.TNAIBeida
et al., 2002) as described in section 3.1.5) have the downfall that interadtimugh multimodal,
always requires the predominant modality to be used. A prominent featihe MSA is that
interaction does not bias one modality over another, meaning that usexpeiéy able to interact
with the modality of gesture as they are in other modalities like speech and hangwfhis is
achieved through novel interaction metaphors like a visual What-Cay-[A&CIS) scroll bar to
access product features via pointing-gesture and the supporafewoeld tangible interaction like
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pickup and putdown actions to access the actual products. In both nasdinguistic references
are mapped directly to the underlying semantic language model.

Reference resolutiois the process in which referring expressions within a (possibly multi-
modal) dialogue are matched to individual referents. As an example, in thiiged speech (S)
and gesture (G) utterance:S="What is the price of this camera?<G="PowerShot S50%, the
referring expression ‘this camera’ which occurs in the speech modalitytished to the referent
‘PowerShot S50’ occurring in the gesture modality. Reference resnligi@a significant con-
tributor to the process of modality fusion, and can occur within a single modal#éysjileech or
gesture/graphics, but also within multimodal contexts. For example, in the ME¥/Bointing
at objects on the display requires the resolution of visual referendglg, neferring to objects by
their name during spoken and written communication requires the resolutiorgafdiit refer-
ences, e.g. “What is the price of the PowerShot S50?”, where ‘FRive¢iS50’ is the reference to
the concrete object in the product database. In the pointing-gesturpkxaelecting the correct
referent involves calculating which particular object is closest to thesaeordinates pointed to
on the display, while the speech example requires analysis on which objgalssphonetically
most similar to the user’s utterance. In (Chai, Hong, & Zhou, 2004), bahitistic approach to
reference resolution using a graph-matching algorithm is describeshich the author states
that information from multimodal inputs, the interaction context such as thescgamion history,
visual feedback, and domain knowledge are all required to find the moisalple referents. To
resolve references, including complex interactions consisting of multipéerief) expressions
and multiple modalities, semantic constraints applicable to the referring expressid contex-
tual constraints from prior conversation need to be considered. Theitees used for reference
resolution and also modality fusion and mutual disambiguation are left to chapt€he goal
of this section is to outline three fundamental terms upon which referenokities is based,
i.e. the referents, referential terms, and referring modes. The seldmarslyses a multimodal
checklist derived in the SmartKom project to identify a range of multimodabdise phenomena
requirements that symmetric multimodal systems should fulfil.

2.3.1 Referents, Referential Terms, and Referring Modes

Referenceas defined by Loos (2003) is the symbolic relationship that a linguistic ssiore has
with the concrete object or abstraction that it represents. As a simple exaedgleence occurs
when a user identifies an object like the ‘PowerShot S50’ during oneattten with the MSA
application and then in subsequent interactions refers to the object viausstingexpression like
‘it’ or ‘the camera’. When this occurs, ‘it’ and ‘the camera’ become pointeneferences to the
concrete but more complex linguistic expression ‘PowerShot S50'. €ason why reference is
so common in language is that it makes communication more efficient. This is deateddtr
human-human communication by Grice’s ‘Maxim of Quantity’ (Grice, 197%)icl is defined as:
1. “Make your contribution to the conversation as informative as nepgdsat 2. “Do not make
your contribution to the conversation more informative than necessamg. fi€ld of linguistics
defines a variety of different types of references that are usedgudaye. The common challenge
regarding the interpretation of such references, catiéefence resolutionis that the references
and the referents that they refer to may be separated in discourse bireown period of time and
may even span linguistic and non-linguistic contexts. This results in an irctel@gree of ambi-
guity that systems need to resolve. For example, a user might refer to ahdunjimg a spoken ut-
terance but point to it in the real-world via a gestweS="What is the price?* <G="PowerShot
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S50™>. Fortunately for applications like the MSA/BPN, Kehler (2000) points out ithaontrast
to human-human interaction in which very little semantically overlapped inputéngim human-
computer interaction users are generally “far less convinced of a corspaibdity to understand
natural language, and are thus inclined to sacrifice some degree @frsational coherence in an
effort to reduce ambiguity”. Nonetheless, reference resolution reraaiital requirement for all
modality fusion modules.

Reference can occur either linguistically or non-linguistically. When esfeg occurs linguis-
tically, it is based on verbal communication like spoken and written languagke when it occurs
non-linguistically (which is also known as extra-linguistic reference), itasda on non-verbal
communication like deictic gestures that can be used to select tangible objeassurtbunding
real-world. The use of non-linguistic references during human-computgaction is a field of
study that is not encompassed by traditional spoken dialogue systemsukonodal dialogue
systems and tangible interfaces however, non-linguistic referencesmmon practice and can
contribute greatly to human-computer communication. It is for this reason theisply these
non-linguistic references form an important contribution to this dissertation.

Whereas referents represent the concrete objects or concept®@vgrShot S50), referen-
tial terms represent the class of linguistic elements that can be used to redéeramts (e.g. ‘it
‘this’, ‘that’), and referring modes represent the class of refexdaa. endophora).

In (Allen, 1995), a range of different reference types are desdnibcluding coreference, en-
dophora and exophora. In (Landragin & Romary, 2003), thesearate types are calledferring
modesand the linguistic constructs that are used to represent the referentadars like ‘Pow-
erShot S50, pronouns like ‘it’, and demonstratives like ‘this/that’) dessified ageferential
terms Wahlster (2003) defines several additional referring modes thagiaatieularly relevant to
multimodal discourse, including ellipsis and crossmodal reference.

In this dissertation, a particular focus is placed on the use of referavidtea multimodal
dialogues, and a goal of the work is to satisfy “the full spectrum of disggienomena that are
associated with symmetric multimodality” as outlined in (Wahlster, 2003). Theriefemodes
most relevant to this dissertation are defined below.

e Endophora: Endophora is reference within one expression that is directed to the same
referent in another expression occurring either before or after itgference to something
that has already been or will soon be mentioned in the text. If the refecentobefore the
endophoric reference, it is called anaphora, while if it occurs afterategence it is called
cataphora. The term anaphora is in the literature however often usedysgously with the
term endophora to include both anaphora and cataphora.

As an example, anaphora occurs in the MSA/BPN application when thepeassout the
following two sequential utterances: “Find me the PowerShot S50.” “i¢hiis price?”.
In this case, the reference ‘its’ refers back to the referent ‘PoaarS50’. Such references
are resolvable in the MSA/BPN application through the use of a small histortgxithat
contains the logged entries of discourse entities that have been evokedrectdnt past,
like features (e.g. ‘price’ and ‘megapixels’) and objects (e.g. ‘PowetS50’).

e Exophora: Exophora is reference that is made to something extra-linguistic, i.e. non-
lingual. This is in contrast to the above definition of endophora in whicheate is made
to something intra-linguistic or lingual. One common form of exophora that iscpéarly
relevant to tangible interfaces is that of deixis. ‘Deixis’ is defined as b&fgrence by



2.3. REFERENCE RESOLUTION 21

means of an expression whose interpretation is relative to the usuallylieg#stic con-

text of the utterance, such as who is speaking, the time or place of spetiengestures
of the speaker, or the current location of the discourse” (Loos, 20D@ixis types that
occur during typical interaction in the MSA/BPN include person deixis, ptiggis, and

pars-pro-toto deixis.

— Person deixis Person deixis is deictic reference to the participant role of a referent
such as the speaker, the addressee, or referents that are neitepedhker nor the
addressee. In the MSA/BPN application, 2nd person deixis (e.g. U: t\lghgour
price?”) and 1st person deixis (e.g. S: “l c&499”) are used during human-computer
interaction with anthropomorphized objects, while an example of 3rd peeigis ds:

U: “What is the price of this/that camera?” S: “The price of this/that came&b89”.

— Place deixis Place deixis (also known as spatial deixis) is deictic reference to a spatial
location relative to the location of the speaker. It can be ‘proximal’ if it refe a
nearby location or ‘distal’ if it refers to a distant location, and it can als@itteer
‘bounded’, in which case it indicates a spatial region with a clearly detxoeshdary,
or ‘unbounded’, in which case it indicates a spatial region without a lglekefined
boundary. During map navigation and exploration in the MSA/BPN application,
user can for example say “Take me from here to there” while pointing to twaldis
spatial map locations on the mobile device’s display. Place deixis would also suit
shopping scenario where users might ask “What is the name of the canibealédt
of the PowerShot S50?”

— Pars-pro-toto deixis Pars-pro-toto is defined as being a “part (taken) for the whole”
(Merriam-Webster, 1998). This form of deixis commonly occurs in vispakial do-
mains when a user refers to part of a referent but actually intends teféxeing to
the whole of a referent. This concept is defined in (Wahlster, 1991) egbeact to the
use of pointing gestures to select visual entities on an electronic form. loahés
pars-pro-toto is said to occur when the demonstratum (i.e. the region dt thieiciser
points) is geometrically embedded within the referent, and an extreme casmédde
to occur when a user points at an arbitrary part (‘pars’ in Latin) of émmnfintending
to refer to the form as a whole (‘pro toto’ in Latin). In the MSA/BPN , pare-foto
can be seen to occur during shelf synchronization, where a user roigekdmple
point at a particular product on the shelf, but really be referring to tiieeeshelf of
products and the desire to synchronize his or her mobile device with this shelf

e Ellipsis: Ellipsis is not a type of reference as much as it is the lack of a refereate th
should otherwise exist. Ellipsis occurs when a dialogue construction lac&kement that
is recoverable or inferable from the context. Two different types of&flipre substitution
ellipsis and expansion ellipsis. In the MSA/BPN application, substitution ellipsisrec
when a user first speaks the utterance “What is the price of this camana?hen speaks
the utterance “What is the optical zoom?”. In effect, what the user realgnm say in
the second spoken utterance is “What is the optical zoom [of this carfieid]@ missing
information is in this case recoverable through the resolution of extra-litigugorma-
tion that would normally accompany the user’s utterance. Expansion ellipsigriparison
occurs when a user builds upon a dialogue construction over congeattgrances, and a
theoretical example of this in the context of the MSA would be “Do you havengeca with
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5 megapixels?”, and then “and a 3x optical zoom?”. In this case, whastraeally means
to say in the second spoken utterance is “[Do you have a camera with 5 ixedghpnd a
3x optical zoom?”

The above defined referring modes all represent different wayshinhwa referent can be
referred to. Although there are many ways to reference a single néféhe referent itself is
always a single entity.Referent as defined in (Allen, 1995) is the concrete object or concept
that is designated by a word or expression, and can for example bgemt, @xtion, state, re-
lationship, or attribute Referential termsn comparison represent the linguistic constructs such
as nouns, pronouns, and demonstratives that linguistically represergfénents. From the four
main classes of words - nouns, adjectives, verbs, and adverbss (@yg. ‘PowerShot S50’) and
noun phrases (e.g. ‘the cheapest camera’) are two that are commedlyousepresent referents
in the MSA/BPN. Defined in (Loos, 2003), a noun is the name of a perdaoe por thing and
a noun phrase is a phrase whose head is a noun or pronoun and lhpacnampanied by a set
of modifiers. Noun classes used in the MSA/BPN include pronouns (e.gastinh “how many
megapixels does it have?”), proper nouns (e.g. ‘PowerShot S&@, ‘&Vhat is the price of the
PowerShot S507?7"), and common nouns like count nouns (e.g. ‘camesas “I'd like to interact
with the product setamera¥). Another linguistic class commonly used for referencing is that of
specifiers. Specifier types include ordinals (e.qg. ‘first’, ‘secorudijdinals (e.g. ‘one’, ‘two’), and
determiners like demonstratives (e.g. ‘this’, ‘that’). Demonstratives dalbtilndicate a refer-
ent’s spatial, temporal, or discourse location. In the MSA/BPN, an examelefasdemonstrative
would be “What is the price of this?” where ‘this’ really stands for ‘this cesheAn example
use of ordinals would be during product comparisons in the MSA whesearmight ask for two
products to be described and then ask the follow up question “What is tizalggpom of the first
camera?”. The set of referents used in the MSA/BPN include not onlycisbiiie ‘PowerShot
S50’ but also object features like ‘price’ and ‘megapixels’, which maydferenced through the
use of extra-linguistic interactions like pointing at words on the visual-WCi8lisbar displayed
in the bottom section of the mobile device’s display.

2.3.2 Multimodal Discourse Phenomena

In (Wabhlster, 2003), a list of multimodal discourse phenomena extendiragpeets defined above
is outlined. This list is of particular importance to multimodal systems becauserntdedimini-
mum set of requirements that state-of-the-art multimodal systems shouldette ahter for with
regards to multimodal interaction. The list of phenomena is discussed belaation to the
MSA/BPN application. Although the listed phenomena specifically targets bettuteon and
generation (which is a requirement for entirely symmetric multimodal systemsthdqurpose
of simplicity, examples will mostly be given only with respect to referenceluéiso rather than
reference generation.

e Mutual disambiguation of modalities: Mutual disambiguation refers to the ability of a sys-
tem to recover individual unimodal input streams from a temporally oveeldppultimodal
signal, in parallel, and for the purpose of creating a single modality-freeustc interpre-
tation. In the MSA/BPN for example, a user’s multimodal speech-handwritinggictien
is processed in parallel by one or more speech- and one or more htimghrecognizers,
first to recover the semantics contained in each modality, and then to fuseftinaation
to form a single modality-free interpretation.
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e Multimodal deixis resolution and generatiort Deixis resolution refers to the interpreta-
tion of references in an expression that (usually) point to extra-linguisticext. In the
MSA/BPN, spatial deixis commonly occurs when for example during a spdiedogue ut-
terance, the user refers to an object that is on the PDA's display or #iatased in the phys-
ical world around them, by any of a number of gestures including pointinkirg an object
up, or putting an object downsS="What is the price of this camera?<G="PowerShot
S50™>. Deixis generation occurs in the MSA/BPN when for example in responseeto th
user’s utterance the system uses speech synthesis (S) to presemtdihet’' feature and
value information (i.e. “The price of this camera§$99.”) and uses a spotlight as a form
of extra-gesture (G) to select the camera located on the shelf.

e Crossmodal reference resolution and generatianCrossmodal reference resolution refers
to the interpretation of references in an expression that occur disirsemultiple modali-
ties such that the underlying semantics of the referent are only determamaiblerpretation
of some or all of the collaborating modalities. The example illustrated under éviops
dialogue phenomena is one instance of crossmodal resolution andtimmasahe referent
is partly defined by both the speech and gesture modalities. A furthenoodss$ reference
example occurs when a user looking at four objects on the PDA's digpiae of which
are mobile phones and only one of which is a camera (see figure 5.3 for argrdlaple),
enquires about the price of the single camera: “What is the price of thera@men this
case, the system must resolve the reference by interpreting informatiteiresd in both
the auditive and visual modalities.

e Multimodal anaphora resolution and generatiornt Anaphora resolution refers to the inter-
pretation of references in an expression that point to previously medtieferents. In the
MSA/BPN, anaphora occurs when the user for example speaks owutltheihg utterances
over two separate user-turnsS="Find me the PowerShot S58"and thenc S="What is its
price?™>. In this case, the word ‘its’ refers back to the ‘PowerShot S50’ that idkentified
in the previous interaction.

e Multimodal ellipsis resolution and generation Ellipsis resolution refers to the interpreta-
tion of an expression in which a particular element is missing but nonethefesatile from
the context. For example, within a shopping context the user utterancet f§\tha price?”,
might be interpreted as referring to one or more product referenepgnding on the se-
mantic interpretation of a previous utterance (“What is the price of this ca&heékhat is
the price of these cameras?”).

e Multimodal turn-taking and back-channelling : Multimodal turn-taking refers to the issue
of which communicative partner (e.g. human or computer) is the next to ihtduaag a
multimodal dialogue. Turn-taking is often required by multimodal dialogue systenzs
means to collect additional information needed before a particular taskecparformed.
Such information is obtained by the user and the computer populating infornséitsnn
predefined communication acts, either all at the same time or over multiple turissvdh
a focal point in the Smart Shopping Assistant (SSA) (Schneider, 2008th is closely
related to the MSA/BPN application. In the SSA, probabilistic relational models wsed
for object-oriented plan recognition, with the goal of identifying a usel&@nd then
helping to fulfil this plan. In the MSA/BPN shopping scenario, multimodal tukinig
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might entail a user and the system working together to find an ideal canaesed bn a set
of predefined constraints like price, megapixels, and optical zoom.

Back-channelling refers to the use of control signals (e.g. head raydkserbal confir-
mations like ‘yes’) to indicate that the intended message was correctly ypedcey the
communicative partner. In the MSA/BPN, back-channelling occurs wheseaindicates
to the system (via button presses) that an interaction was correctly reeddsie section
5.3.3.1).

2.4 Mobile Users and Instrumented Environments

This section establishes the setting for mobile users and instrumented envitenamal discusses
the application contexts covered in this dissertation. Section 2.4.1 starts withtlare @f the
progression that has been seen in recent times from the more traditisk&bgleomputing sce-
narios to modern mobile computing scenarios. The section looks at applicatibexts of the
past, the changes that have since occurred, challenges that still ieedwercome in the domain
of mobile applications, and what the future still has in store. Section 2.4.2 ®libis up with
a description of the mobile scenarios that form the basis of this dissertatiorely outdoor and
indoor pedestrian navigation, and interactive shopping.

2.4.1 Progression from Stationary Computing to Mobile Compting

In the past, the majority of interface design and system design has centeestationary desktop
computing paradigm. The desktop computer was designed to be used byeapsngpn at a
time and is suitable for general purpose tasks such as word procegsiggamming, sending
messages or digital documents to other computers on the network (i.e. email), rdidtedging,
game play, and Web browsing. The ‘desktop metaphor’ that is still usethtieracting with
personal computers today was created in the 1970s by a group ofatesesafrom Xerox and
was designed to allow for the technical details of the computer to be condealadriendly
and familiar working environment (ler-Prove, 2002). A closely related interaction concept
is that of WIMP (Windows, Icon, Menu, Pointer) (Edwards, 1988),olhis used to sum up
interaction conducted using the contained elements. The target userfgralgsktop computing
was originally taken to be the average office worker and the main humandepiges used for
interacting in such contexts were the keyboard and mouse.

Modern day application contexts are no longer limited to office scenaridsthésis indeed
seen in that the term ‘personal computer’ is now no longer used to enssropdy the desktop
computer, but rather also devices such as laptops, tablet PCs, PORAgeanable computers.
As Weiser (1991) points out, computing trends are such that many peaadashare a single
mainframe computer, which then led to the use of a single personal computesgoeand finally
the use of many computers per user (ubiquitous computing). In comparisoe tesktop com-
puter, the newer more mobile devices all offer reduced size and indreasieility, albeit some
more than others (e.g. see figure 6.1). The list of mobile computing deviocesdtoday further
includes devices like mobile phones, music players, cameras, and BluetB8theGeivers, all of
which have seen large market penetration in recent years.
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2.4.1.1 Mobile Device Limitations

Mobile application contexts do however differ significantly from traditionadkdep application
contexts, particularly with respect to users, the environment, and mobileede\Such applica-
tions also quite often have restrictions that would render WIMP interactiademaeate. ‘Users’
may for example be standing or moving (but not sitting at a desk in front effadard) and thus
limiting the type of 1/0O devices that may be used for interaction. Constantly ahguparameters
of the ‘environment’ in which interaction takes place might also contributeradiyeto user inter-
action (e.g. noise, crowds, the time of day, the weather), thus limiting the tygaahunication
that may be used in a given environment context. ‘Mobile devices’ alserditbm their desktop
counterparts in that they are generally more restricted (e.g. display stassing power, and
memory). As a result, applications designed for mobile contexts like navigatibsightseeing,
shopping, restaurant finders, and museum guides are only now regioremerge in the market
place, and much of the research and usability that was conducted migvimustationary desktop
computers (e.g. interface design) is still lacking for mobile contexts.

The hardware and software limitations of mobile devices is a point that regsjrecial at-
tention as these limitations specifically restrict aspects in the design and impleme ofattice
shopping and navigation applications that are described in this dissertat@importance of
mobile system design and indeed also of usability field studies was outlined inkaytalkthony
Jameson at the Kloster Irsee Conference in 2002 (Jameson, 2002jicimitwvas said that only
realistic tests conducted early enough in the design process can reliabgnpmobile systems
being designed without consideration for the actual conditions undehitiny are used. Indeed,
in (Kumar et al., 2004), the study of a prototype mobile multimodal system usdet @exerted
conditions identified technical limitations that exist with current wireless tdolgies. The study
reported that the wireless 802.11b receivers used in the PDAs coupdoperly maintain a net-
work connection while the subjects were running, and this led to substantiatiéitags and poor
multimodal performance. Singh, Jain, and Singh (1999) further supip®ntalidity of concern
with regards to wireless communication: “mobile commerce systems have scefatdigely re-
jected by consumers, even by those who were initially eager to try them dug’rélason is cited
to be technical limitations in current wireless technology that can lead to loitg arad frequent
interruptions of connections.

Bohnenberger (2005) states that one remedy for such device limitationaisitéor designs
that work well with the current limited technology, checking with users to deether they really
do work well enough”. Two requirements that were adhered to duringrimgtion of the MSA
and the BPN applications outlined in this dissertation were that the applicatidrie hunction in
real-time and stand-alone. In (Asthana, Cravatts, & Krzyzanowsk#)1t@ design of a personal
shopping assistant system based on mobile end-devices was said to teddigtthe following
device constraints: size, weight, power consumption and frequenawidth. The hardware
and software factors that influenced the design of the MSA and the Bpltaions are briefly
outlined below:

e Display size Typically 320x240 pixels or 640x480 pixels on current state-of-ttid&2BAS.
The display size had an affect on the design of presentation outpulsaridput interaction.
For example, due to the limited display space, it was not always possiblk ébraaextual
output to be presented on the display at the one instance in time, insteadhgetheruse of
scrolling text and supporting audio output. For user handwriting to betefée the entire
display space was allocated to the user, in effect meaning that the uslkel wiite over
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what was currently being displayed on the screen (e.g. shopping gisodunavigation
maps). As shown in usability studies conducted on the MSA, writing on top ofémafien
took users some time to get acquainted with (see section 6.2.5).

Processing power Typically between 205MHz (e.g. Compag iPAQ 3600) and 624MHz
for current state-of-the art PDAs (e.g. Dell Axim x51v). Procesgioger affected the map
size and the number and complexity of 3D buildings that could be presented BRN
using VRML (Virtual Reality Markup Language), with the result that manidags were
only represented as 2D floor plan graphics and with a limited number of edges

Size and speed of memory Typically between 64 and 196MB. The memory of a PDA
is used not only by the installed applications, but also by the operating systamaf-
fecting the overall amount available to third party applications. In curremicds, two
separate types of memory are used: flash ROM memory and SDRAM. Relm@Rland
CF cards can also be used, but these are noticeably slower when used for &ippkcand
large software components such as speech recognizers and catigateynthesizers. Due
to memory restrictions, the MSA and BPN could not both be demonstrated leer €A
versions. The number and size of the XML files that could be read by thlecafions was
also limited due to memory constraints.

Connectivity to networks (Always Best Connected) PDAs are typically equipped with
infrared, Bluetooth, and wireless LAN technology. However, thesent@ogies require
supporting infrastructure like network access points, which are natyahavailable in con-
texts that are representative of mobile scenarios (e.g. outdoor pedesdkiyation and
shopping). Connection to mobile phone networks (e.g. GSM/GPRS and UHSLHA,
over a Bluetooth connection to a mobile phone) is possible, but not curadfatglable for
casual users, although flat rates are beginning to emerge. It is dueltacthed wide-spread
connectivity and affordability that the BPN and MSA were designed aslstiome applica-
tions. The architecture of the applications does however support aayalgest Connected
(ABC) methodology, meaning that communication can take place over the nursipaip
ate communication channels. This is seen in the BPN for example in that map ddia ca
downloaded via either a USB, infrared, or Bluetooth connection with a ctenpar directly
via the GSM/UMTS phone network. User positioning was also possible viar €#R8, in-
frared beacons, and/or active RFID tags. Interaction recogniaeted MSA and the BPN
were configurable to function in either a distributed or an embedded coatiigrn, meaning
that if a network connection was available and the communication between theRD
the server was fast enough to deliver recognition results in real-time,nmé could be
evaluated by a more powerful remote server rather than locally on the medited

Suitable I/O devices Designing for mobile contexts removes the ability for an on-the-
go user to communicate via traditional 1/O devices like keyboard and mouseseTdre
replaced on the mobile device by interfaces like the touch-pad and micrepAoriety of
sensors like accelerometers, magnetic compass, and 3-axis attitudessemgo(pitch, roll,
yaw) further allow for input into the system, as do devices like cameras aaddaanners
that are capable of interpreting Augmented Reality (AR) tags and bar cedpsctively.

5SD: Secure Digital, CF: Compact Flash
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Mobile applications also often make use of I/O devices situated in the enviranfoen
example public microphone arrays and passive RFID tag readers.

e Operating system, available software, and librariesDue to the above mentioned mobile
device limitations - primarily speed and memory - software for PDAs is compileerdiftly
to software for desktop computers, and this renders much of the existitvgas® non-
usable for mobile devices. Even platform-independent programming lgaguike Java
are limited by the interpreters and the programming packages available for rdebites,
and when software packages designed for desktop computers éed tmiPDA devices,
they often come with a lesser degree of encompassed functionality.

Further restrictions that originate from the above mentioned mobile device limiatibak the
following form:

e Multimodal knowledge representation and user input modelling Due to speed and
memory restrictions on current PDA devices, the parsing of XML docunasrdgheir size
was limited to only the most essential tasks like database queries and retaeddtise com-
munication of recognizer grammars (including speech and handwritingjaaialis system
events. Data Type Definitions (DTDs) for XML documents were not sttedoand larger
XML documents (for example coded in RDFS) took too long to process aheteel the
robustness of the developed systems. This had the effect that somardsaimtiuding the
W3C EMMA Working Draft for representing multimodal input were replabgdimplified
solutions.

e Word hypothesis graphs No embedded speech recognizers are known by the author to
date to return word hypothesis graphs for recognized spoken inpig.isTtiue to the em-
bedded speech recognizers often being streamlined to be more effidientspect to pro-
cessing and memory requirements. This has the effect that propertreastimestamp and
confidence value can not be retrieved on a per word basis, but @&iheon an utterance
basis from which the expected temporal order of words and an ovéedaoce confidence
value can be derived. This limitation is common in other mobile demonstratorsKeugat
et al., 2004)), but could be overcome by incorporating server-sagyrazers, although not
even all server-sided speech recognizers provide such functiometitgir returned results.

e Timing information : Functionality in the underlying operating system only provides access
to timing information that is exact to the second. It is however often desirabhave
timestamp information that is exact to the millisecond, for example in identifying the time
that individual semantic constituents in an utterance (e.g. demonstrativeym®like ‘this’
and ‘that’) are provided by a user in a particular modality. Timing in millisecoodsHe
MSA and BPN applications was achieved on the PDA through the use ofrsyisters, but
was found to be too resource intensive for the CPU when used for lemogds of time.

Despite the difficulties arising from device restrictions and dynamically dhgnenviron-
ment conditions, users are gradually breaking free from the traditidatbsary desktop com-
puting paradigm and entering the realms of mobile, ubiquitous, and pezvasiputing. This is
confirmed by a recent report by the market analysis company G&rtmkich shows that 816.6
million mobile terminals - such as mobile phones and smart phones - were soldlyginl2005,

Gartner is an analysis company with a focus on the global informationaémipnindustry, http://www.gartner.com
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in contrast to only an estimated 219 million PCs in the same period (Milanesi et @4).20he
worldwide PDA market was also stated to have reached a record 14.9 millitnshipped in
2005 (up 19% from 2004), from which 7.05 million PDAs were based on tleeddoft Windows
CE operating system (up 33% from 2004) and 2.96 million were based orathe®S (down
34% from 2004) (Kort, Cozza, Maita, & Tay, 2006).

Supporting the take up of mobile devices is the technological improvementsérataurring
in the field. For example, the hardware performance for PDAs is steadilyasing, with a three-
fold increase in CPU speed and memory size over the last 4 years. Disgmtayhave doubled
in resolution over this same period. The underlying operating systems areedeming more
robust (e.g. in terms of memory management), as too are commercially availablgainiy
software packages including speech and handwriting engines as yisieel RISA and the BPN
applications. Furthermore, with the emergence of mobile devices that comhiketfRC+Phone
functionality (e.g. MDA Prd) and the emergence of UMTS phone networks, higher bandwidth
3G communications are becoming a reality.

2.4.1.2 Current Trends for Mobile Computing

While stationary desktop computing scenarios concentrate on softwdieatipps like document
processing and are based on the WIMP metaphor for human-computectidar the market for
mobile computing is directed not only at application services that supportsérewhile in the
office (e.g. time, calendar, contacts, and calculator aids), but also manel importantly - for
services that support a user in environments outside the office.

One project supporting a basic infrastructure for such mobile servithati®f FLAME®, in
which a multi-channel service platform is being designed to allow third padyigers to post
their Web services to a single services platform, from which end usertheansubscribe and
retrieve relevant mobile services on their device (Holtkamp, Gartmann, & P208). The ser-
vices described in FLAME are defined in an ontology that provides sendegiriptions of each
integrated Web service. The focus of the work is on the personalizatiseraices for individual
users, based on aspects like user preference, location, and time éfwale range of services in
FLAME and its successor project COMPASS 280@ve been defined to be relevant for mobile
users and in particular for tourists destined for the upcoming Beijing Olympiogsan 2008.
The depicted service descriptions concentrate on domains like sightsaigiing, shopping, and
transport, and include for example tour guides for historic and cultural sité museums; point of
interest locators for commercial buildings like restaurants (e.g. Chinesendh, Japanese) and
shops (e.g. electronics, handcrafts); aids for selecting a meal fromehe within a restaurant or
a product within a shop; services that provide information on train timetalliaig,routing, route
calculation, taxi fare estimation, traffic congestion, and weather faecasguage translation
services (e.g. German--Chinese, and vice versa); how-to guides (e.g. for learning traditiaths an
customs of a nationality), friend-location/buddy support; and emergemppost (phone numbers,
hospital locations).

The range of services described above brings together a broatuspex applications, but
these need to be well integrated within a single end device for them to bedaitefan end user.
This places a great deal of importance on being able to sort and easily thifarent services on

"T-Mobile, http://www.t-mobile.de/shop/
8FLAME: http://www.isst.fraunhofer.de/deutsch/inhalt/ProjektarchivBlBOAME 2008/
SCOMPASS 2008: http://compass.dfki.de
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the mobile device. Services can be sorted for example based on usrepoef (i.e. only those
relating to a service category like sightseeing), but also on time (e.g. foedes may be more
relevant at times like 12:00 and 18:00) and on location (e.g. a user is oftdy tikbe more
interested in services that are in their vicinity and in the same town in comparigbonde that
are further away). The MSA and the BPN (as described in the next sieatie well integrated in
this respect as a user can be navigating a path within the BPN, while at theisanieteracting
with different objects on the map and in the real-world (such as landmadkstenps). Dependent
on the type of object (e.g. a shop), the user may then load up the MSA djmplita provide
assistance in selecting an appropriate shopping product.

The means in which one can access information is also a vital factor for maiieed. For
example, an interface with a deep menu structure will not be as convearemtfiobile user as
that of an interface that makes intuitive use of natural languages likelspee handwriting. Nat-
ural language interaction and more specifically multimodal interaction is anatbarin which
the MSA and the BPN excel. In these applications, a user is provided a highokeflexibil-
ity in choosing a modality or modality combination in which to communicate with the system.
This is particularly important for mobile scenarios as environment contextdestined to change
and some modalities like speech are better suited when the user is in motion, edrfgraex-
ample to handwriting, which is a better modality to use if a high amount of backdnoaoise is
present. Other factors that have an influence on modality include spee@nience, privacy, and
recognition accuracy (Wasinger & Kger, 2005).

Another important trend that is expected to have wide market penetratioraieihef tangible
user interfacesTangible User Interface@ Uls) give physical form to digital information, employ-
ing physical artefacts both as representations and as controls for tatropal media (Ulimer &
Ishii, 2001). In essence they couple physical representations (&tialsy manipulable physical
objects) with digital representations (e.g. graphics and audio), yieldintaaitee systems that
are computationally mediated. In the MSA for example, an intuitive one-to-opgimabetween
physical shopping items on the shelf and elements of digital information on théenaalvice’s
display is employed (Wasinger & Wahlster, 2006). In this fashion, whempled with user in-
teractions, the situative context of a shopping item (e.g. in or out of a)shelfed to compute
the meaning of an interaction (i.e. product actively selected). TUIs finddhgin from the term
direct manipulationwhich Shneiderman (1992) described in 1983 as encompassing “thidityisib
of the objects and actions of interest; rapid, reversible, incremental actod the replacement
of complex command-language syntax by direct manipulation of the objectesést”. The ex-
ample the author uses to describe the use of the term in a real-world envitbisrtieat of driving
an automobile: “To turn left, the driver simply rotates the steering wheel to théllee response
is immediate and the scene changes, providing feedback to refine the@Qamputing examples
that relate to the era in which the book was written were more simplistic and irredepldhe use
of a track-ball or mouse to select entities on a display. As outlined iiig&iret al., 2004), the
design of modern tangible user interfaces also needs to consider thainasebe interacting with
computationally empowered artefacts that provide no obvious clue on tmeputational abilities
and thus need to be simple, intuitive, and easy-to-learn.

In the following section, two mobile scenarios based on the BPN and the MBlications
are described. In these scenarios, a user is able to navigate a rositingrof both indoor and
outdoor paths, and then interact with products in a shop. An importantéeaitthe applications is
that the user can interact with objects both on the mobile device’s display #émeirirsurrounding
environment, while navigating and exploring a map as well as while shoppinig. ifiteraction
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takes place with objects that are relevant to the individual contexts, subhiladings, rooms,
shelves, and shopping products.

2.4.2 MSA/BPN System Descriptions and Scenarios

This section describes two interlinked scenarios upon which the dissertatilois. The first
scenario is based on the BMW Personal Navigator (BPN, see figurg, 2vd#ch supports a user
during indoor and outdoor map navigation and exploratioruger et al., 2004; Wasinger, Stahl,
& Kriger, 2003a). The second scenario is based on the Mobile Shopdasishstrator (MSA,
see figure 2.6B), which supports a user in retrieving product inform#timugh product attribute
and product comparison queries within a shopping context (Wasingégek & Jacobs, 2005;
Wasinger & Wahlster, 2006).
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Server: Christian Miller, Andreas Butz.

00, 100

Komm Karte Einstellungen Hilfe Debug A) Menu Comms Settings Speech Help |_B)

Figure 2.6 The two mobile demonstrators created under the scope of this dissertajidreA
BPN and B) the MSA.

In mobile contexts like pedestrian navigation and shopping, the user is oftémeego and
thus interacting in a constantly changing environment. Users might at one mbmdwocated
in front of an electronics shop, while at the next moment find themselveseiasidstaurant or
inside the grounds of a park. The variability of the environment is alsoelpel by the fact that
pedestrians (unlike cars) tend not to stick to streets, but rather will ofkenstaort-cuts from a
clearly defined path (e.g. when walking through a park) (Stahl & Hau@en6). Actions like
crossing a busy road can also place the user in a very different aadtiadly adverse context
within a short instance in time, thus requiring that communication with the userghmditferent
modalities take into consideration the surrounding context. As such, a usdéage needs to
adapt dynamically. One good medium for communication with the user is the emért itself,
presented either as the physical real-world that exists in the world atbendser (in its tangible
form), or as digital entities represented on the mobile device’s display. WithiBRiNand the
MSA, users can interact through a range of different modalities in dodaccess information on
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entities represented on the mobile device’s display and also in the physiddlasound them. In

this way, the mode of communication can be adapted by a user to the surpensgironment. A

user that is on-the-go might for example speak and point to objects in tirerement rather than
write the object names on the mobile device’s display (which would cause ¢neauslow down

or stop entirely to avoid tripping over potential obstacles). In a differentext, a user desiring
privacy might be more likely to write than speak, and when close to an objedtit if@gpecially

when shopping) prefer to touch or pickup the object rather than sekeatritthe mobile device’s
display.

One aspect that ties the BPN and MSA applications together is the inter¢immleetween
navigation and interaction, as shown in figure 2.7. This relationship is eesouktrated when
considering how a user combines ‘pedestrian navigation’ with ‘interactioa’ larger scenario
such as shopping in a foreign city (Wasinger &Uger, 2004). In such a scenario, pedestrian
navigation may take place both outdoors and indoors. In an outdoor tonéssgation will be
based on street and footpath networks that are used to guide a usghtlarécity environment’.
During such navigation, interaction may focus on the querying of sudiogrbuilding objects
like a shopping mall. In an indoor context, navigation will be based on carndowvorks that
are used to guide a user through a ‘building environment’, during whichaictien may focus
on the surrounding rooms such as individual shops within the shopping Wiitlin a particular
‘room environment’, shopping isles will be used to guide a user, and ottenamay focus on
surrounding containers such as tables, shelves, and shopping trélleymtainer’ (e.g. a shelf)
will be subsequently navigated based on its individual shelf levels, andchatiten at this point
takes place with ‘items’ such as digital cameras. At any point in time, the dwbgective (either
navigation or interaction) may shift in importance, for example at this final lawelaction with
the digital camera will take the primary objective, although this still consists wifjating the
different product attributes such as price and megapixels. The combsgedf the BPN and the
MSA systems provide for indoor and outdoor pedestrian navigation asagéfiteraction when
exploring a navigation map and when shopping for a product. This nauigatid interaction
takes place in everyday contexts that users can easily relate to, like gattgf building, room,
container, and individual product items.

Outdoor Indoor
Navigation: |} 4

and
City Building Room Container Item
Interaction: } |

Figure 2.7: Environment contexts used during interaction with the BPN and the MSA.

2.4.2.1 BMW Personal Navigator Scenario

The BMW Personal Navigator (BPN) was developed under the projeatd 8TEC, REAL, and
READY1!, together with the BMW research division in Muniéh It is an entirely implemented
system that combines a desktop event and route planner, a car naviyatiem, and a multimodal

1OCOLLATE: http://collate.dfki.de

MREAL and READY: http://w5.cs.uni-sh.de/websid/bair/

2BMW Group Forschung und Technik: http://www.bmwgroup.com/bmwgrprod/e/Q0_www_bmwgroupcom
[forschungentwicklung/forschungentwicklung.html
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indoor and outdoor pedestrian navigation system for PDASgKr et al., 2004). The communi-
cation modes used in the system and particularly for the pedestrian navigatigronent, include
speech and selection-gesture (in the form of pointing and line drawirtgghwan be used during
map navigation and map exploration. These modes can be used either unimodallyimodally,
and support interaction with the real-world in addition to on-device interaatitnthe display. In
this section, the entirely implemented system is described, including discussiba onderlying
motivation for creating such a navigation system, and the individual compopéthe system
including the mobile pedestrian navigation component that is most relevahigatissertation.

Traditional navigation systems are designed to work for a specific plaifoenwell defined
environment, for example Deep Map (Kray, Elting, Laakso, & Coors3200hich is only targeted
at pedestrians, and Telmaris (Malaka & Zipf, 2000), which does not t@tén-door navigation.
Navigation systems can be categorized into several classes. One tyassabkahat of Web-based
route finders. These services are optimized for the PC and usually erowig little support
for other devices like PDASs, relying instead on the directions being printepgaper. Another
prominent class are car navigation systems, which can be divided into betasses. Whereas
the subclass of built-in navigation systems, often shipped with cars aretestio supporting
the user while driving, PDA based navigation systems (e.g. the TomTomatast) can also be
used outside the car. The advantage of in-built systems is a higher pogjtamtaracy and very
good usability under driving conditions due to a larger display and spestiliput methods. The
BMW IDrive Controller (see figure 2.10D) is one example of a specializpdtimethod that is
used for in-car menu navigation and has also recently been tested for multiosm (together
with speech) in accessing music (Becker et al., 2006). PDA based syatemsore flexible,
but rely on the same maps for in-car and on-foot conditions, causingpsaial results when
providing route descriptions for pedestrians.

The solution provided by this work is a situated personalized navigatiolicedhat trans-
parently combines the desktop PC at home, a built-in car navigation systera,RIDA. Figure
2.8 shows the three different types of situations in which navigationalcesrwere considered
to be of interest. At home, the desktop PC is used to make all travel arrantgepnevided by a
personal navigation server that can be accessed over the InteheetraVel itinerary is then syn-
chronized with the PDA, which allows access to the travel itinerary withouh&wsel for a direct
Internet connection. In the car, the PDA connects locally to the car rtawigsystem, which in
turn permits the travel itinerary to be transferred from the PDA to the cagaien system. Dur-
ing the navigation task in the car, the PDA remains predominantly silent and timradggation
system takes control in guiding the traveller to the selected destination. eBefring the car,
the PDA receives the actual parking spot coordinates, which areladdkee travel itinerary and
which may help to find the way back to the car later on. On foot, the PDA plays<h maore vital
role. It displays the 3D map information included in the travel itinerary andeguille traveller
with verbal and graphical route directions. It can also be used to seareajerenced user data
(e.g. voice memos) and to respond to multimodal requests regarding landmémgnvironment
(e.g. “What is this building?”). If required, the PDA can also connect taagation server and
receive updated information (e.g. on path directions), which is importantsiers that have lost
their way.

To better understand the functionality of this system, and in particular the maukstrian
navigation component, consider the following scenario:

13TomTom, http://www.tomtom.com
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Figure 2.9 Downloading a travel itinerary onto the PDA: A) the desktop interfaceBind) the
navigation routes and route information as they appear on the PDA. Notéhalswalking’ and

‘car’ icons which denote whether a particular route is for pedestriafgr @utomobiles.
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At home: Mr. S from Saarhiicken plans to drive to Munich for the weekend for a spot of
shopping and some sightseeing. He has a particular shopping mall in mind ih aiéccan
buy digital cameras at discounted prices. He starts to prepare his trip \thilg & front of
his desktop computer at home. First, he logs onto the personal navigatiorséieer, which
provides him with information on earlier trips and travel itineraries. Afteremethe destination
coordinates, the server provides Mr. S with a travel itinerary (figurA)2teat is then downloaded
to his PDA and contains weather information, route navigation instructiongets@s sights of
interest and suggestions on where to park in Munich (figures 2.9B, .8@).2Assuming that Mr.
S will use the suggested parking station, the system also returns outdbalinggtions from the
parking station to his final destination, and even indoor directions that lea& Mirectly to the
specific shop that he intends to visit.

Incar: When entering the car, the PDA is used to program the in-car navigatitensy the

push of a button (via a Bluetooth connection with the car server), makinguthb@rsome input
of address details unnecessary. The car navigation now takes camtrgluides Mr. S safely to
the parking station in Munich (figure 2.10).

: B) Navigation Anmelden YNav

Parkinfo s
Reisemappe:
PIM

Reservieren
e-Ticket

RN 22 Saarbriicken -> Miinchen BMVV Alle
FuBRweg
iVirfo Miinchen BMW Allee -> Miinchen Max-
Diamand-Strafte

Reisemappe

Figure 2.1 BMW Connected Drive showing A) the integration of the car display, B)atogo-
type navigation system with the uploaded PDA contents, C) car navigationgngss, and D) the
BMW IDrive controller used for in-car interaction with the BMW navigatiors@m.

On foot: After having parked at the designated location, Mr. S uses the PDA toatavige
remaining path to the shopping mall on foot. The PDA uses speech and Bbicg&o guide Mr.
S and to provide information on surrounding landmarks and street nangae R.11A shows
three speech utterances that are provided by the system at differges along a street, in which
a longer start utterance is provided followed by a medium lengthed uttesauttce final shorter
utterance just before he needs to make a turn. Figure 2.11 also illustrati#fenent 2D and
3D perspectives that can be achieved in the demonstrator by zoomingy awdtbhing from a
birds-eye view (figure 2.11A) to an egocentric view (figure 2.11D).
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Along the way to the shopping mall, the BPN informs Mr. S of points of interesttteawithin
a given radius of his current location, including an ingenious looking@rlpture that is located
to his right: “Located on your right is the Richard-Serra sculpture”.ti@aged by the sight of this
sculpture Mr. S decides to find out a little bit more about its history beforéragng on his way
to the shops.

Start speech segment: Walk 210m, and then
turn right, into MAX-DIAMAND-STRASSE
Middle speech segment: Turn right

soon, into MAX-DIAMAND-STRASSE.

Finish speech segment: Turn right &
now, into MAX-DIAMAND-STRASSE.

@ Long

| -
Short
"o e -‘
g ot :
|

G cen]l e ] Name | B) ) D)

- — BlZe e B2 o @QEE BB Qe
&% e e

cimd Gen]]_Twe ] Name | i Gen]l_ype ] Name | it Genl_ype | Name |

Komm Karke Einstellungen Hife Debug E|A Komm Karte Einstellungen Hife Debug E|A Ko Karte Einstellingen Hife Debug E|A Komm Karte Einstellungen HiFe Debug E\A

Figure 2.11 BPN screen-shots demonstrating speech output (A) and differeéB2sual per-
spectives ranging from birds-eye (A) to egocentric (D). Figures,Ban@ D also demonstrate the
BPN'’s zoom feature.

[Type]: Type identifier:

E.g. “Describe this sculpture”

[Name] Name identifier:

E.g. “Describe the Richard-

‘What is that?
; Serra sculpture”

“what is this?”

[Interact] Interaction grammar:

E.g. “When was it built?”,
“Who built it?”

E.g. “zoom in”, “toggle view”,

Cmd Gen] Always active:

2D "~
g% @

A)n Karte Einstellungen Hilfe Debug

|:| [

Map-dependent speech grammars

2]

Figure 2.12 Interaction with the BPN system, illustrating A) point and slide intra-gestuBgs,
a combined speech-gesture(extra) interaction, and C) the speech gear@mad Gen’, ‘Type’,
‘Name’, and ‘Interact’. Figure A) also illustrates the use of voice memosgifaight) and the
activation of the speech grammars ‘Cmd Gen’ and ‘Type’ (just below theregipn).

It can be noted at this point that the BPN system caters for speecheechsgesture combined
interaction, whereby gesture can be further classified as either intiieege extra-gesture. Intra-
gesture refers to on-device interaction in the form of ‘point’ and ‘slid¢icans used to select map
entities on the mobile device’s display (see figure 2.12A), while extra-gestters to off-device
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interaction in the form of ‘point’ actions used to select objects in the realdwsee figure 2.12B).
Furthermore, the speech grammars used by the system allow for a useréssachap entities
by referring to the object either directly via pronouns (e.g. demonstratieouns like ‘this’ and
‘that’), or via the object’s type (e.g. ‘sculpture’) or name (i.e. ‘Rich&ekra sculpture’), as shown
in figure 2.12C. Based on the map’s size, the associated map grammars rneip eoywhere
between a few dozen words to many hundreds of words, but this nurhbetive words can be
minimized to improve recognition accuracy by selecting only a subset of theeh&ype’, and/or
‘pronoun’ grammars to be active.

Switching off the ‘name’ speech grammar (just below the map region in figdi2A2, Mr.

S uses the communication modes of speech and real-world pointing gestmetteeabout the
sculpture, “What is that?”, and accompanies this by a pointing gesture imiigd DA is pointed
in the direction of the sculpture (figure 2.12B). With the object now visible erdibplay, Mr. S
continues to interact with the object by asking “When was it built?” and “Whs the sculpture
built by?”. These queries are made possible by landmark interaction gramntdch are loaded
once a particular object has been selected. Impressed by the sculptugerecords a short geo-
referenced voice memo onto the PDA to remind him of his experience lateotnrfbright insert
in figure 2.12A).

Keen to get to the shops, he continues on his walk until he arrives atappisiyg mall, where
he then enters the building and continues to use his PDA indoors in the santhatdye had
outdoors (location positioning indoors is based on an active RFID arat@ufipositioning system
that is installed in the building, see (Brandherm & Schwartz, 2005)). Regioes up a flight of
stairs and then he navigates the mall to reach the electronic shop wherpdeetbdind a new
digital camera. Figure 2.13 shows the indoor maps that Mr. S sees alonathisNnte also the
ShopAssist icon located at his destination, which is a direct link to the MSAcapipn.

Treppenhaua itk

B%e ey &%e s ye

Komm Karke Einstellungen Hilfe Debug E|A Komm Earke Einstellungen Hilfe Debug E|A

Figure 2.13 Two typical indoor navigation images showing the user’s path to the elecsrehop.
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2.4.2.2 Mobile ShopAssist Scenario

The Mobile ShopAssist (MSA) application was developed under the BMBEd project COL-
LATE! for the purpose of presenting state-of-the-art Language Techn@ldy products to the
public and for demonstrating a wide range of different mobile and multimodataictien pos-
sibilities. A subsidiary goal of the development was to deliver a multimodal testiz can be
used to test the effectiveness of multimodal interaction under differeméxts. The primary con-
text of the MSA is that of shopping, during which a user is able to interact muli@howith a
set of items like ‘NLT’ and ‘digital camera’ products, to compare them anerytheir features
(Wasinger et al., 2005). The MSA supports the user throughout thieadpyocess, including
finding a product, querying and comparing products, and finally psimebahe product. Like
the BPN, it is designed for mobile PDA devices and all of the processing gpagch and hand-
writing recognition) is performed locally on the device itself. This means thatea meed only
connect once to a supporting shop server (and its product databaseler to download a rel-
evant dataset of products. The MSA is multilingual (English, German),rgadaction with the
system is derived from the base modalities speech, handwriting, antiGelgesture, whereby
selection-gesture can be categorized as intra-gesture (i.e. on-deeiaiion) or extra-gesture
(i.e. off-device interaction). In the MSA, intra-gesture refers to thecsiele of referents on the
mobile device’s display via a ‘pointing’ action, and extra-gesture refetisdselection of objects
in the real-world via ‘point’, ‘pickup’, and ‘putdown’ actions. Tangibleal-world interaction is
another commonality between the MSA and the BPN systems. As describedilrirde&gtion
4.2, among the types of multimodal interaction that the MSA demonstrator suppatthose
that are temporally overlapped (i.e. different modalities overlapped in tine}rarse that are
semantically overlapped (i.e. different modalities overlapped with respesgn@antic content).
The mobile and multimodal demonstrator also supports ‘anthropomorphizedlaed ‘direct’
and ‘indirect’ product interaction (see section 4.3).

One motivation for shops to provide rich interaction types such as exstargeis that this
supports the concept of ‘interaction shopping’. In contrast to ‘windbapping’, where a user is
generally limited to viewing products locked behind a glass window, interadtiopsng permits
a user to physically handle and query the objects. Based on observidtaingere carried out
during the usability studies outlined in chapter 6, tangible product quegehanght to provide
users with a greater sense of certainty that a product will in fact live thioexpectations. Being
able to physically handle a product is also thought to positively affect tiaditg of a shopping
experience (e.g. shopping becomes fun), when compared to not b#egpahandle a product,
such as is the case during window shopping and Internet shopping.véhan a user is unable to
touch an object, multimodal interaction can still provide benefits, for exampisider shopping
on a Sunday when most shops are closed or even during the week aitsidgness hours. Rich
interaction through modalities like speech, handwriting, and intra-gesturénwiiiis case still
permit a user the flexibility to enquire about a product and to purchasedked electronically.

Although research on interfaces for ubiquitous computing (Dey, Ljuagdir& Schmidt,
2001) and for the domain of shopping (see section 3.2.1) is now beginnoheyé&dop, the com-
bination of these areas with that of multimodal interaction ((Oviatt, 2003), entios 3.1) is
still novel. This combination of a shopping context scenario with that of mohiteubiquitous
computing and multimodal interaction is however the precise focus of the M@A.dlfferent
scenarios are catered for in the MSA application. The first scenarjposigpthe use of a shop-

14COLLATE: http://collate.dfki.de
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ping trolley in a grocery shop and has a central focus on plan recogsitiategies (Schneider,
2003). The second scenario supports the use of a PDA within a shopafegjectronics shop)
and focuses on mobile multimodal interaction. It is the second scenario thatighestation is

based on. To better understand the functionality of the interactive slgpppmponent, consider
the following scenario which follows from the previously described mobildegtian navigation

scenario.

In shop: Attracted by all of the sales he can see through the shop’s display windowS
enters the shop and navigates his way to a real-world shelf of produdisitiag, among other
products, digital cameras. He clicks the MSA icon that is displayed on thed¥ptay and waits
for the application to load. He then connects to the shelf (each shelf'saitiois provided by an
infrared ID beacot?, see figure 2.18B on top of the shelf) and selects the product type timt he
interested in, in this case ‘digital cameras’ (see figure 2.14). This dodslalhrelevant product
information for each of the digital camera products on the shelf, includingneie and interaction
grammars. The data set also includes products of a particular type thadtanerrently available
on the shelf such as products that are out-of-stock or only availablesoiiliren products that are
not sold by the shop may be downloaded onto the PDA for comparison gggpassuming that
these products are represented in a compatible XML format.

‘| ShopAssist & 4< 10:15 9

Menu Comms Settings Speech Help <y |~

Figure 2.14 Using the MSA to select from a number of different product types sitLiaea shelf.

Figures 2.15A, 2.15B, and 2.15C show three different product viexsahle to Mr. S in
addition to the real-world products that he can see in front of him. Eachdémonstrates a dif-
ferent trade-off between graphical and textual information, with thei®x ghowing 9 products
but no text, while the 4x view showing fewer products but each accompavith a name, and
the 1x view showing only a single product but accompanied with sevethkeahost relevant at-
tributes. Also visible in the lower part of the figures is the menu that contagesado specialized
application functionality, and the graphical toolbar buttons, from left totrighnnect (to shelf),

5Eyeled infrared ID beacon, http://www.eyeled.de
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synchronize (with shelf), browse products, compare productsiquepage, and next page. Being
truly multimodal, the functionality in this toolbar is also available in the other modalities.

ShopAssist o 4% 1497 Q ShopAsslst
7. EOS 300D €1099 7. EOS 300D €1099

ﬁ@@@

EOS300D PowerShotA40

PowerShot S1 IS PowerShot S50
Canon Canon

‘! . o €599 €599
= 3.2 Mega Pixel 5 Mega Pixel
”} \I;rotiuct'. E:OS 300D 10 Optischer Zoom 3 Optischer Zoom
@) I Pe,” ol 5833 38 bis 380 mm 35 bis 105 mm
FinePbA202 CoolPd300 A= 2.8 bis 3.1 f-stop 2.8 bis 4.9 f-stop

2/4 8/13 1/2

0@ H@@ 0@ 10 0@LHO0 OAXHOO

A) Comms Settings Speech Help B) Comms Settings Speech Help C) Comms Settings Speech Help D) Comms Settings Speech Help ﬁIA

il

Figure 2.15 Different product views in the MSA showing A) a 9x view, B) a 4x view, £1x
view including description, and D) a product comparison view. The dgcaploolbar (above the
application menu) illustrates the following buttons from left to right: connedh&dfssynchronize
with shelf, browse products, compare products, previous page,eatgage.

/5 |shopassist IS gesturel m]

WCIS_2 - faster: 3. previous) (page

e RULES:
[ I ‘l £, yme 7 lcompare (these two products |
u W @ Il <product> to <product> |
- find <product>. ||
4 el ‘ PRODUCT:

- #Dependent on the product type:
‘ i Eg. "digital_camera’
brand | name | price |

What-Can-I- Say (WCIS)
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= 2 N ]
? ,\) format | | ¢ d monitor | optical zoom |
digital zoom | focal length | f stop |
Scrolllng text . | shutter speed | shooting modes | self
<root> = what can i say LA ule view | {next | pr <root> = what can i say | toggle view | (next | p [timer | wireless control | photos per )
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weight | colours | description | short kd

A)u Comms Settings Speech Help - B)u Comms Settings Speech Help - C)cht Suchen @& @|A

Figure 2.16 MSA functionality as defined in the interaction grammars for digital camerbs. T
figures show: A) the visual What-Can-I-Say scroll bar, B) how toéase or decrease the speed
of the WCIS text through a line gesture (top right), and C) the WCIS informatpresented as a
HTML page.

After synchronizing with the shelf, Mr. S begins to interact with the produlsist knowing
what he can say, he first speaks the utterance “What Can | Sayi2h wistantly loads the visual
What-Can-I-Say (WCIS) scrolling text bar at the bottom of the displayhas/s in figure 2.16A.
He then increases the speed at which the text scrolls, by sliding the styhssdbe display as
shown in figure 2.16B. Alternatively, Mr. S could have configured thetesy to provide him with
the WCIS grammar in the modality of speech, or as a HTML page (see figuré)? A decided
not to do this because speech can be a slow modality and the HTML pagéhedzsnera objects
that would otherwise be visible on the PDA's display.
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Mr. S is keen to interact with the physical products that he can see onélfe &h intuitive
one-to-one mapping exists between physical shopping items and their digigptlysented coun-
terparts. As a result, Mr. S is able to interact with the ‘digital’ set of produsible on the PDA's
display, but also with the ‘physical’ set of products available on the sinelfigith a combination
of 'physical and digital’ products making up the data space. Figure 2.@ibdstrates the latter
case in which Mr. S compares two products using the modalities speechgéstare (Gl), and
extra-gesture (GE): “Compare this camet&E> to this one<GI>". In reply to the request,
the system provides the visual output shown in figure 2.15D, where tweres are displayed
side-by-side with their most relevant attributes listed below. This visual oiggutther accom-
panied by a spoken summary of the cameras, the speed of which candsesautrdecreased, or
stopped. At any point in time during Mr. S’s visit to the store, he may decidéstmdnect from
the shop server and continue browsing entirely offline. By doing this,ahge of interactions
available to Mr. S is limited (i.e. the recognition of real-world pickup and putdaations will
not be possible), but the level of user privacy is increased bet¢hesthop will no longer be able
to identify Mr. S interacting with the products via the PDA. Much of the curieoitk on RFID
enabled technologies focus on the benefits for retailers through impiroyeratory management
and tracking, but the MSA scenario attempts to balance this out for the shiopfetting them not
just choose whether or not to have their interactions logged, but by edsamg incentives for
this, such as real-world tangible interaction to retrieve product informatmmparison shopping
(as demonstrated in figures 2.17 and 2.15D), and the generation okeltisg recommendations
like camera accessories.

Compare this camera <gesture_intra> to
this one <gesture_extra>.

Figure 2.17 MSA interaction illustrating the use of speech, intra-gesture, and egstHg, dur-
ing a product comparison query.

Speech being Mr. S’s favourite modality, he interacts with the system as foll6#ow
many megapixels does the EOS 300D have?”. The system replies: “E@S BR@apixels. 6.3
megapixels” (see figure 2.18B). Under a different environment coritex S may have preferred
to use a different modality or modality combination for interacting with the systermexample
handwriting combined with intra-gesture as shown in figure 2.18A, whicHdvo® more appro-
priate in contexts where a high level of background noise is presenthereauser privacy is
desired. A point to note is that Mr. S is just a single user and his modalityrprefes can not be
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realistically taken to represent all user groups such as children andtigréyemen and women,
and people with disabilities. Fortunately, the multimodal interactions describedsisdénario
are just the tip of the iceberg with respect to the multimodal combinations thabaséje when
interacting with the MSA system, the depth of which will be discussed in detailaptein 4.

How many megapixels does
the EOS 300D have?

EOS300D PowerShotA40

FinePixA202 6.3 megapixels | £

H;.ﬂ?l 3 ,:J- ] ; :%s

- &

'w | (next | previous) page.<root> = what can T
| wireless control | storage media | movie resoluti

Q@ HOO

B Comms Settings Speech Help [

Figure 2.18 MSA interaction illustrating A) handwriting+intra-gesture and B) speeoh lgbth
input and output).

After interacting some more with the MSA and narrowing down the cameras uftatis
best, Mr. S notices a large public display situated next to the shelf and ws&Dih to load
onto this public display a URL of the manufacturer’s complete set of speddiitcsafor the camera
he is most interested in, as shown in figure 2.19A. Deciding that the EOS B0bideed the
best camera, Mr. S adds this to his electronic shopping basket (figu@B)2ahd continues to
explore the store, during which time a cross-selling service (outside tpe sfohis dissertation)
is activated to present Mr. S with information on accessories for the séleateera, such as
lenses and a camera case. The ability to combine the MSA application with othieeseand
devices in the instrumented environment demonstrate the flexibility and futteetiad of such a
mobile system. Indeed, instead of adding the camera product to his elechopiging basket on
the PDA, Mr. S might instead have taken one of the store’s RFID-instrumhahtgpping trolleys
and thus simply placed the product inside the trolley (Schneider, 200ghoas in figure 2.19C.

A)

Figure 2.19 MSA ties to the instrumented environment, showing A) a public display, B) the on
device shopping basket to which Mr. S added the product (see insétf;)aan RFID-instrumented
shopping trolley that can be combined with the MSA (Schneider, 2004).
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2.4.3 MSA/BPN System Architecture

The goal of this section is to provide a brief overview of the architectuthe@MSA/BPN sys-
tem. This architecture and the accompanying figure can be taken as aintaralnto the many
components that are later discussed in the dissertation.

As outlined in section 2.4.2, the MSA and the BPN are two interlinked demonstiggsigned
for mobile handheld devices, namely PDAs. The demonstrators are comgiléuefMicrosoft
Windows Mobile platform®. This platform is the most common platform for PDAs and encom-
passes the following types of device: Pocket PC, Pocket PC+Phode&raartphone. Some of
the devices on which the MSA/BPN was tested include the Siemens Pocket YObX HP
iPAQ (as well as the earlier Compagq iPA®)and the Dell Axim®. With the exception of the HP
range of iPAQs, all of these devices represent Pocket PC devites than Pocket PC+Phone or
Smartphones.

Figure 2.20 shows the architecture of the MSA/BPN as well as the data agdapr flow
between the various components. The main components that are showreitttuBDA and
server components, the devices used for input interaction and ougsgmniation, and several
external applications that can be interfaced from the MSA/BPN.
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Figure 2.20 The MSA/BPN architecture showing the data flow between components.

1%Windows Mobile, http://www.microsoft.com/windowsmobile

17Siemens Pocket LOOX, http://www.fujitsu-siemens.com/products/mobiidhelds
18HP iPAQ, http://www.hp.com.au/ipag/

1%Dell Axim, http://www.dell.com/content/products/productdetails.aspx/ax@tv
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The mobile device component is the primary focus in this dissertation, as thiseie whe
MSA and BPN applications reside. These applications are programmed irddetb&isual
C/C++. The figure illustrates the relevant modules that are located on the iR€Ading the
embedded recognizers for speech, handwriting, and gesture. |1BMdiietd ViaVoice was used
for speech recognition, and Microsoft Transcriber was used fodrant recognition. The hand-
print recognizer can also be seen to be augmented by a self-implementeé rtratumaps a
string of recognized characters to known values in the handwriting grasnrilée gesture rec-
ognizer is also part of the MSA/BPN implementation and maps (x,y) coordinatesthe PDA's
display onto possible referents. See section 4.1.1 for information on tbgnieers used in the
MSA/BPN.

The recognizers take as input a user’s speech, handwriting, aredftarg utterance, and pro-
vide as output a string or object interpretation of this utterance. The méamyprocess is also
reliant on the grammars that are loaded at runtime and stored as linked-listg gdrogram use.
The recognition results are then sent to a semantic interpreter that is sédpdor searching
these results for semantic constituents belonging to a modality-free langamgef(ned in the
communication act templates, see table 5.3). These constituents are then \grittdividual in-
teraction nodes onto the blackboard (see figure 5.8). The semantic @tézrigralso responsible
for triggering the modality fusion module, which occurs each time a queryu#fear command
is identified to exist. The modality fusion module (see section 5.3.2) has thenséisitity to fuse
the events on the blackboard to form a complete communication act. This precsls sev-
eral important steps, including determining an appropriate user interactiofnaimeein which to
consider collected input, re-weighting recognizer confidence valuesid mdividual recognizer
biases, the selection of an appropriate communication act, blackboairtdfitteeing, and the fu-
sion of semantic elements based on the selected communication act (see s@ctiod Section
5.3).

Interpreted communication acts are then passed to the output plannez¢ser 4.4), which
has access to the object node and grammar data that is stored on the P{fatalis used to deter-
mine answers to user queries and also provides formatting instructiongdatgre/object/value
output in comparison to just feature/object output, see section 4.4.2). tthatglanner also
has access to a variety of output planning templates that define which conathmmimodes the
system should use when interacting with the user, for example speeckesigr(tbcanSoft RealS-
peak Solo is used for speech synthesis) and visual graphics, asswdtledher such information
should be presented privately to the user (i.e. on the PDA device) orghiritie use of public
infrastructure (e.g. a large plasma display or public associated displays).

A second component shown in the MSA/BPN architecture is the serversdrlier contains
the MySQIL?° databases that contain navigation (street and landmark) and shopmidgdy) in-
formation, as well as information required to generate grammars for the eedbedcognizers
located on the PDA device. This information is downloaded onto the PDA in Xdiin&at when,
for example, a navigation route is selected in the navigation scenario ortivberser synchro-
nizes with a store shelf in the shopping scenario. Another componeninguon the server is
that of the server-sided recognizers. One server-sided recogisizd in the MSA/BPN scenario
is that of extra-gesture, which recognizes the RFID tag of a produtivuether the action is a
pickup or putdown event. A Java interface application then maps the reedgRFID tag to a
particular product and encodes the information into XML, which is in turrstmgitied to the PDA.

20MySQL, http://ww.mysql.com
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This application is similarly used to interface the server-sided speech sizghéScanSoft Real-
Speak Solo) and could in the future be used to interface additional indudwtput modules used
for input recognition and output presentation (e.g. a server-sideztlpecognizer). In addition
to the Java interface application, an event heap (developed at Stdhioversity (Johanson &
Fox, 2002)) is also located on the server. In comparison to the Javaatgepplication, where
communication is based on a client-server design, the event heap prawidedirect interaction
mechanism that offers a high degree of fault tolerance and is basecamraonly accessible
tuplespace design (Stahl, Baus, Brandherm, Schmitz, & Schwartz,.2ZD@iS)event heap is used
to interface devices like the RFID-instrumented shelves, the spotlight, amuubiie associated
displays (see section 4.5.3). Communication with the event heap is conduated VP Web
requests. Also located on the server is the Apache Web server, whias $8HP scripts to the
public plasma display each time user input is detected by the server-sidadjesture recognizer.
FLUIDUM?! (which contains the spotlight and public associated display functionalityseee
tion 4.5.3), SPECTER-Light (Schneider,dfrer, & Wasinger, 2006), and UbisWorld (Heckmann,
2005) are several additional applications that can be connected to thé8MN application.

2YELUIDUM, http:/fwww.fluidum.org
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Computing environments in which the user is mobile have seen significantceaants in recent
years as applications begin to span multiple and changing contexts. Multimoet@ction has
also emerged as an integral area of development for these contexsiafigfas users break free
from the stationary desktop computing paradigm and enter the realms of mohilguting, in
which more flexible, more natural, and more robust interaction is requireid. chapter outlines
relevant work in the area of multimodal interaction, by summarizing signifigaahthavel projects
that have contributed to state-of-the-art research in the field. Thdeshapo outlines relevant
work in the mobile computing domains of shopping and navigation, two mobile dsntieat
stand to gain from the incorporation of multimodal interfaces and that applyetontgjority of
people on a daily or near-daily basis.

3.1 Projects with a Focus on Multimodal Interaction

This section outlines state-of-the-art research that has been and stilhisdmnducted in the area
of multimodal interaction over recent years. The goals of this section aretlioethe leading
research organizations behind the drive and the projects that hattedeom their research.
The section analyses several of the larger projects in some depth. ticufzar the goals and
highlights of each project are summarized and comparisons are drawedrethese projects
and the work outlined in this dissertation. This section ends with a table outliningritmary
differences between each of the systems.

The systems described below all form part of an elite class of state-@frthaultimodal
dialogue systems. Many of the application domains that are focused on igdteens can be
categorized into a select few groups. The most prominent domain to barseémost all of
these multimodal projects is that of ‘map-based interaction’. This is a fodns ipdhe projects
QUICKSET, MATCH, MuUsST, EMBASSI, SMARTKOM, ComMPASS and the MSA/BPN (Mobile
ShopAssist / BMW Personal Navigator). Typical implementations of maedbanteraction con-
centrate on navigation and city exploration (e.g. BPNytidH), tourist guides (e.g. MsT), and
smaller add-on services for the domain of tourism, such as ticket reservagather, subway in-
formation, and restaurant guides (e.@@NIPASS MATCH). Other prominent application domains
include home entertainment, public information kiosks, and car infotainmerdf(alhich were
prominent in the SARTKOM and BvBASSI projects). Some of the more recent projects are also
focussed on new and more difficult domains with regards to multimodal intemag@iomic for
example focused on bathroom designaAMM on interaction with music databases, and the MSA
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on real-world shopping. Only two of the projects (both of which are amoagéwest) have a fo-
cus on real-world interaction, MSA/BPN andchBA, and this might give some indication into the
future direction that mobile and multimodal systems are likely to take. The combircdtebiffier-
ent application domains is another area that shows future potential, theflidagch can be seen
in projects such as@vprAassand MaTcH (which combine navigation with restaurant finders) and
the MSA/BPN (which combines navigation and exploration with a shoppingtasyis

A notable feature of these projects is that they are all research progdiees than final com-
mercializations, and this shows the very young nature of this field of studi.tih& exception of
the pioneering BT-THAT-THERE system published in 1980, all projects have been active within
the relatively short timeframe of the last 5 to 10 years (and indeed the vasityaf the projects
are less than 5 years old). Furthermore, many of the projects are still te@metpped in one form
or another, including the larger systems like&IQk SET (which has during the course of its life
produced a number of extensions such asR, and S1ARTKoOM (where multimodal compo-
nents are being ported to an open-domain question-answering systenpiojtet SUARTWEB).

Another notable feature of these projects is that the majority of the workdes donducted
in either Europe or the USA. Some of the European research organizaitind the outlined
projects include for example, the DFKI (German Research Center for datifintelligence),
Loria (Lorraine Laboratory of IT Research and its Applications), Ecoen (European Institute
for Research and Strategic Studies in Telecommunications), the EML (Eamddedia Labora-
tory), and the ITC-irst (Center for Scientific and Technological Re$ga From the USA, some
research organisations behind the outlined projects include the CHCC@¥atgr for Human
Computer Communication, Oregon Graduate Institute of Science and Tegipaled the MIT
(Massachusetts Institute of Technology). This list of research ceistfas from exhaustive and
also does not include all of the university and industrial partners that tantributed to research
on multimodal systems in the projects outlined in this section.

3.1.1 Put-That-There

Richard Bolt and Chris Schmandt (Bolt, 1980) from MIT describe a systhich leverages the
joint use of voice-input and gesture-recognition to command events ogadaaphics display.
The RUT-THAT-THERE system falls under their research into a Spatial Data Management System
(SDMS) (Bolt, 1979), in which the goal was to spatially index data that exigtinmeveryday
experiences, like sitting at an office desk. The application scenario isegitinea so-called ‘media
room’ and consists of a centrally situated armchair, two displays (one om sitleeof the chair),
and a third large projected display some distance in front of the chair. Othe side displays
shows the entirety of information in the SDMS including a ‘you-are-heretamgle. The sub-
portion of this rectangle is then portrayed with increased detail on the deida display, which
effectively represents a magnifying window. Two joysticks (also on et of the armchair) are
used to navigate the two displays. One joystick is used to move around thiraieraxis of the
first display, while the other is used on the second display to zoom in ormat@n represented
by multimedia items such as maps, electronic books, and videos as found inttred xoom.
Mini-computers are used to drive the displays and other devices regidbetmedia room, while
the walls are fitted with two sets of loudspeaker banks, one on either side pfdjected display
and the other on either side of the user’s armchair.

Interaction within the BT-THAT-THERE system is limited to commanding simple shapes
about the central graphics display. Shape types include circles,esquard diamonds, all of
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which can be created, deleted, moved about, replicated, and their attrjboli@sr and size) al-
tered. The idea is that these shapes act as placeholders that represécal real-world items
like an inbox or a calendar. The multimodal capabilities of the system are sath thser can
interact via speech-only, or via speech-gesture (pointing) combinedtiten. In the case of
speech-gesture interaction, the pointing gesture always accompagéeh spput and is used for
the resolution of references occurring in the speech input. The actsiahftechniques are not
outlined in the paper. An example of the system’s capabilities is demonstratee fyydbch utter-
ance “Move the blue triangle to the right of the green square”. This utteraan also be expressed
multimodally via speech and gesture: “Put that there”, where the pronloat refers to “the blue
triangle” and ‘there’ refers to “to the right of the green square”. A hidftligf the system is its
ability to resolve relational expressions, for example when modifying the atiéstof an object
(e.g. ‘'smaller’, ‘larger’) or when moving an object (e.g. ‘to the right)of’

The underlying hardware required for the described multimodal speebfesture interaction
includes a speech recognizer capable of recognizing a maximum of 128 ad an orientation
sensor providing pitch, heading, and roll data that is used for pointiogcatinates on the central
display. This sensor is worn by the user on the wrist and is accompaniadsbgond sensor
required to calculate the physical position of the sensor while the user is gitting armchair.

PuUT-THAT-THERE depicts an instrumented environment infrastructure in which the user, al-
though not sitting in front of a desktop computer, still needs to sit in a fixedlaair for the system
to function correctly. A final distinction is that processing in this system igezhout on station-
ary PCs rather than embedded on a mobile device. In contrast tauthd PAT- THERE system
in which pointing-gesture input is used solely to augment speech input, thkeontined in this
dissertation focuses on providing the same degree of input flexibility in @zgitable modality
(made possible through the use of a blackboard architecture and multinaséai fechniques).
The MSA and the BPN also differ from the system in that they do not limit a’'supérysical
mobility.

3.1.2 XTRA

Another pioneering system that incorporates multiple communication modes iAX&Rpert
TRAnslator) (Kobsa et al., 1986; Wahlster, 1991), which combines aladamguage and deixis
input. XTRA provides written natural language access to expert syswmishad the aim of
rendering interaction with expert systems easier for inexperienced. Us€RA allows a user to
combine natural language input (German) together with pointing gestur@s@mputer display,
in order to refer to objects on the display. Input can be in the form of wiiithgiistic descriptions
(typed on a keyboard), pointing gestures with a pointing device (i.e. a mardsth.

XTRA has been developed independently to any single expert system fitstitgpoplication,
access to an expert system in the income tax domain was realized, in whicystbm sssists
a user in filling out his or her annual withholding tax adjustment form. Duriniiabogue with
the user, the system displays the relevant page of the income tax form oartipiter display.
This form also contains a number of rectangular regions that may themselvtzgn additional
embedded regions, all of which can be referred to by the user. A higldigthe system is its
ability to cater for the resolution of pars-pro-toto deixis (see section 2.B4ajs-pro-toto’ deixis
occurs in the XTRA system when a user points at an embedded regionastuatly intending to
refer to a superordinated region. Several sources of informationsaet for identifying relevant
regions on the tax form, including (where available) the linguistic descrightetocation and type
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of deictic gesture, intra-sentential context, and the dialogue context. Cedliltis information
is said to almost always allow for a precise identification of a referent.

Although XTRA sets out to cater for a variety of different pointing gestuteese are sim-
ulated by simple mouse clicks on a computer display. Respective of the timesldantguage
is also represented by keyboard input rather than speech recogmititor aharacter recognition.
Little focus is placed on aspects like the timing and synchronization of multimodat, iapd the
described tax form implementation is representative of a stationary domaan taém a mobile
one.

3.1.3 QuickSet

QUICKSET (Cohen et al., 1997) is a collaborative, multimodal pen and voice systeimtéoact-
ing with a number of distributed applications. Its main role is to provide the multimottaface
to these applications based on components such as recognizer agaitgahlanguage agent,
and a multimodal integration agent. At the heart of the system is its ability to integrati@uous
spoken language and continuous pen input (written, symbols, and pogastgre). The system
also focuses on providing the same user input capabilities for differpestygf devices includ-
ing handhelds, desktops, and wall-sized terminals. Communication is achieweteless LAN
through a distributed Open Agent Architecture (Cohen, Cheyer, Wal@eg, 1998). This type
of architecture generally allows the processing of input to be carriecedtely on resource-rich
devices, with only a minimal amount of processing required on end devicésas handhelds, but
as a result does require additional hardware infrastructure to berprfes the system to function.
The motivation behind QICK SET was to develop technologies that can aid in substantially reduc-
ing the time and effort needed to create large-scale interactive simulatiomsisthose required
by a country’s military forces.
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Figure 3.1 QUICKSET system architecture (Cohen et al., 1997).

The QUICKSET interface is specialized to map-based tasks, and this is a commonality in all
the resulting applications that make use afIQK SET. The interface provides a geo-referenced
map of some region, and it also provides pan and zoom capabilities, multiplays/eand icons.
Employing pen, voice, or multimodal input, the user can annotate the map, grpatitts, lines,
and areas of various types. The user can also create entities and tefimehaviour. One
difference between QCK SET and the MSA/BPN is that QICK SET uses a tap-to-speak interface
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to activate the speech recognizer(s). This is often important in mobile afiptisas it provides
substantially more intelligible results than open-micropRonteraction. The MSA/BPN employs
a similar interaction metaphor for this reason (i.e. push-to-talk), but rataem#quiring a touch-
display (and more importantly knowing where on the display to touch), the MBN/Btilizes a
physical button on the mobile device that the user can both see as well.as fee

Three applications where Qck SET has been applied includexENIT, LEATHERNET, and
Mimi (Cohen et al., 1997). ANIT (Exercise Initialization) is an application enabling users
to create large-scale military exercise simulations. An example user interaciigd e a user
providing the following spoken utterance: “Multiple boundaries”, followirdsuccession by a
series of multimodal utterances such as “Battakairaw line>" and “Company<draw line>".
LEATHERNET is a second military application in which a user can create and position entities, gi
them missions, and control an associated virtual reality environment. Borpe, a user might
hold the pen at the desired location and speak: “Red T72 platoon” resint@gew platoon of the
specified type being created. The third application is callesiiMMultimodal Interaction with
Medical Information). In contrast to the other two scenarios, this is amiditary application that
allows users to find appropriate health care centres in a city and to theol&sk @ip questions
about the centres, including transportation means to those sites. In thigiscaruser might for
example say “Show me all psychiatrists in this neighbourhood” and combinetterance with a
circling gesture on the map.

The speech vocabulary of the system consists of noun phrases uUabdltentities and a va-
riety of imperative constructs used to supply entity behaviour. A novedasyt QUICKSET is
that a user’s speech input is recognized by multiple speech recogaizéére same time - two
from IBM (VoiceType Application Factory and VoiceType 3.0) and a thiahi Microsoft (Whis-
per). 68 pen gestures are also possible withindx SET, and these include various military map
symbols (platoon, mortar, fortified line), editing gestures (deletion, grggpimoute indications,
area indications, and taps. Multimodal input recognized by the indivigicaignition engines is
passed to a natural language agent, which employs a definite clause granthpgoduces typed
feature structures (Carpenter, 1992) as a representation of thenaétereaning. A multimodal
integration agent then analyses the incoming typed feature structuresesfing individual in-
terpretations of speech and gesture, and it also identifies the best uniégoretation, be that
multimodal or unimodal. The authors outline that their modality fusion procedusased on
typed feature structure unification, and that this is advantageous leataupports partiality, mu-
tual compensation, structure sharing, and multimodal discourse. Partifdity te the ability for a
recognizer to deliver part results that can later be unified with othergsuwlts. Structure sharing
and multimodal discourse refer to the ability for the feature structure templabesdontinually
modified as more information becomes apparent. Mutual compensation tefirs ability to
choose from multiple results in one communication mode based on a givenireautlifferent
communication mode (e.g. choosing a point gesture over a line gesturedrasdtit is known
from an accompanying speech input

QUICKSET is one of the larger projects that focus on multimodal input. Its design is hewev
based entirely around a distributed agent architecture. In contraspplieagions developed un-
der this dissertation focus on embedded multimodal interaction, which has s&enoftifferent

1The term ‘open-microphone’ refers to a microphone that is alwatjgedy listening. For the purposes of speech
recognition, such an approach requires that speech (and notrbaokignoise) be detected automatically

2/ trade-off for mutual compensation is an amplified error in the casethiesassumed correct input was actually
incorrect
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advantages, including the ability to function even when the device is disctathieom a network.
Another difference is that while QCK SET concentrates on providing the same functionality to a
range of different device platforms, the MSA/BPN concentrates onglirmythe same functional-

ity to a range of different communication modes, be that speech, writintyrgesr multimodal.
The result of this is that users are able to interact via a wide range of multiimpadd combina-
tions, rather than being forced to use a limited set of multimodal combinationgispdxy the
system. A final difference is that the MSA/BPN represents a lower-cost muléihsmlution to
QUICKSET in that both the application and interaction strategies are embedded on a sidgle e
device rather than on a set of distributed servers plus an end device.

3.1.3.1 QuickSet-Rasa

RAsA (McGee & Cohen, 2001; Cohen & McGee, 2004) is a tangible, augmeeéditlrenviron-
ment that digitally enhances the existing paper-based command and captbllity in a military
command post. Itis based on the distributed multi-agamo®SET project, and it links physical
objects (i.e. Postit! notes) on a command post map to their digitally represented military unit
counterparts. Input communication channels in this project include sppeshand touch. The
authors note that in various high stress environments, people chooseh@totse robust, mal-
leable, physical, and high in resolution (i.e. pencil and paper), and thiselalted in large paper
maps and post-it notes to be preferred over high-value command andlcoftivare systems.
The motivation of RsA was to support the tools of paper maps, post-it notes, and pencil, while
at the same time capturing a digital representation of the map and its entities.

Figure 3.2 Users collaborating witRASA (McGee & Cohen, 2001).

RAsA’s underlying hardware includes a touch-sensitive Smartboard upainwhie user can
affix a map, and a digital Anofa\/pen and tablet PC for writing on the post-it notes. The Anoto
per? is used for drawing on the post-it notes. Like any other pen, the Anotppeuces ink,
but it also has a Strong ARM CPU, memory, Bluetooth capabilities, and a cdherats it see
a special Anoto dot pattern that can be printed onto any ordinary piguapafr. The underlying

3Anoto pen, http://www.anoto.com
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tablet PC thus captures the digital ink while the pen simultaneously prodwatésken the post-it
notes. The location of the post-it note is then captured by the touch-serdigpay each time a
post-it note is affixed to the map.

Gestures recognized by the.Ra system include symbolic and editing gestures such as points,
lines, arrows, deletion, and grouping, as well as military symbology includinigsymbols and
various control measures like barbed wire (around 200 symbols in totgBech is recognized
via a microphone array attached to the top of the SmartBoard or alternatisedywireless close-
talking microphone. An off-the-shelf speech recognizer is used foptiigose (Dragon Systems
Naturally Speaking), together with context-free grammars containing dutarg of 675 words.

3.1.3.2 QuickSet-3D Hand: 3D Hand Gesture Extension to QuickSet

One extension to the QCK SET system describes howQCcK SET's digital ink capabilities are
extended by a 3D hand gesture recognizer (Corradini, Wesson, &1;@002). The motivation
behind this extension was to create a body-centred multimodal architectuley@gmgpoth speech
and 3D hand gestures. A separate goal of the authors was to create anwloile interaction
alternative to the electronic pen used iWIQKSET, which is connected by wire to a specific
interface and thus limits user mobility.

In the scenario, a map is projected onto a virtual plane in space, and theonskines 3D
hand movements with speech commands to create and move entities on the map.pdsvo ty
of gesture are recognized by this system: pointing (used to select poitite anap) and hand
twisting about the index finger (used to signal a user’s wish to pan ovenépd. These hand
gestures are recognized through the use of a magnetic field tracker E@itédof Birds (FOBY,
which is used to monitor the position and orientation of the hand, and a Pina®Glelich is
used to simulate pen-down and pen-up actions. Before using the systasusst first calibrate
the regions that they wish to paint in, which is done by pointing at three ofdttegs of a chosen
rectangle. A limitation of the system as outlined in their work is that although dgsaising
free hand movements allow for non-proximity and transparency to the ioggrfiae creation of
detailed drawings is not easy and human pointing is not very accurate@dur& Cohen, 2002).
A second limitation of the system is that the hand tracker does still have cabtemtinectit to a
stationary computer.

3.1.3.3 QuickSet-ExertEnv: Mobile System for Exerted Conditions

Perhaps the most closely related work to the MSA/BPN is that from Kumar €08l4), in which

a mobile multimodal system was built for a study that analysed the relationshgpeeth, pen-
based gesture, and multimodal recognition as a function of a user’s sttertibn. In the study,
subjects completed multimodal tasks that required them to use speech and tegphovide the
system with two attributes for a first object (‘shape’ and ‘compositiont) Hren two attributes
for a second object (‘direction’ and ‘object’). In this system, the sheape direction attributes
are only permissible via the modality of gesture, and the composition and olfjiotites are
only permissible via the modality of speech. This meant that each object wéeghidentified

by information originating from two separate modality types. The hardwagd imsthis system

“Flock of Birds, http://www.ascension-tech.com/
SPinchGlove, http:/fiwww.fakespace.com/



52 CHAPTER 3. RELATED WORK

consists of a PDA communicating with a server via wireless LAN, and a cldsaganoise-
cancellation microphone. A digital voice recorder and a polar heart ratgtonovere also used
for study purposes, but did not provide any direct input into the syst8oanSoft's ASR3200
speaker-independent speech recognizer is used in combination wébulades catering for 85
different utterances to capture speech input and to generate a [Bsbefhypotheses. A sketch
recognizer from Natural Interaction Systems is used for the recognitibivecdifferent gestures
(dot, cross, arrow, line, and area).

In contrast to the QICKSET project, speech recognition in this project is performed locally
on the PDA device. However, in contrast to the MSA/BPN, the digital ink is stquired to be
transmitted over the wireless network to a remote server for gesture réongand multimodal
integration also takes place on the server rather than locally on the PDAréliaisce on sup-
porting infrastructure and in particular the reliance on a working wirelégs tonnection while
the subject is running, is outlined by the author as creating substantial times aéla5-20 sec-
onds, and this led to poor multimodal performance each time the system switetvegeh base
stations. The author was only able to overcome this problem by allowing $silbjecin without
the mobile device in their possession and then handing subjects a mobile desficénee they
arrived at a particular destination. A second difference between thisrayand the MSA/BPN
is that the system only supports the use of a communication mode in combinationspiticiéic
semantic type (e.g. speech used only for composition and object informatidrgesture used
only for shape information and directional arrows), while the goal of tt&AKMBPN is to allow
a user any modality (speech, handwriting, gesture) in combination with angrdie term (e.g.
feature, object).

3.1.4 MATCH

MATCH (Multimodal Access To City Help) is a multimodal city-guide and navigation system
that enables mobile users to access restaurant and subway informatiba @ity of New York
(Johnston, Bangalore, Stent, Vasireddy, & Ehlen, 2002; Johnstaal.e2002). Input into the
system can be expressed by speech, pen (writing, or symbolic géstunesiltimodally (speech-
pen combined interaction). The architecture ohIH is agent-based and similar in style to
the hub-and-spoke architecture used inLGXY (Goddeau et al., 1994). In contrast to almost
all other distributed architectures,AvicH runs stand-alone on a Fujitsu pen computer (a mobile
computer closely resembling a tablet PC). Support for multimodal interactiochisved by a
single declarative multimodal context-free grammar that is compiled in the foafofite State
Automaton (FSA). This FSA defines the paths that make up valid interaction widyttem and is
tightly bound to a speech-act based multimodal dialogue manager that alloms<&d-initiative
multimodal dialogue that can span multiple user-turns.

Speech input is provided to the system via a ‘click-to-speak’ action, intwaiaser is re-
quired to press a graphical button on the visual display to activate the rhamegsimilar to that
described in QICKSET). In line with the experience gained while designing the MSA/BPN, this
is said to be preferred to an open-microphone, as an always listeniogniger is be more sus-
ceptible to an increased degree of spurious speech, especially in mvisgnenents. AT&T'’s
Watson speech engine is used for recognition, the output of which is a laftipessible word
string hypotheses and associated costs. Pen input includes arealipejrand arrow gestures
(10 in total), and a total of 285 handwritten words are accommodated by stensyGesture and
handwriting recognition is based on a variant of Rubine’s (Rubine, Yl@®iplate-based gesture
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recognition algorithm trained on a corpus of sample gestures.

An example multimodal interaction in the McH system is as follows: “Show cheap Ital-
ian restaurants in this neighbourhoagesture-", which could also be represented entirely via
handwriting and gesture (e.g. cheap Italiacircle gesture-), or entirely via speech (e.g. “Show
cheap Italian restaurants in Chelsea”). Aside from restaurant informaiie user can also ask for
subway directions (e.g. “How do | get to this place?”).

MATCH and the MSA/BPN have much in common. However, in comparisonAodwi where
the grammars are compiled based on a predefined grammar, the grammars BArerd/igen-
erated dynamically based on the type of objects currently in a particular. shiedf MSA also
caters for speech-only, handwriting-only, and multimodal interactioncdtin addition support
pointing-gesture-only interaction, and unlikeavtcH, the MSA/BPN supports physical interac-
tion in a real-world environment.

3.1.5 MUST

The EURESCOM MisT project (MUItimodal, multilingual information Services for small mobile
Terminals) is a multilingual (Norwegian, Portuguese, French, and Enghishinaltimodal tourist
guide demonstrator for the city of Paris. It was developed by the rdseamartments of three
telecommunication operators and two academic institutes over a period of tweofy@a 2001
(Almeida et al., 2002; Boves & Os, 2002). The objectives of the projemewo develop a
realistic multimodal and multilingual service to gather an understanding of holv services
might integrate with future UMTS networks and to conduct human factorrerpats with users
to evaluate the worthiness of the multimodal interaction.

Interaction within MUST is user-initiated, but in contrast to the MSA/BPN,UdT focuses
almost entirely on multimodal interaction consisting of only combined speechem(pinting)
interaction. Similar to the MSA/BPN, multimodal interaction withinudTt may be provided
either sequentially (i.e. first speech then gesture) or simultaneously (seirg@rovided during
a speech utterance, titled inWT as ‘tap-while-talk’ mode). Output in MsT takes the form
of synthesized speech, text, and graphics. A multilingual Question/Aigyveystem is also
incorporated to handle out of domain requests.

The MusTtourist guide is based on a fairly rigid interaction template. First a user ismiexs
with an overview map showing all POls, such as the ‘Eiffel tower’ andAne de Triumph’. The
user must then select a POI (via speech, pointing-gesture, or bothipg-selected a POI object,
the user is then able to interact with the POI via speech, for example byisge®khat is this
building?” or “What are the opening hours?”. A second example of multifiogat is the spoken
utterance “What restaurants are in this neighbourhood?” accompangegddinting-gesture. One
novel aspect of the project is that the speech recognizer is alwaysaopl listening, which is rare
for mobile outdoor systems as they often struggle with decreased recogrgtiimmmance due to
the high levels of noise found in the surrounding environment.

As shown in figure 3.3, MsTis based on a distributed client-server Hub architecture that was
originally developed under theA&AXY project (Goddeau et al., 1994). The server is responsible
for almost all of the processing, while the client device - a Compagq iPAQ PBAised merely
as an access portal to the service. This heavy reliance on supportiagtin€ture (including
WLAN and GSM/UMTS networks) is perhaps the most notable different@dmn the embed-
ded MSA/BPN applications and this distributed system. Philips SpeechPdaif208ed for the
server-sided speech recognition and ScanSoft RealSpeak (amamg) ashused for server-sided
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speech synthesis. Spoken utterances are transferred to/from tee\dara GSM-based phone,
while text and pen inputs are transferred from/to the client GUI via a TCRiiPection with

the GUI server. Speech recognizer and GUI inputs are fused by a muitirmedver and then
passed to the dialogue manager where a system response is createtitamack to the client
device. Communication within MST is represented in an XML based markup language named
MxML (MUST XML), which is used to represent most of the multimodal contéifite individual
modules are written in Java and C/C++.
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Figure 3.3 MusT mobile tourist guide (left) and its distributed architecture (right) (Almeida
et al., 2002).

3.1.6 EMBASSI

EmBAssi (Kirste, Herfet, & Schnaider, 2001; Elting, RapppMer, & Strube, 2003) was a joint
research project funded by the BMBF, with a total of 19 partners fratastry and academia. The
project stands for “Multimodal Assistance for Infotainment and Servifl@structures”, whereby
the BvBASSI acronym itself is derived from the German translation of the project: “Ebeidche
Multimediale Bedien- und service ASSistenz”. The focus efs&ssi was the development of
new paradigms and architectures for man-machine interaction with techriiGtioctures for
the non-professional everyday life. Central themes of the projectdaclintelligent assistance,
multimodal interaction, and anthropomorphic user interfaces. Around @eatsic papers and
conference talks were generated over the life of the project.

Some application contexts inMBASSI include home entertainment, public terminal, and car
infotainment systems. In the home environment and in particular in a living sm@nario, the
goals are to allow a user to control devices (e.g. TV) and the environraant lght or sound
intensity, and temperature). For example, the user might say: “I want tinsemws” or “Please
record the thriller tonight”, in a manner similar to th&&RTKoOM project. In the automotive envi-
ronment, the user is able to interact with infotainment devices such as radidgation systems,
and mobile phones, for which speech input and output were classifestantial modalities (e.qg.
“I want my favourite station”). The public terminals environment focussedpecial user groups
like disabled persons because such public environments are most ofieeered for the aver-
age user and do not allow maodification by individuals. Specific interfacswhre considered
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included an automatic teller machine and a food vending terminal.

One of the main scenarios is that of the home environment. In this scenatbjsmpovided
via speech, pointing gesture, and a graphical user interface thatti®ltech by a remote. It is
stated that a directed laser beam can also be used in place of video tag#thmestures, which
are often ambiguous. NEBASSI incorporates conventional output modalities like displays, lights,
and acoustical signals, but also speech, and non-verbal visuahiation like facial expressions
and gestures through the use of virtual characters. Multimodality is manadgedsAss! by a
‘polymodal input module’ that is responsible for merging the modalities. A caeichoose to use
any of the three supported modalities alone (i.e. unimodal input), or choastetact with the
system multimodally. It is for this reason that the the term ‘polymodal’ is predeirr this project,
which is stated to encompass “one or more modalities” rather than only multiple mod#litste
et al., 2001). Input modalities available in the other scenarios (all basadstareoscopic video
recording approach) include the recognition of gesture, facial exjme, emotion, lip-reading,
eye-tracking, and stick-pointing. One novel aspect of the system i# @hlab caters for indirect
interaction. For example in the driving scenario, driver attentiveness asuned based on the
direction in which the driver is looking, and driver drowsiness is measbased on the frequency
of eyelid movements.

EmBASSI is a multi-agent system based on a layered and distributed architecture oSthae
more prominent modules withinNBASSI include the user input components (also known im-E
BASSI as I-components), user output components (or O-components), thgudialmanager, and
the context manager. Individual interaction events are first handlékeol)components, and are
then transformed into semantic representations that reflect the intentiorsef's action. These
semantic representations are then fused together; in particular, argnade made between the
modalities and/or past entities of the dialogue are resolved. Similar to the MSA/gPiNal
user interactions in #BASSI consist of the combination of a command and object reference (Elt-
ing et al., 2003). In EBASSI, the semantic definitions and the relationships between semantic
types like commands and objects are outlined in an ontology that is defined XMarDTD
(containing the basic hierarchy and syntax) and a correspondingt&stlogic representation
(containing the semantics and interdependencies). The modality fusion nfiod@E®BASSI is
implemented using Java and Prolog.

One interesting aspect withinMBASSI is with regards to the placement of interaction events
and the synchronization of user input. In contrast to the MSA/BPN, whiels & central black-
board to store active events, irMEASSI, an interaction event is sent directly to the modality
fusion component, which then queries all other modality analysers indepéyndo determine if
they have information that might contribute to the current interaction basedset timeframe
(ta,ty). Additionally, EMBASSI is capable of analysing a single recorded signal through the use
of multiple different-type recognizers (e.g. the same eye recording magdaefar multiple and
different purposes). This aspect shows similarities Mr8tTKowm, but differs to the MSA/BPN
where a single signal (e.g. speech) is analysed by multiple same-type irsgmith the goal to
increase recognition accuracy in the one captured modality.

3.1.7 SmartKkom

SMARTKOM (Wahlster, Blocher, & Reithinger, 2001; Wahlster, 2006b) is a mixed-inigatiul-
tilingual (German, English) and multimodal dialogue system that combinestspgesture, and
facial expressions for input and output. It was the follow up projectadomobil (1993-2000)
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(Wahlster, 2000) and was funded by the German Federal Ministry ofdfdun and Research
(BMBF). It consisted of over 10 consortium partners led by the [PF&hd over the course of the
project 51 patents, 29 spin-off products, and 246 publications werergted.

Three scenario platforms defined under thea8T KoM project were: IARTKOM-PUBLIC,
SMARTKOM-HOME/OFFICE, and SUIARTKOM-MOBILE.

e SMARTKOM-PUBLIC is a public multimodal communication kiosk for domains like airports
and train stations. Input modalities consist of speech, facial expressidmgesture. Speech
input is captured with a directional microphone and is based on a spigalegrendent rec-
ognizer. Facial expressions of emotion are captured through real-tirae gitalysis, and
gestures are tracked through the use of an infrared camera and adeskigersion of the
Siemens Virtual Touch screen (SIVIT). Output is provided in the forngraphics, audio,
and a life-like character called Smartakus that is capable of multimodal interactibe
form of combined graphical output, speech and gesture.

e SMARTKOM-HOME/OFFICEIs an infotainment companion that is implemented using a Fu-
jitsu Stylistic 3500X tablet PC and caters for home and office domains. Multinsedaces
include an electronic programme guide for the TV and an interface forabng¢rconsumer
electronic devices like TVs, VCRs, and DVD players. Input interactioegsake form of
either just speech (referred to iIM8RTKOM as ‘lean-back’ mode), or coordinated speech
and gesture (‘lean-forward’ mode).

e SMARTKOM-MOBILE is a mobile travel companion that uses a PDA as a front-end device
and caters for the domains of car/pedestrian navigation and point-oéshieformation
retrieval. Multimodal interaction consists of speech input that can be codhlitke pen-
based pointing. A simplified version of the Smartakus interface agent m®wigtput in the
form speech, gesture, and facial expression.

SMARTKOM is based on a distributed component architecture callediyLATFORM (Mul-
tiple Language Target Integration Platform for Modules, (Herzog,hHfirann, Merten, Ndiaye, &
Poller, 2003)). The BARTKOM system consists of more than 40 asynchronously running mod-
ules coded in four different programming languages: C, C++, JawhPaplog. An important
feature of the architecture is its multi-blackboard design (see figure 3é¢)cdmmunication pro-
tocol is based on the Multimodal Markup Language (M3L) (Herzog et @D42and is used for
exchanging information via the various blackboards and for expresgind hypothesis graphs,
gesture hypothesis graphs, hypotheses about facial expressedis, fusion results, and the pre-
sentation goals.

The integration and mutual disambiguation of multimodal input and outputinRS Kom
is based on symbolic and statistical methods for the fusion of modalities, whicmdgicted on
both a semantic and a pragmatic level. Unification, overlay, constraint spbmgplanning are
all used in MARTKOM’s modality fusion and modality fission components. The modality fusion
component unifies all scored hypothesis graphs stemming from a usexctitar These graphs
are generated by the speech recognizer (word hypothesis grapis)dy component (clause and
sentence boundary hypothesis graphs), gesture recognizettfegps for possible reference ob-
jects in the visual context), and facial expression interpreter (hypestedsout the emotional state

6German Research Center for Artificial Intelligence (DFKI GmbH), http:iaatfki.de
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Figure 3.4 SMARTKOM architecture showing the multi-blackboard design (Wahlster et al.,
2001).

of the user). An intention recognizer then ranks the resulting interactipothgses. The modality
fusion component is also augmented by a multimodal discourse model thatrdatine resulting
hypotheses within the scope of a particular context. One novel asp8staHTKOM is that the
mutual disambiguation component is also capable of understanding nalastanterpretations
such as irony and sarcasm.

SMARTKOM has a number of significant contributions that distinguish it from other pije
One such aspect is its plug-and-pay architecture, which supports mudtiggnizers for a sin-
gle modality (e.g. a user’s speech signal is processed by three unineodaginizers in paral-
lel for speech recognition, to determine emotional prosody and to detertamgedioundaries).
Modality analysers may also be added and removed dynamically while the sgstaming, thus
supporting the changing demands of users and the situative contexteparéhin. Another in-
teresting aspect of MARTKOM is its equal focus on output presentation as on input interaction.
Multimodal output in MARTKOM centres around an interface agent called Smartakus that can
provide an anthropomorphic and affective user interface and cortddinge repertoire of gestures
including pointing-gestures, body postures, and facial expressiabklgter et al., 2001). Also
of interest is that 8ARTKOM is capable of not only understanding and representing a user’s mul-
timodal input, but also its own multimodal output as shown in the following exampéntkm
Wabhlster (2002b):

U: “I would like to go to the movies tonight”

S: “This <gesture- is a list of films showing in Heidelberg”
U: “Please reserve a ticket for the first one”

In this example, ‘the first one’ refers to a visual antecedent provigettid system rather than a
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linguistic antecedent provided by the user. Another important result dbttrerT KoM project
was the collection of a large amount of multi-channel audio and video datedxperiments that
in total consisted of 448 multimodal Wizard of Oz sessions (or 1.6 terabytéstaf, useful for
the functional and ergonomic design of systems.

SMARTKOM is one of the largest projects world-wide that tackle the issues concemiiig
timodal interaction. Several aspects of the project relate closely to theautliked in this dis-
sertation, while other aspects differ in their overall objectives. Oneiargaich the MSA/BPN
exhibits commonality with 8ARTKOM is with regards to discourse processing and in particular
SMARTKOM'’s three-tiered multimodal dialogue discourse model (modality, discoursedan
main layers), which for the purposes of crossmodal reference t&soktores information not
only on what is verbalized but also on what is visualized (Wahlster, 2008) example, in the
MSA, objects written to the blackboard are stored as ‘modality objects’ (ieecdp handwriting,
intra-gesture, or extra-gesture). Each modality object also contains &olinéth the proposed
semantic function of the object (e.g. provider of ‘feature’ or ‘objectbimfiation) and to the in-
dividual modality’s proposed N-best list of hypotheses for the semamtiction (e.g. in the case
of an object referent: N1="PowerShot S50”, N2="PowerShot"SBI3="PowerShot S45"). This
modelling of ‘semantic information providers’ is analogous t@aARTKOM'’s discourse object
layer. Finally, the domain objects withilM@RTKoM can be likened to the multimodal ‘com-
munication acts’ defined in the MSA/BPN. For example, communication acts in tiiedéne
that a<Feature-<Object> entry is valid in contrast to aObject><Object> entry. These acts
are statically defined within the MSA/BPN’s program code in comparisormerg Kom, which
defines its domain model/ontology more flexibly using the ontology language OIL.

Symmetric multimodality is another area in which the MSA/BPN has commonalities with
SMARTKOM. In SMARTKOM this is based on the use of a virtual character that exhibits many
human characteristics, thus allowing both the user and the virtual charactemmunicate via
speech, pointing-gesture, and facial expression. Similar to a useliting ¢haracter can speak,
use his body, arms, and hand movements to define gesture, and facedstap to portray emo-
tions. The MSA also caters for symmetric multimodality (for the modes speectwhiing, and
gesture), but does not focus on the use of virtual characters to dortiésvalidity of the imple-
mentation can be seen by considering the MSA's system output; speedsénfed via a speech
synthesizer, handwriting is displayed as text, and pointing-gesturedarsederent selection by
the system are modelled as boxes drawn around a referent (for agtarg) and as a spotlight
directed at a referent (for extra-gesture). The primary differ&eteeen these two systems is that
whereas 8ARTKOM models the actual physical actions via a virtual character, the MSA models
just the result of the action (i.e. the resulting audio output, written text, orenefselection).

In contrast to MIARTKOM, the MSA takes interaction one step further by incorporating sym-
metric multimodal interaction with real-world interaction, for example a user magtsabeobject
by picking it up, and the system may select an object by casting a spotlighitoriReal-world
interaction is one theme that is not addressed within ther§ Kom project.

Anthropomorphization is another concept covered by both systems (isgnam human
characteristics to non-human things, see Wasinger and Wabhlster (208&eation 4.3). In
SMARTKOM, a user can interact with Smartakus as though Smartakus were a real.p&hss
differs in the MSA where a set of shopping products are instead usatle IMSA, an additional
communication layer (both for user input and system output) is modelled sosat can interact
either ‘directly’ or ‘indirectly’ with products that exhibit anthropomorphibazacteristics when
spoken to directly, for example each object is assigned different vbemcteristics.
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One other difference betweemnmRTKOM and the MSA/BPN is that the MSA additionally
caters for the modality of handwriting, which was only used in tvaSTKom system during
biometric signature identification. FinallyM3RTKOM was designed to be distributed across a
number of servers. As a result, even the mobile versionsvafiS Kom (both the tablet PC and
PDA versions) are linked to servers via WLAN. In the case of thesr Kom PDA implementa-
tion, the mobile device works via a VNC connection to a distributed servdr,thatall interaction
and processing is conducted remotely as discussed in section 3.1.7.1.

3.1.7.1 SmartKkom-Mobile

Buhler, Minker, Fauliler, and Kiiger (2002) describe theMdRTKOM-MOBILE system in more
detail. SMARTKOM-MOBILE is defined as a prototype system for multimodal human-computer
interaction in mobile environments, and it supports location-aware in-caomdfidot navigation.
SMARTKOM-MOBILE is based on a client-server architecture in which the PDA client is only
responsible for managing the content of the iPAQ screen and gatheringvpats. This data is
then transmitted to a server for interpretation via a VNC connection (see f8gbl).
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Figure 3.5 SMARTKOM-MOBILE: Hardware and software components used in the scenario
(Buhler et al., 2002) and a picture of the interface used for navigationlgféah2002b).

SMARTKOM-MOBILE is novel and similar to the work in this dissertation in that it defines
a range of different modality combinations for interaction with the system. ®hebmations
defined in MARTKOM-MOBILE (based on speech and graphics/pointing-gesture) are: default,
listener, silent, speech-only, and suspend. In the default mode, allitresdare enabled for input
and output (useful when privacy or disturbing others is not an issnéhe listener mode, speech
and graphics/gestures are available for output, but only gesture iskdediba input. In the silent
mode, only graphics/gestures are available for input and output (similatrexditional GUI),
while in the speech-only mode, only speech is available for input and o(ipatul when the
user is driving a car). Finally, the suspend mode disables all input aipditomodalities (useful
when the user has a high cognitive load or is in a dangerous situationhérinteresting aspect
of the system is that it tries to encourage a user to switch modes if recognittomaay is too
low (e.g. by asking the user to ‘show’ rather than to ‘tell’ the system somethingcomparison
to SUARTKOM-MOBILE, the MSA defines and evaluates a much larger number of multimodal
combinations (23 in total) for use with mobile devices.
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3.1.7.2 SmartWeb

SMARTWEB (2004-2008) (Wahlster, 2006a; Reithinger et al., 2005) is the cufodiotv up
project to SIARTKOM (1999-2003). Although 8ARTKOM addresses multiple domains (e.g.
TV programme guide, telecommunications assistant, travel guide), it onlyosspstricted-
domain dialogue understandingMSRTWEB goes beyond BARTKOM in that it will combine
the previous focus of multimodal interaction with that of open-domain questiewering, using
the entire Web as its knowledge base. The main goal of therRSWEB project is to lay the
foundations for multimodal interfaces to wireless Internet terminals (e.g.t@hanes, Internet
phones, PDAS) that offer flexible access to Web services.

The SMARTWEB project brings together research in the fields of mobile Web services, intelli-
gent user interfaces, multimodal dialogue systems, language and spemeblagy, information
extraction, and Semantic Web technologies. The project is based on ffude #hat have the
potential to form the basis for the next generation of the Web. The fiisité$ the Semantic
Web (Fensel, Hendler, Lieberman, & Wabhlster, 2003), which providegadabls for the explicit
markup of the content of webpages. The second effort is the devetampheemantic Web ser-
vices, which results in a Web where programs act as autonomous ageat®todthe producers
and consumers of information. The third important effort is information etitba from large
volumes of rich text corpora available on the Web.

By exploiting machine-understandable content in semantic webpagekTVEB will ex-
tend today’s search engines by allowing not only for intelligent informasieeking dialogues but
also for task-oriented dialogues (e.g. programming a navigation systend @rfigppropriate soc-
cer stadium). Since semantically annotated webpages are still rare due to thetisuening and
costly manual markup, ARTWEB uses advanced language technology, information extraction
methods, and machine learning, for the automatic annotation of traditionabhgedgncoded in
HTML and XML. SMARTWEB generates such semantic webpages offline and stores the results
in an ontology-based database of facts that can be accessed via ladg@werver. In addition,
SMARTWEB uses online question-answering methods based on real-time extractidevainte
information from retrieved webpages MBRTWERB is furthermore expected to provide context-
aware user interfaces to support a user in different roles suclivasdk car, driving a motor bike,
as a pedestrian, and as a sports spectator.

3.1.8 COMIC

Cowmic (Conversational Multimodal Interaction with Computers) (Boves et al., P30l project
that was funded by the EU in the area of long term and high risk resedié.project com-
bined software and system development with experiments in human-humanmiath-computer
interaction in language-centric multimodal environments.

The focus of @MIC was on cognitive-science research relating to multimodality. Its objec-
tives were to build models of the cognitive processes involved in multimodahbirtien in both
fixed and mobile working environments, and to show the usability of thesdtaegmodels for
novel eWork and eCommerce services. One application that is outlined Gaadac is a design
tool for bathrooms, which was extended so that interaction is not justgp®ssa a mouse, but
rather also via multimodal input. System components developed in ¢th&dcCproject include:
dialogue and action management, multimodal fusion and fission, speecimitemggpen-based
gesture recognition (handwriting, sketches, and deictic gesturespudimat presentation. Speech
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recognition in @Mic is implemented using the Hidden Markov Model ToolkiSupporting the
recognizer are context-dependent phone models that are trainedthisi&@erman Speech-Dat
database and a language model that is inferred from recordings takieg éxperiments. Pen
input recognition is implemented with algorithms developed by the NIThe modality fusion
components of OMIC are based on the procedures and software developed at the DFKI in the
framework of the $1IARTKOM project (Boves et al., 2004). The distributed component archi-
tecture upon which GMmic is based, called MULTIPLATFORM (Herzog et al., 2003), was also
originally developed in the Verbmobil andvV@RTKOM projects.

Peculiar to the ©MIC system is that user interaction is system-driven (rather than usendrive
or mixed-initiative) (Boves et al., 2004). This means that a user's spaedhpen input are
confined to a fixed time window following the end of a system prompt. The asitate that if
the user interacts outside this time period - which is denoted by a green ayloegled square on
the tablet PC's display - their interaction is disregarded. During usabilityestuthis interaction
paradigm was shown to be difficult for subjects to abide by, and recogrtiouracy declined as
a substantial proportion of input utterances were truncated becaysexteeded the maximum
allotted time window. Interaction in @vic was defined to be drawing or writing input combined
with speech input. This too is an aspect which differs to the MSA/BPN wheseacan choose
to interact either unimodally (e.g. just speech or just gesture) or multimodadly ¢peech and
gesture combined) when providing input to the system.

3.1.9 MIAMM

Miamm (Multidimensional Information Access using Multiple Modalities) (Reithingey¢a &
Romary, 2002; Pecourt & Reithinger, 2004; Reithinger et al., 2005) Elafunded project that
was carried out by a large consortium including INRIA-LOR]MFKI, TNOX, Sony Interna-
tional, and Canon Research. The aim ofAMMm was to develop new concepts and techniques
in the field of multimodal interaction to allow for faster and more natural accesmuttmedia
databases. In addition to interaction via a graphical user interface, multlisgaech (German,
French, English) and haptic interaction (senso-motoric, and tactile) ailafaie for data selection
and data visualization of a large-scale MP3 music database. On the outpatrsME3 player (to
play music) and pre-recorded speech prompts (to provide acoustisafgdlédwere incorporated
into the system.

The specific type of haptic device used inA¥M is a PHANToM force-feedback uriit
with three degrees of freedom. This is required to simulate the buttons of the ptager and
can actively exert forces to resist or aid the movement of a user’'sréiraged to provide vibro-
tactile signals to the fingertips. Envisaged uses of haptic feedbackAmi were for example
strong/weak feedback to imply the existence of large or small amounts of @idtanavigating
a music database and haptic feedback in the form of rhythms (for desggth®ntype of music
currently selected). Four different visualizations were created fptidiaisual interaction over
the life of the project: conveyor belt/wheel, timeline, lexicon, and map/terragitiflRger et al.,
2005).

"Hidden Markov Model Toolkit, http://htk.eng.cam.ac.uk

8NICI: Nijmegen Institute for Cognition and Information

°INRIA: Institut National de Recherche en Informatique et Automatique
19TNO: Netherlands Organisation for Applied Scientific Research
1PHANTOM, http://www.sensable.com/products/phantghost/
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From a functional point of view, multimodal fusion in ikvM is divided into three mecha-
nisms: interpretation, context processing, and reference resolutibfusion. During interpreta-
tion, semantically significant entities such as the relational predicates like&uand ‘object’
are identified and added to the live discourse context. During contegégsmg, the significant
entities are mapped to task-oriented dialogues thaetMvl calls context frames. A novel fea-
ture of MIAMM is that context frames can be populated either during a single utteraneeror o
several consecutive utterances. During the final stage of referesolution and fusion, under-
specified reference domains are integrated or merged (Kumar, Pe&®oimary, 2002) with the
live context frame. This method for interpreting multimodal interaction shaneitas aspects to
the previously described processing layers foundva®TKowm (i.e. modality object, discourse
object, domain object) and the MSA/BPN (i.e. modality objects, semantic objentsygnication
acts).

Miamm is based on a distributed hub-and-spoke infrastructure similar to thatingad
GALAXY project (Goddeau et al., 1994), through which multimodal interaction ondhafie
music device is made possible.

3.1.10 COMPASS

CompPAss(COMprehensive Public informAtion Services System) (Aslan, Xu, UsakdKriger,

& Steffen, 2005) is an ongoing Sino-German cooperation aimed at creatiimjormation system
that will help mobile visitors of the Beijing 2008 Olympic Games to access informaéprces
through the use of multimodal (speech, handwriting, pointing-gesturepaitdingual (English,
German, and Chinese) technologies. Multimodality in the system provideafiorahinteraction
with mobile devices, while multilingual and crosslingual technologies allow inféonaources
represented in foreign languages to be exploited by a user. The systemtecture supports a
wide range of differing services and is based on theNfe 2008 service platform from Fraunhofer
(Holtkamp et al., 2003). Three service categories existimEAss information services (e.g.
eating and drinking, and weather), transaction services (e.g. e-coeyrand composed services
(i.e. services that integrate multiple services to deal with more complex tasks &g dining
service). The taxonomy for these services and in particular that fordheaith of tourism is
derived from the project METTA (Xu, 2003).

Typical user interaction in the system consists of a user first findingicaple service based
on category names (e.g. city info) and/or keyword searches (e.ditfelmn City’). Once a partic-
ular service has been selected, the user can then interact and regrigee-specific information.
This is based on gquery templates that are designed for each individuileseategory. For ex-
ample, one service described im@PASSis that of a smart dining service, in which a visitor to
Beijing interacts with the system to find an appropriate eatery/restauraritalippultimodal in-
teractions with this service include for example “Show me the ingredients of tigsture- dish”
and “Translate this English texthandwriting or gesture to Chinese”. In the latter example, the
system is also capable of speaking out the resulting text in Chinese.

The multimodal components of@1PAssoriginate from the work that was conducted on the
MSA/BPN, and the interaction modalities supported inMPASSare being chosen based on the
results of user studies conducted on the MSA (Wasinger et al., 2005n§¥a£ Kriger, 2005,
2006). Once finished, @upPAsswill support unimodal and multimodal interaction based on the
communication modes speech, handwriting, pointing-gesture, and retambtnations thereof.
The ComPASs project also foresees the integration of OCR handwriting recognitiondbaise
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Figure 3.6: ComPAsssmart dining service (Aslan et al., 2005).

capturing characters (e.g. Chinese characters) via a digital camera. rSortitee MSA/BPN,
IBM Embedded ViaVoice is used for speech recognition and ScanSafSReak Solo is used
for speech output. Both these packages are designed for PDAs ppaolrsthe multilingual re-
guirements of the project (i.e. English, German, Chinese). Microsoftstréber is required for
English/German character recognition on the PDA, while CE-Star Suite v2eing bsed for the
Chinese character recognition on the PDA. The PDA components areproged in a combina-
tion of C/C++ and Macromedia’s Flash (vector animation) for the graphizd imterface.
Compassand the MSA/BPN have many commonalities (e.g. multimodal, multilingual) and
this is due to some components within thexPAss project being modelled on the MSA/BPN
project. One novel aspect ofdMPASSis its multilinguality, which is defined in a component
called the @mPAssTranslation Centre. This component provides an interface for operaito
machine translation (via services such as Google Tran$lated AltaVista’s Babelfist¥) and
tourism-specific translation (via a handcrafted digital tourism phrase)b&dken solving trans-
lation requests, open-domain translation is only used if the closed-domaisephook can not
find a result first. Another novel feature of the@pPAssproject is that it combines multimodal
interaction not just with multilingual interaction, but also with crosslingual (edgen a Chinese
speaking taxi driver and an English speaking tourist are in dialogue wélanother) and mixed-
lingual interaction (e.g. when a bilingual tourist formulates utterances thgtatly in English
and partly in Chinese). This flexibility is particularly useful when a user &blmto pronounce a
foreign-language referent (e.g. “What does this mean@dint-gesture=Chinese charact@r

3.1.11 Project Short-form Comparisons

In this section, the similarities and differences of the described projectoasplidated and pre-
sented in a concise table. The aspects on which the projects are compauek itheir range
of supported communication modes, their support for real-world interactioiti-lingual inter-
action, symmetric multimodality, and anthropomorphic interfaces. Compariseraisar drawn
between the degree of user mobility when using the system and the type ofitbognplatform
upon which the system is built. Many of the projects use different terminoddggn defining their

2Google Translate, http://www.google.com/languagels
BaltaVista Babelfish, http://babelfish.altavista.com
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work. For this reason, several of the categories are explained below:

e Multimodal communication: The ‘communication modes’ that arise in this literature study
include the set: speech (S), writing (W), and gesture (G). The term “griincompasses
both characters (C) (e.g. the Latin alphabet) and symbols (S) (e.g. Boadighical lan-
guages like Chinese, military symbology, primitive symbols like shapes, andrdys).
The term ‘gesture’ encompasses communication modes like pointing (P) (tha fnger,
pen, or mouse), hand movement (H) (e.g. hand-twists, pickup & putdestuigs), facial
expressions (F), and eye-gaze (E). The complete number of communioaiies consid-
ered in these project comparisons can thus be outlined by thé SeWC, WS, GP, GH,
GF, GE. Some systems categorize their communication modes via different terms such as
‘voice’ and ‘pen’, as in the case of YCKSET. These terms are considered as part of the
instrumentation required for a communication mode rather than the actual conatinomic
mode itself and are thus not included in the definition.

e Real-world interaction: ‘Real-world interaction’ refers to the user’s ability to physically
interact with objects in their surrounding environment. Only two systems fulfihexre-
quirement (MSA/BPN and RsA), although there was also a visible trend for virtual inter-
action (e.g. BT-THAT-THERE and QUICKSET-3D HAND).

e Multilinguality : Most of the surveyed systems cater for just one language, e.g. English
German. Those that are ‘multilingual’ have their relevant languages outlirted table.

e Symmetric multimodality and anthropomorphic interfaces: Most (but not all) of the
systems that contained a virtual charattsupport both ‘symmetric multimodality’ and an
‘anthropomorphic interface’. The MSA is one exception where symmetric mudtiity
and an anthropomorphic interface are provided without using a virtuabcter for pre-
senting system output.

e User mobility: Most of the analysed systems are built for scenarios that differ fram th
traditional (and old fashioned) desktop computing paradigm. Some systquierthe user
to sit down in an armchair (e.g.U?-THAT-THERE, EMBASSI, and S1ARTKOM-HOME).
Other systems depict the user standing up in their scenarios (e.g. in frapublic infor-
mation kiosk like in parts of thedgaARTKOM-PUBLIC scenario, RsA, and QUICKSET-3D
HAND). Yet other systems allow the user to move around, either by walking oinginn
(e.g. QUICKSET, MATCH, MUST, SMARTKOM-MOBILE, CoMIC, and GOMPASS or even
driving (e.g. EmBASSI, SMARTKOM-MOBILE). The degree of ‘user mobility’ is defined as
being either stationary (S, e.g. sitting, standing) or mobile (M, e.g. walkimaping).

e Computing platform : With regards to choice of ‘computing platform’, most are distributed.
MATCH is the only system capable of working entirely distributed and entirely embedde
(although the computing platform used foravcH is a tablet PC rather than for example
a smaller and more resource restricted PDA). The MSA/BPN ansifdssare two sys-
tems that are capable of working entirely embedded for most modalities (avidipg full
system functionality for these modalities), but when distributed cater foigadaange of
modality combinations (e.g. extra-gesture interaction with physical real-wbjétts). Ex-
tending this, very few systems are capable of working offline under mohildittons, and

Yvirtual character, see also http://www.virtual-human.org
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even fewer place emphasis on specifically designing for the limitations ohle&thdevices
(e.g. lack of screen space, and restricted memory and computing p&wethe purposes

of this study, the systems are classified as being either: distributed (D) edeled (E).

System Multimodal Real-world | Multi- Symmetric | Anthropo- User Computing
Communication | Interaction | lingual Multi- morphic Mobility Platform
Modes modality Interface

Put-That-There S, GP Partial - - - S D

MIT, USA

XTRA WC, GP - - - - S -

DFKI, Germany

QuickSet S, WC, WS, GP - - - - M D

CHCC/OGI, USA

QS-Rasa S, WS, GP Yes - - - S D

CHCC/OGI, USA

QS-3D Hand S, GP, GH Partial - - - S D

CHCC/OGI, USA

QS-ExertEnv S, WS, GP - - - - M D

CHCC/OGI, USA

MATCH S, GP, WC, WS - - - - M E,D

AT&T Labs, USA

MUST S, GP - En, Fr, - - M D

Eurescor, Germany No, Pt —

EMBASSI S, GP, GH, GF, - - Yes Yes M D

Grundig', Germany | GE

SmartKom-Public S, GP, GF En, De Yes Yes S D

& SK-Home

DFKI!, Germany

SK-Mobile S, GP - En, De Yes Yes M D

DFKI!, Germany

COMIC S, WC, WS, GP - - Yes No M D

MPI, Netherlands

MIAMM S, GP - En, De, - - S D

Loria!, France Fr

COMPASS S, WC, WS, GP - En, Ch, - - M E,D

DFKI!, Germany De

MSA/BPN S, WC, WS, Yes En, De Yes Yes M E,D

DFKI, Germany GP, GH

Table 3.1 Multimodal project comparisons!Lead organizer but not the only partner in the
project.?’MIAMM also incorporates haptic, a mode not covered in this tabis in the MSA is
represented by a directional line to increase/decrease the speechvistiieWCIS scroll bar.

One area of interest that is outside the scope of the table is that not allayidteens provide the
same degree of flexibility with regards to usable modality combinations (i.e. cotidriadormed
from the supported base modality groups). For example, thie THAT-THERE system which
caters for the modes S and GP (see table 3.1) only caters for the modality ediorisrs-only and
S-GP combined. Other systems that support only a fairly limited number of modailitpinations
include XTRA (WC-only, GP-only), QICKSET-3D HAND (S-GP and S-GH(twisting)), MsT
(S-GP only), MARTKOM-MOBILE (S-Only, GP-Only, S-GP combined), and@ic (S-WC,
S-WS, S-GP). On the other hand, systems lik&€x SET, SMARTKOM-PugBLIC (and -Home),
EmBASsSI, and the MSA/BPN support a more flexible range of modality combinationssdRsa
for this difference between systems are varied. For example, some modalityinadions are
more suited to specific application domains, some systems focus on providingranset of
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easy-to-learn multimodal interactions, and yet other systems simply do netamaarchitecture
flexible enough to capture a wide range of modality combinations.

Another aspect not covered in the table is that only a select few archéeciatually cater
for semantically overlapped information in their error resolution strategigs (QUICKSET,
SMARTKOM, EMBASSI, CoMPASS and the MSA/BPN). A reason for this might be that users
dislike providing redundant information to a system, especially when systeuracy is already
good and/or when the lack of errors is non-critical (Wasinger et al.520@&singer & Kiiger,
2006).

Two final aspects worthy of comparison relate to the multimodal integration psatterd
modality fusion processes found in the systems. Regarding multimodal integpatiterns, to
the best of the author’'s knowledge all systems cater for both sequendgtation and simulta-
neous integration of modaliti€& With regards to modality fusion, all of the surveyed systems
(with the exception of a select few likev@RTKoMm) focus solely on late fusion rather than early
fusion. A common reason for this is that more knowledge sources becamiaetds later on in
the processing stage and thus allow for the more robust interpretatiossiboincomplete and
inconsistent multimodal input (Wahlster, 2003).

3.2 Mobile Users and Instrumented Environments

The previous section surveyed only projects that had a prominent éoconiltimodal interaction
without much regard for the scenario. A focus of this dissertation is hemtevdesign ‘mobile’
multimodal systems that support users in everyday tasks. It is for thierréhat the focus is
now moved from projects specializing in multimodality, to projects that have besigried for
environments in which the user is mobile and in need of assistance while rparépeveryday
tasks. Two scenarios are considered, in particular that of shoppthgangation. In section
3.2.1 a range of commercial and research shopping assistants covedrigtg of themes from
decision-theoretic planning to mobile interface design are described. ortiext of shopping is
still almost completely untouched by the advancements of multimodal interactiotheMast few
years, and the MSA builds upon these scenarios by providing a shogystem that does cater
for multimodal interaction for mobile users. Section 3.2.2 then describes avafimobile map-
based guides covering themes like outdoor and indoor navigation ancctigaraithin confined
environments, and the section also summarizes different aspects relatiagjdation and map-
based interaction.

Aside from shopping and navigation being tasks that apply to the majorityeo$ eseryday,
these two scenarios were also selected for their ability to combine into one $aey®ario, and
for their ability to complement each other in aspects like mobile navigation and multinmbela
action. Such a scenario is described in (Wasinger &gér, 2004), where navigation at different
scales (e.g. outdoor and indoor) is combined with interaction with differgeistpf objects (e.g.
buildings and shopping products). For example, when outdoors, anigkt navigate streets and
footpaths in a city environment and interact with surrounding building objdasa shopping
complex. When indoors, a user might navigate corridors within a building@mwment and inter-
act with surrounding rooms like an electronics store. Within a room enviratyrttee user might
then continue to navigate isles and interact with containers like tables or shehekfinally, a user

15sequential interaction occurs when a user provides input in multiple modaitie after the other in time, while
simultaneous interaction occurs when a user provides input in multiplelitesiéogether in time
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might navigate the levels within a shelf and interact with the physical objectaioed within it.
This short scenario outline is representative of the MSA/BPN, and it &seshow mobile mul-
timodal interaction can be seamlessly applied to a range of everyday tasks.

3.2.1 Shopping Assistance

Shopping has been identified by Falk and Campbell (1997) as a “realociaf action, interaction
and experience which increasingly structures the everyday practiocdzam people”. Sociologists
have described the shopping experience as complex and ambiguousilafdcontradictions
and tensions. Lehtonen andaen@a (1997) for example state that shopping is ambiguous in
nature because it is essentially a private experience that occurs iti@agriting. They argue that
shopping is contradictory in that it is an experience that yields both pleaswaranxiety which can
easily morph into a nightmare. The act of shopping can also be seen to em@htén the form
of rationality versus impulse, and between a pleasurable social form@eckasary maintenance
activity. From these perspectives and the associated intricacies, it snétitht shopping is a
subject consisting of considerable depth. Shopping has a centralitble gociety, and it is thus
a prime field of study for mobile applications that provide benefits for retadledéor customers.

This section summarizes a range of shopping assistants that focus on nmobileiguitous
computing. Matching the diversity that entails the act of shopping itself, teeritbed assis-
tants cover a wide range of product domains such as everyday giteres like bread and milk,
electronic items like digital cameras, and car sales. Some of the described imtddors are
location and context aware and delve into the realms of mobile, ubiquitoupeavaksive comput-
ing, and ambient intelligence. Their architectures are often based onnesited environments
encompassing shopping trolleys and handheld devices that accomps@lyaraund a store. Ex-
tending upon the roles of the traditional real-world sales assistant, the naaiticai goals that
these shopping assistants focus on include guiding a user around arelgreoviding users with
supporting information in the form of personal shopping lists and proshetifications. The re-
search goals of these systems focus on topics like conversational diaj@yigmented reality, and
plan recognition. Many of the systems are location and context awareh wghadso a common-
ality of other types of mobile guides including navigational guides lilkanR (Baus, KKiger, &
Wabhlster, 2002) (see also section 3.2.2), and museum guides like#sco(Stock, 1991) and
PEACH (Rocchi, Stock, Zancanaro, Kruppa, & iger, 2004). Some systems are now also be-
ginning to merge different application domains together, for example the MSX\/iescribed in
this dissertation, in which a multimodal shopping assistant is tightly linked to a moluikspéan
navigation and exploration system (Wasinger &ier, 2004).

A second class of shopping assistant are those based on Web-agets.assistants collate
data from many different product vendors and then allow customersssathe results via the
Web in the form of comparison charts. In contrast to mobile shopping assidtaat have the
goal of improving a customer’s ‘in-store’ shopping experience, Wgdmts focus on optimizing
a customer’s ‘online’ shopping experience and are generally relatecetparadigm of home
Internet shopping. This class of shopping assistant will not be disdussit has little to do with
either mobile and ubiquitous computing or multimodal interaction. For more informatidhis
type of shopping assistant see (Menczer, Street, Vishwakarma, M&dg&obsson, 2002), where
a number of such Web-based shopping agents are outlined.
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3.2.1.1 Commercial Shopping Assistance Systems

Commercial shopping assistants have the primary goal of improving a cugomstore shop-
ping experience, while at the same time increasing the store’s level of eéiycand thus profits.
Two commercial shopping assistants include the METRO Group'suRE STORE® and IBM’s
SHOPPINGBUDDYY.

The goal of the BTURE STORE was to integrate multiple emerging technologies into an ex-
isting store and to evaluate the technologies as a preliminary step towarddrtagaation of the
technologies throughout the retail chain. Key technology componentsingbee store include
servers, RFID readers, kiosks, desktop and mobile PCs, handhetg¢sleand network compo-
nents. The BTURE STORE installation can be seen to benefit both retailers and customers. From
a retailer’s point of view, RFID tags can be placed on pallets and indivioiwalucts to allow
inventory throughout the store’s supply chain to be tracked. This is\aghigarough the use of
RFID readers, which for example if attached to shelves can notify stadhvginoducts need to
be replenished. The system also allows staff to access business intaligemegh mobile PDA
interfaces that allow stock levels to be checked, item information to be regijesd product
prices to be automatically changed on electronic advertising displays. Fcost@mer’s point of
view, benefits revolve around a more convenient, engaging, and custbsfippping experience.
A loyalty card allows customers to begin shopping before they enter thelst@electing goods
that they plan to purchase from a website and saving these to the cartefarda in conjunction
with an instrumented shopping trolley. Touch screen tablet PCs mounted ofttofbeys provide
shopping lists, product descriptions and pictures, pricing informatiorstord maps, along with
running totals for products placed inside the trolley. Promotional offersbso displayed on the
trolley’s display based on the customer’s location in the store, and 19” gspl@unted above
product areas offer further promotional information using video athation.

Figure 3.7 METRO’s FUTURE STORE instrumented trolley (left) and IBM’'SHOPPINGBUDDY
(right).

On a similar front, IBM’s $SIOPPING BUDDY has been deployed in several test stores and
has many of the same goals as that of the METROURE STORE. The S1O0PPINGBUDDY for
example displays running totals of how much customers have spent antdsairgy their visit. It

18FuUTURE STORE Creating the Future at METRO Group, http://www.future-store.org
"SHopPING BuDDY: Stop & Shop grocery drives sales and boosts customer loyalty with I1Bigomal shopping
assistant, http://www.pc.ibm.com/store/products/psa/
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reminds them of past purchases, and allows them to place orders withprersuwket's deli from

their trolley and to pickup their requests once the system indicates theyaalye fBomplementing

the trolley’s functionality, a location tracking system permits the delivery gfetted promotions

and is also capable of helping customers navigate through the store atelpgonducts. Similar

to the FUTURE STORE, this system reduces checkout lines by allowing customers to scan and bag
items as they shop and then complete their transactions using a self-chegcktent.

3.2.1.2 Research Shopping Assistance Systems

Research is being conducted on a number of fronts with the aim of extetiténgapabilities
of the commercial shopping assistant implementations. Current researefs @xpansions to
the general in-store scenario to cater for: additional surroundinggHeeof the family home
(Kourouthanassis, Koukara, Lazaris, & Thiveos, 2001); the tigdam recognition (Schneider,
2004) and decision theoretic planning (Bohnenberger, JamesiigeKr& Butz, 2002) to better
predict and guide a customer throughout a shop; the incorporationgofiented reality (Zhu,
Owen, Li, & Lee, 2004); conversational interfaces (Chai, Horvatiimkhatla, Nicolov, & Stys-
Budzikowska, 2001; Rist et al., 2002); and the design of shoppingtassinterfaces for mobile
devices (Newcomb, Pashley, & Stasko, 2003) and the visually impairealiffib& Chatterjee,
2004).

The My GROCERproject (Kourouthanassis et al., 2001) extends the general in-smarso
to cater for in-house and on-the-move interaction. Whereas the funiityoofathe in-store sce-
nario is based on an instrumented shopping trolley and includes displayseg'ssshopping list as
well as in-store promotions based on previous customer buying behatrieun-house scenario
allows products that are removed from a particular location to be added tséins shopping list
and accessed via a mobile phone connection. The on-the-move scenarpoirates notifications
about products that have run out-of-stock and allows for the homeedgldf such products.

The SVART SHOPPINGASSISTANT (Schneider, 2004) is an adaptive shopping assistant that
utilizes plan recognition techniques to aid the user while shopping. It preddeoactive user
interface driven by implicit interaction in a real-world shopping scenarfaa uiser picks up a
product that has not been previously handled, the system may for &xpropide detailed product
information, or may alternatively display a list of similar products or prodhetrecomparisons
(e.g. if the user has two products, one in each hand). If the systens thfgrthe user intends to
cook a particular dish, a list of related products may also be displayederetion output takes
the form of dynamic HTML pages that are displayed on the shopping treltégplay.

In (Bohnenberger et al., 2002), a PDA-based system is develop@gdtougtomers directions
through a shopping mall based on the type of products that the customexprassed interest
in, the customer’s current location, and the purchases that the custasmendde so far. The
approach uses decision-theoretic planning to compute a policy that optimézesgacted utility
of a customer’s walk through the shopping mall, taking into account uncireout whether the
customer will actually find a suitable product in a given location and the timereztjfor each
purchase.

Another interesting design is theRBMOPAD (Zhu et al., 2004). This is an in-store e-
commerce system that provides context-sensitive shopping assistaueraonalized advertising
through augmented reality techniques. Individual objects that are etezed in the real-world
are augmented with virtual complements so as to make the real objects more ridamdgp-
pealing. The system is novel in that aside from adding new imagery retat@&docal product,
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Figure 3.8 The SMART SHOPPING ASSISTANT with plan-recognition technology (Schneider,
2004).

the system can also remove elements of the image that may distract from therémhact. This
system is based on a tablet PC with a camera mounted on the back. The disflaytablet pro-
vides a modified version of the camera image, which the customer can lookhatugsh it were a
‘magic frame’ (i.e. see-through).

Two shopping assistants supporting conversational interfaces incledéeLtA (Natural Lan-
guage Assistant) (Chai et al., 2001) andd3sTALK (Rist et al., 2002). The NLA is an online
conversational dialogue system that assists users in finding laptopgagieg them in dialogue.
Based on a market survey, an appropriate set of natural languageacabulary consisting of
195 keywords and phrases was acquired, and statistical n-gram naodedsshallow noun phrase
grammar for extracting keywords and phrases from user input wesegalserated. Subsequent
user studies found that when compared to a menu driven system, the asewfersational in-
terface reduced the average number of clicks by 63% and the avetaggetion time by 33%. In
comparison to this system, which encourages direct human-computersatime, GROSSTALK
(Rist et al., 2002) is an interactive installation in which agents engage irecgational car sale
dialogues. It builds on thevip (Inhabited Market Place) (Andér& Rist, 2001) by adding a virtual
hostess called Cyberella to act as mediator between human visitors amertapplication. The
IMP is a virtual place (i.e. a showroom) where seller agents provide prodoctiation to poten-
tial buyer agents in the form of typical multi-party sales dialogues. This alfowksuman users
observing the dialogue to learn about the features of a car.

SAVI (Ebaugh & Chatterjee, 2004) is a shopping assistant that specificalig faitéhe visu-
ally impaired. It is designed to aid blind and sight-impaired customers in identindgelecting
products from store shelves, by verbalizing the name, brand, andgirazeitem. In contrast to
other systems in which product IDs are detected by readers that aratauitistrumented shelves,
in this implementation the product IDs are detected via an iGfowmt contains the RFID reader.
The proposed solution is said to have the benefit that it can also be usedowtiing items away

BIntel iGlove, http://www.intel.com/research/network/sealtlemanactivity_recognition.htm
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at the customer’s home, provided the right infrastructure exists.

Newcomb et al. (2003) take a different focus with their research into mebdeping assis-
tants and discuss, on the basis of studies into people’s grocery shdatiitg, what an interface
for mobile devices should actually look like. With this goal in mind, they designeuadluate
prototypes and also perform usability tests within a true shopping envirdnrBased on user
preferences on nine different spatial and contextual interface riedigey develop a user inter-
face thatis divided into three segments, the middle more prominent regioistoogsf a shopping
list, the top consisting of a spatial map, and a promotional area at the bottolaythsprevolving
store specials.
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My List
s Toilet Tissue
Bag of Apples Paper Towels
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1/2 Gallon Milk Measuring Cups
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Figure 3.9 CROSSIALK, left (Rist et al., 2002) and an example of a mobile shopping assistant
user interface designed on the basis of user studies, right (Newcoailh 2003).

From this brief overview of shopping assistants, it can be seen that signd# shopping as-
sistants for mobile users and instrumented environments is growing in nuntbsloarty forming
a mature market. Indeed, some of the benefits of such research agydezmming visible in
the commercial marketplace, particularly in the form of instrumented shopsstiolg of smart
trolleys and mobile handheld devices. Although the focus of these systemélig Varied, none
as yet concentrate on providing the user with a multimodal interface similar tprbsented by
the MSA/BPN.

3.2.2 Map-based Guides

In this section, map-based mobile guides that have been developed touassssivith spatial
tasks are compared. These tasks mainly consist of navigation taskésdincdude map-based
tasks that support user interaction in confined environments, e.g. itmgradth objects inside a
museum. The section concludes with a table that contrasts the functionalityseftregp-based
systems, both in terms of the scale of navigation and the type of modalities mtode to the
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large number of mobile guides that already exist, analysis is limited to those syd#soribed in
(Wasinger & Kiiger, 2004) and (Baus, Cheverst, & Kray, 2005).

Early research on mobile spatial information systems focussed on the t@chrablems of
mobile computational platforms, e.g. how to localize mobile devices. WEBEEGUIDE system
(Abowd et al., 1997) is able to localize users indoors (via infrared) andoors (via GPS) and
provided simple black and white maps to support orientation in an unknowroament. One of
the most prominent mobile spatial information systems is theb@& system (Cheverst, Davies,
Mitchell, Friday, & Efstratiou, 2000), which provides tourists with informat@mplaces of inter-
est in the city of Lancaster. Both ther@ERGUIDE and the @IDE system allow only for simple
pointing gestures and were not explicitly designed to explore multimodalradsesues. The
Hips (Oppermann & Specht, 2000) project aimed at designing a personalexgtbaic museum
guide to provide information on objects in an exhibit. The presentations witresthto the spe-
cific interests of a user with the help of a user model and the user’s locaifibim the rooms of
a museum. The implementation allowed for simple point gestures and speech adenimardid
not allow for the fusion or parallel processing of these two modes.

The ReEAL system (Baus et al., 2002; Stahl et al., 2004) is a navigation system tvid¢s
resource adapted information on the environment (see figure 3.10)usdrecan use pointing
gestures to interact with landmarks in the physical real-world to obtain marenation, but nat-
ural language technologies like speech interaction are not caterethfeontrast, ZEEp MAP
(Kray, 2003), an electronic tourist guide for the city of Heidelberg, cioed both speech and
pointing gesture to allow users to interact more freely with map-based pagisas. SIARTKOM
and SMARTKOM-MOBILE (see section 3.1.7) are among the first systems to follow the paradigm
of symmetric multimodality. Input to SARTKOM-MOBILE can be provided through the com-
bination of speech and gestureM&TKOM-MOBILE provides travel assistance for the city of
Heidelberg through synthesized speech and through gesturesnpedfdry a virtual character.
The QUICKSET system (see section 3.1.3) is one of the earlier sophisticated multimodal systems
that allows for pointing gesture accompanied by speech utteranegskQET was designed to
facilitate military operations and the coordination of civil protection forces fire fighters). In
addition to speech and pointing gesturejIQK SET also understands a range of written symbols
(e.g. military based symbology) and handwritten commands.

Informatik alt Color clip=on
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and two buttons

Figure 3.10 Example of the map interface usedReAL (left), showing also the components of
theREAL system (right) (Baus et al., 2002).
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The map-based guides described in this section share some commonalities WMSAMRPN.
For example the BPN provides navigational assistance on several giglglsuilding, and room
level) and is capable of interpreting speech input, pointing-gesture inpditnattimodal input
consisting of speech utterances fused with gesture. Similar to i Rystem, it also allows
users to interact with and point to real-world objects in the surroundingaemaent to obtain
more information. The BPN follows the basic principles of symmetric multimodality, @susn
speak to the BPN and can receive spoken information from the systermfoemation on land-
marks and street names). The MSA takes this even further by providimigriation on products in
a shop. When integrated into an intelligent environment, the MSA is able to adtestt physical
objects a user is currently holding and can perform ‘point-like’ systestuges by using a steer-
able projector as a light source (Butz, Schneider, & Spassova, 2004) MSA also allows for
handwriting, in addition to speech and gesture interaction (especially isahisy environments
and environments where privacy is required). The summary of thesmsys shown in table 3.2
below. The modalities intra-gesture and extra-gesture, as used in the ¢&dke Imay be respec-
tively defined as interaction with the virtual-world by selecting objects on dajismd interaction
with the real-world by selecting real physical objects from their surrmgndnvironment. These
concepts are described in detail in chapter 4.

System Scale Speech | Writing Intra-Gesture Extra-Gesture Symmetric
(Type) (Type) Modalities (Type)

Cyberguide Building/Room No No Point No No

GUIDE City No No Point No No
HIPS/Hippie Room/Container Yes No Point No No

REAL City/Building No No Point Point with device No

Deep Map City Yes No Point No No
SmartKom City Yes No Point No Speech, Gesture
QuickSet City Yes Yes Point and No No

simple shapes
MSA/BPN City/Building/Room/ Yes Yes Point and Point with device,| Speech, Gesture
Container simple shapes| pickup, putdown

Table 3.2 Overview of map-based mobile guides (Wasinger &éer, 2004).
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4 MODAL AND MULTIMODAL INTERACTION

An important consideration for mobile and ubiquitous computing systems is heeraan inter-
act with these systems. In section 4.1, the different communication modesubsedVISA/BPN
are discussed. Particular focus is placed on tangible user interactiomgesture, the calculation
of confidence values, and field study results on the accuracy, speeédcalability of different
communication modes that can be used in mobile settings. In section 4.2, multimodat-inte
tion is categorized in terms of its temporal and semantic synchrony, and in térims degree
of (semantic) overlap between different inputs. An outline of differenbgnizer configurations
for capturing semantically overlapped multimodal input is also provided. $eti®) outlines the
concepts of direct and indirect interaction, and anthropomorphizatiois.ig followed in section
4.4 with an outline of symmetric multimodality in the MSA/BPN and a description of theranco
passed presentation planning capabilities. The chapter closes with theiamdlan extended
application context for the MSA/BPN in section 4.5, in which multiple users camacttevith
multiple devices and with a common set of applications, simultaneously.

4.1 Modal Interaction

In chapter 2, communication modes were identified to have unique strengthsesaknesses
for given environments, tasks, and users. This aspect is particutddyant for mobile users
where the choice of a particular application task (e.g. navigation, shgpaibthe features of
a surrounding environment (e.g. noisy, crowded, rainy) may chatiihelittie warning. Users
themselves also differ greatly, with typical demographic groups includieg(@gldren, middle-
aged, elderly) and familiarity with a system (beginner, advanced) to name fes.

This section forms a prelude to the following section on multimodal interaction.ngeraf
different communication modes and their supporting software/hardwardegcribed, including
most importantly for this dissertation those that are implemented in the MSA/BPN atphis.
Particular focus is placed on tangible user interactions and gesture, at@ckery relevant to
instrumented environments. This is followed with a discussion on the calculdticonéidence
values for the communication modes speech, handwriting, and gesturee fimahsection the
accuracy, speed, and scalability of the communication modes used in the ARAIR discussed
in relation to the results obtained from a field study conducted on the MSA a@&BE&T 2006 fair
in Hannovet.

1CeBIT, http://www.cebit.de
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4.1.1 MSA/BPN Communication Modes

Communication modes that are typical to the desktop computing interaction parkkignouse
and keyboard are not discussed in this dissertation as they do not stfleeof-the-art human-
computer interaction in the fields of instrumented environments (Hagras & Gahag005)
and ambient intelligence (Aarts & Encari@ac 2006), or ubiquitous (Beigl, Intille, Rekimoto,
& Tokuda, 2005), pervasive (Gellersen, Want, & Schmidt, 2005), mobile (Chittaro, 2003)
computing. However, the evolution of such traditional devices does malkenfmteresting start-
ing point. In particular, the mouse that was previously used to point attwies on a display
can now be seen to be replaced by the use of a stylus and touch-sestgiéiga in mobile device
scenarios. In the MSA/BPN, such pointing action is extended even fudh@arcompass not just
stylus interaction, but also interaction with objects in the real-world. A similalutien is oc-
curring with the traditional keyboard device, where current researfiicusing on the design of
keyboards that are portable and can be used efficiently with only a singlt for example the
Twiddler (Lyons, 2003).

In terms of human-human interaction, speech and handwriting are two féroosnanunica-
tion that are quite expressive and natural. For human-computer interatise forms of com-
munication are being adopted slowly by the masses; a process which laasad@h over 30 years
and has still only resulted in minimal impact. These two modes of communication devhow
remain very promising and the mobile device market is expected to also greatkgriod their
up-take. This is supported in that the primary communication mode for mobileaddike PDAs
is now based on pen interaction in the form of pointing (the substitute for motesadtion) and
handwriting (the substitute for keyboard input).

Another evolving type of interaction is that of tangible interaction. Shneiderh892) de-
fines the term ‘direct manipulation’ as referring to “the visual display afoas (the sliders or
buttons) and objects (the query results in the task-domain display)” thatracas manipulate
directly. In its original sense, direct manipulation represented actionsrgggihg visual objects
across a display through the use of a mouse. Tangible User InterfEldés) €xtend upon this
principle by employing physical artefacts both as representations anoh&®ls for computa-
tional media (Ullmer & Ishii, 2001). In (Masui, Tsukada, & Siio, 2004) feample (see figure
4.1), a simple and versatile input device for ubiquitous computing is descrilbesl based on
two optical mice (used to obtain 2D directional information on an object) andD Reader (to
obtain ID information on an object). When an ordinary RFID-instrumenteda1@d is placed
over the input device, music is played. The user can then rotate the CD tighhéorforward to
the next track, or rotate the CD to the left to rewind to the beginning of theecuar previous
audio track. This example of a tangible interface demonstrates how anmyrdbjact like a music
CD case can be used as a control to the system. In the MSA/BPN, RFIDAratted shopping
products permit a user to directly manipulate the selection of items by either pigiddgcts up
(to select them) or putting them down (to deselect them).

Oviatt (2000a) makes a distinction between ‘passive input’, which “reguio explicit user
command to the computer”, and ‘active input’ like speech and handwritingerdneser does in-
tend for the interaction to be issued to the system. Vision and sensing tediesgbogvide the
basis for many types of passive input like gaze, head position, bodyrpo$acial expressions,
hand gestures, and user location and orientation. In the BAIR projesgiigors are attached to
the user’s body to measure electrocardiogram and electrodermal ac¢tviitfer a user’s state of

2Twiddler, Handykey Corporation, http://www.handykey.com/



4.1. MODAL INTERACTION 77

Placing a CD jacket

i ]
~ sliding the CD jacket =

_ rotating the CD jacketb

Figure 4.1 MouseField, showing A) and B) tangible interaction and C) the hardwameisting
of two optical mice and an RFID reader (Masui et al., 2004).

being (e.g. under time pressure) (Wahlsterjidg@ar, & Baus, 2004b; Wilamowitz-Moellendorff,
Muller, Jameson, Brandherm, & Schwartz, 2005). In SmartKom (Wah&Q6gb), facial expres-

sions of emotion are captured via a digital video camera to detect signs@faroe and sarcasm
based on the categorization of facial expressions into the groupsveegeutral, and positive. In
the MSA/BPN, a variety of sensing technologies like GPS, magnetic compaks;axis attitude

sensor arrays (pitch, roll, and yaw) are used to determine a usert®loeand facing direction

outdoors. When indoors, a user’s location is detected via active RFEDstagted in an instru-
mented environment, and a user’s facing direction may be determined haséghal strengths

of the active RFID tags, and based on line-of-sight to infrared beatt@t are used for indoor
navigation and the identification of shelves in a room.

This section discusses the communication modes used in the MSA/BPN, nanesti dpend-
writing, and gesture. The MSA accepts input in all of the above mentione@srenttl their com-
binations, while the BPN accepts only speech and speech-gesture cdrinigine Although the
interaction examples given throughout this dissertation are in English, thei$t&pable of mul-
tilingual input and output in the languages of German and English, and thki8Papable of
input and output in German.

The communication modes used in the MSA/BPN are often abbreviated in thigisseto:
speech (S), handwriting (H), intra-gesture (Gl), and extra-ge$Gig. The individual modality
combinations that can be created from these modes (see section 4.2.2l2paxféen abbreviated
based on the semantic constituents that they represent. For exaRgaéure modality="speechk”
<Object modality="intra-gesture® is analogous to the modality combination ‘SGI’, where the
feature always refers to the first abbreviation and object to the sgeeedsection 5.1.3.1 for a
definition of semantic constituents).
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4.1.1.1 Speech Recognition

The speech recognizer that is employed locally on the mobile PDA device in 8fedavid BPN
applications is that of IBM Embedded ViaVoice (EVA/)This recognizer is capable of recogniz-
ing continuous speech provided at speeds representative of nhoumahnkhuman conversation,
making the recognizer more flexible than discrete speech or isolated-peed!s recognizers in
which small pauses need to be left between each word that is dictated tstemgCole et al.,
1998). The recognizer is also speaker-independent, which meamsthebr training of users is
required for the system to be able to recognize their speech. IBM EV¥arsd1 kHz sampling
rate, i.e. the analogue audio is digitally sampled at 11,000 samples per sdduadepresents
a higher resolution than that currently used in mobile phones (8 kHz) bwter Ileesolution to
that used by typical desktop recognizers (22 kHz). The recognézgrines only slightly more
than 4MB of memory, but is therefore limited in certain aspects when compatggi¢al desktop
recognizers. One limitation common to recognizers designed for embeddedsiis that recog-
nition results rarely provide timestamp information for individual words, thukinggit difficult
to resolve certain types of reference consisting of multiple referents.

Three important components of a speech recognizer are the acoustic nvodatsulary, and
language models. Acoustic models are a mathematical representation of tide(@ophoneme)
patterns in a language, and are often designed based on specifi@angéns specific environ-
ment contexts. Because the BPN and MSA applications are required toofuit public noisy
environments like that of shopping and navigation, an acoustic model @éelssgecifically for ‘au-
tomotive general-use’ is employed. A vocabulary is the list of words ariddksociated phoneme
pronunciations that a speech recognizer can interpret. IBM EVV peswidcabularies consisting
of over 30,000 predefined words. In the MSA and BPN applicationsaicewords (and their
phonemes) such as camera product names or street and landmark remmesiditionally added
to the application’s vocabulary list. Although 30,000+ words are recoglezay the speech en-
gine, not all of these words are required by an application’s languagkelrend are thus not all
relevant for the MSA/BPN applications. In a traditional sense, ‘langunaggels’ represent statis-
tical information associated with a vocabulary and describe the likelihoo@dafsxand sequences
of words occurring in a user’s utterance.

There are two common methods for modelling spoken language: formal igmgud stochas-
tic (or N-gram) language (Gorrell, 2004). In (W3C-StochasticLangivapels, 2001), several of
the main differences are defined. ‘Formal language models’ reprizseniage via strict gram-
mars such as context-free grammars (CFGSs), or in the case of the MSAfiBRéNstate grammars
(FSGs) (Chomsky, 1956). When formal grammars are employed, useosly allowed to utter
those sentences explicitly covered by the (often hand-written) grammayraid language mod-
els’ provide a recognizer with an a-priori likelihood of a given wordwsstge and are derived
from large training texts that share the same language characteristicseagp#uted user input.
Formal grammars are accepted to be more restricting than N-gram langudgts ntwit are sim-
pler to design as they do not require the collection of data for large carpormal grammars are
particularly important for devices that have limited computing resources likesPD

In the MSA/BPN, the term ‘language model’ is used to refer to the set of MBA/Bule-
grammars. These grammars are written in a format closely related to the Bdakud-orm
(BNF) called the Speech Recognition Command Language (SRCL), andegieysent the set of
allowable phrases that the recognizer will accept from a user. An @yelnd a thesaurus often

3IBM Embedded ViaVoice, http://www.ibm.com/software/pervasive/pasivoice/vventerprise.shtml
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accompany the language model and these are used during semantic fatiempmaf the recog-
nized utterances, as described in section 5.1. In the case of the MSAll@stobgy defines the
various shopping product types and their relationships (e.g. a ‘PtweE50’ is a ‘camera’ is a
‘shopping product’ is an ‘object’), while a thesaurus is used to repteskst of synonyms for ob-
ject attributes (e.g. ‘price’ is a ‘cost’ is a ‘worth’). In addition to the embedldpeech recognizer,
the MSA architecture also supports the incorporation of server-sidegchprecognition, and a
module was created for this purpose to transmit a user’s speech sigma ®CP/IP connection
as an 11 kHz 16-bit mono wav file (Feld, 2006). CMU Sphirtxwhs chosen for server-sided
speech recognition. This recognizer is written entirely in Java and stgdpath formal language
models written in a format similar to BNF called the Java Speech Grammar FornGf)3ad
stochastic language models based on unigram, bigram, or trigram wardrsegpredictions.

MSA and BPN Rule-Grammars: Rule-grammars in the MSA and BPN can be grouped into
those that are static (or precompiled) and those that are dynamic (omatguhduring runtime).

In the BPN, precompiled FSG grammars cover program control that isemdiemt of a particular
map, such as map control (e.g. “Zoom in”), trip functionality (e.g. “What isdagtination?”),
and generic multimodal interaction with objects (e.g. “What is that?"liger et al., 2004). Inter-
action that is dependent on a particular map, for example specific ‘streetfamdmark’ names,
and the rule-grammars providing for individualized interaction with landmaresgenerated each
time a new map is loaded. This has the advantage of keeping the number efvamtils and utter-
ances to a minimum and thus increasing the likelihood of speech being conesmtiynized. To
further improve speech recognition in the BPN application, three sepanadenic grammars are
employed. The first grammar allows for interaction with type identifiers (e.glnfeank type iden-
tifiers: “What is the name of thisculpture<gesture-?"), while the second allows for interaction
with name identifiers (e.g. street and landmark names: “DescribRitierd-Serra sculptufe

or “Take me toStuhlsatzenhauswgg The third grammar type defines interactions that may take
place with a specific landmark, in effect allowing a user to find out informadiomlar to what
one might expect in a tourist pamphlet, like detailed descriptions, openirrg,remd the cost of
entrance (e.g. “What are the opening hours?”). Figure 2.12C in ahagteows these three types
of dynamic grammar for the BPN, along with the graphical ability to activate aadti/ate the
different grammar types (see bottom toolbar in figure 2.12A).

Figure 4.2 illustrates how the functionality in the BPN is entirely accessible via thialityo
of speech. This includes functionality on selecting trips and encompassts y and interaction
with map referents. The grammarsiain’, ‘2 mfType’, ‘3_-mfName’, and ‘4mflnteraction’ can
all be activated at the same time. The effectiveness of speech-onlyctidera the BPN has also
been studied in field trials conducted on a 97% sight-impaired student. Tiuegessshowed that
the speech recognition and synthesis provided by the BPN system vepsaeléor navigation and
exploration, but that the system as a whole failed to provide distance srdation information
that was precise enough for the user. In particular, location informagisedbon GPS can be up to
30m inaccurate, a distance which in the worst-case could place a pedestiiae incorrect side
of a building. This inaccuracy fell short of the student’s desire of b&iydirectional and meter
information (accurate to within centimetres) on individual building entrantegsomparison to
car navigation where map-matching techniques are used to map cars td,gsiestrians quite
frequently leave pedestrian paths, for example when cutting across fields

4CMU Sphinx, http://iwww.speech.cs.cmu.edu/sphinx/
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Select a trip

Select folder...

Activate trip,
return

Select trip...

Figure 4.2 States and transitions of the BPN finite-state rule-grammars. Transition$Sgkect
trip’ represent utterances that the user would speak to move betwdanulaarstates (translated
into English).

Similar to the BPN, the MSA also comprises both static and dynamic rule-grammhbes. T
static grammars cover program control (e.g. “What can | say?”, “Netipus page”, “Connect
with shelf”), while the dynamic grammars are derived from the productstypeated on a par-
ticular shelf that the user has synchronized with (e.g. ‘camera’ or ‘lagguechnology’). The
SQL® database of products is stored on a remote server, and upon reqoesttp of a particular
type and their associated grammars are transmitted to the mobile device via a T@R1&etion.
These grammars are created by querying the SQL database and atie thentnobile device in
XML format. These XML files also contain grammar information for the other rites like
handwriting. Figure 4.3 illustrates the type of information transmitted to the mobilealehen
the user synchronizes with a shelf containing objects of type ‘digdaatera’. Figure 4.3A shows
the XML data container containing product attributes and values, while fig3® shows the
associated speech grammars for products of type ‘digdatera’, and figure 4.3C shows an addi-
tional speech grammar that is used when interacting with anthropomorphijssdso(see section
4.3). Another interesting feature in the MSA is that a user is able to selethartee/she wishes
to speak out just the keywords when querying a product (e.g. “prite&gapixels”, “optical
zoom”), complete sentences (e.g. “What is the price?”), or a combinatibatbf(e.g. sometimes
providing just keywords while at other times providing complete sentendé®).highest levels
of speech accuracy are however achieved when only the option tk speaomplete sentences
is selected. This is partly due to the increased uniqueness that existsder [amases and also
to the fact that most recognition errors occur due to the beginning of kespatterance being
accidentally truncated (e.g. when a user speaks before the recogazéad time to activate
itself).

In the BPN application, the rule-grammars contain around 100-150 uniguasvdepend-
ing on the number of landmarks present in the currently loaded map andrimesity of any
associated landmark interaction grammars. The MSA application also contaurslal00-150

5SQL: Structured Query Language
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<7xml version="1.0" encoding="150-8859-1" 7> <?xml version="1.0" encoding="UTF-8" 7= «<7xml version="1.0" encoding="UTF-8" 7>
- <GETACTIVECONTAINER> — <PRODUCTGRAMMAR grammar="digital_camera"> - <PRODUCTGRAMMAR grammar="digital_camera">
- <CONTAIMER type="shelf' name="product shelf" id="00"= + <RULES> + <RULES>
+ <OBIECT> + <COMPARE= + <COMPARE:
+ «<OBIECT= — <PRODUCT = - <PRODUCT=
+ <OBJECT> <ATTR id="fullname" <ATTR id="fullname"
- <OBJECT> handwritingvalue="name" handwritingvalue="name"
<ATTR id="id" value="54" /> speechvalue_short="name" Epeechvaluefshnrt:”namlf,-”
<ATTR id="type" value="digital_camera" /> speechvalue_long="What is the name of speechvalue_long="what is your name" />
<ATTR id me" valua:”Puwe:ShutGS" > <product>" /= <ATTR id="price" handwritingvalue="price"
<ATTR id="price" valus="799" /= <ATTR id="price" handwritingvalue="price" speechvalue_short="price"
= - cechvalue et hvalue long="what i P
cATTR id age" value="PowershotG5.gif' /> spanchua\unishclzn prlce_ . speechvalue_long="what is your price" />
S " " " speechvalue_long="Whatis the priceof = .ua sus wus
<ATTR id="fullname" value="PowerShot G5" /= <product>" />
<ATTR id="mega_pixels" value="5 megapixels’ /> <ATTR id="mega_pixels" Product grammar,
<ATTR id="optical_zoom" value="4 Optical Foom" /> handwritingvalue="mega pixels" . .
<ATTR id="digital_zoom" value="3.2 Digital Zoom" /= speechvalue_short="mega pixels" ta|k|n9 ObJeCtS
<ATTR id="focal_length" value="28 to 200mm" /= speechvalue_long="How many mega .
<ATTR id="f_stop" value="2.4 to 3.5 f-stop" /> pixels does <product> have" /> (dlgltal Cameras)
<ATTR id="self_timer" valuz="2 or 10 seconds" /= <ATTR id="lcd_monitor"
<ATTR id="wireless_control" vzlue="Yes" /> handwritingvalue="lcd monitor"
......... - speechvalue_sh 'l ¢ d monitor"
4 <OBJECT speechvalue_long="Does <product> have
+ <OBIECTS an | c d monitor" /=
<ATTR id="description_long"
+ <OBJECT= - . "
handwritingvalue="tell me about'
& OISR speechvalue_short="Tell me about"
</CONTAINER> speechvalue_long="Tell me about
</GETACTIVECONTAINER> <product>' />

A) Data container Product grammar

(digital cameras)
Figure 4.3 Data sources represented in XML in the MSA showing A) the data contagper

resenting a shelf of products, B) the accompanying digital camera grgdummar, and C) the
additional talking objects grammar for digital camera products.

unique words depending on the number of products and product attritheeare covered by

the grammar. For the product type ‘digitedmera’, the database contains information on 25 at-

tributes for 13 different camera products. The attributes for digital casnaclude: brand, name,
price, megapixels, image resolution, image formats, LCD monitor, optical zomitaldzoom,
focal length, f-stop, shutter speed, shooting modes, self timer, wiretessot; photos per sec-
ond, photo effects, storage media, movie resolution, movie formats, shawtpagity, weight,
colours, description, and accessories. In (Cole et al., 1998), utaréds of under 20 words are
considered small while vocabularies of over 20,000 words are coesidarge. A vocabulary
covering street navigation data for the whole of a country would unddiybsérain the capability
of a current state-of-the-art PDA device if it were embedded locally erd@vice. In figure 2.16,
two different methods in which a user can access the available grammajaginoovering the
modality of speech) are illustrated. In particular, figure 2.16A and figuréE2 show two lines of
scrolling visual ‘What-Can-I-Say’ text, and figure 2.16C shows a HTpdlge outlining important
keywords in the grammars. Due to limited display space on mobile devices, gmipfas (rather
than complete phrases) are available to the user to guide them in their qéetiésd means of
determining the system’s capabilities is via the modality of speech. In the BPNpphieation
grammars are available in the form of speech output and as HTML.

Figure 4.4A illustrates the use of speech-only input in the MSA for selectiagparticular
object, ii) a particular feature, and iii) both a feature and an object. Figdi® ghows the user
pressing the button on the mobile device that is used to start (and stophgeeegnition in
the MSA and BPN applications. There are three different configuratieaitable to the user
in the MSA/BPN to activate and deactivate the speech recognizer. Treka@vn as ‘always
listening’(AL), ‘push to activate’ (P2A), and ‘push to talk’ (P2T). Inetlalways listening mode,
a user need neither press a button to start or stop speech. This modesigehowt suitable to
mobile scenarios like shopping and outdoor navigation because of the kel ¢ background
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noise which can cause frequent engine misfire (i.e. when backgraise and especially words
spoken by passersby are mistaken for the user’s voice). P2A andrB#ie two modes commonly
used in the MSA and BPN applications. While P2A only requires the user toaltarstiart the
recognizer (the recognizer stops when it detects a period of sileriZEYgguires the user to both
manually start and stop the recognizer. The use of a physical buttorrtivadgs tactile feedback
to the user is considered more adequate in mobile scenarios than visuastoeeh buttons that
one can not feel (often denoted as tap-to-speak interaction), aguselems like (Oviatt, 2002).
This is because users may not always have all modalities available to thesniadiyyif they are
also multitasking, thus for example a user may not be able to first look at theydisporder to
determine where to press the button in order to then speak to the recognizer.

i) “Nikon D100.”
i) “How many megapixe

i) “What is the price of the
Nikon D100?”

Figure 4.4: The use of speech-only input in the MSA for selecting A) an object @@azure (ii),
and both a feature and an object (iii). B) shows the user pressing the bbhébis used to start
(and stop) speech recognition in the MSA and BPN applications.

4.1.1.2 Handwriting Recognition

The handwriting character recognizer employed on the mobile PDA device iM8A applica-
tion is that of Microsoft’s Transcribr Transcriber is a digital character recognizer that is capable
of recognizing handprinted text on the fly. It is one of the primary inpummnication modes
found on modern PDAs. Handwriting input is provided by a user throwglhssinteraction on
the mobile device’s display, and recognition of the handprint charactees iato account the
order, speed, and direction of individual line segments as they ar@pbiy the user. Similar

to large-vocabulary speaker-independent speech recognitiommsysigerating in a clean envi-
ronment, which have a reported recognition accuracy of around 80¢{9@ikipedia, 2006f), the

®Microsoft Transcriber, http://www.microsoft.com/windowsmobile/dovals/transcriber.mspx
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recognition rates for neat, clean handprinted characters have alsodpeeted to be around 80-
90% (Wikipedia, 2006c). These recognition rates for handwriting ddoatever entail the use
of cursive print which has much lower rates of recognition accuraay itidividual handprinted
characters. From the usability studies conducted as part of this disse(sd@®chapter 6), it was
found that users often combine both forms of handwriting, starting a woptirase in handprint
and ending it in cursive print. An important difference between the comalgravailable em-
bedded speech and handwriting recognizers used in the MSA/BPN is ¢éhgpdlech recognizer
is constrained by its rule-grammars to understand only a limited number ofgstaad words. In
comparison, the embedded handprint recognizer recognizes indicitiaiacters without regard
for the actual words and phrases that they may form. It is for this rethedra separate mod-
ule was written in the MSA to coexist with the implemented handprint recognizés module
performs character and word matching algorithms on the output providgeeByranscriber soft-
ware, and it also takes advantage of information contained within givestreamed handwriting
grammars. Similar to speech recognition, these grammars are derived gqrotiuct database
and are generated based on product types located in a shelf thatia aseently synchronized
with. Knowledge-based character recognition as a suitable means to impf@&@Rgaccuracy is
described in detail in (Dengel et al., 1997). As shown in figure 4.3B anadi4.3C, the XML
grammar files downloaded onto the mobile device contain grammar informatiorshfirjgpeech
(short and long utterances, and talking object interaction), but al$@faiwriting. This XML file
is reformatted on the mobile device to correspond with the required recogmemamar formats
like SRCL, and the actual product names are at this point also integratetiénjgoammars based
on information contained in the data container (figure 4.3A).

Figure 4.5 illustrates the use of handwriting-only input in the MSA for sele@&irgparticular
object, B) a particular feature, and C) both a feature and an object.eMdriD shows the graphical
button on the mobile device’s display used to activate the handwriting re@dimactive button
on the top, active button on the bottom). When activated, all ‘line’ interactiothe display (but
not single point interaction) is redirected to the handwriting recognizeefargnition.

ShopAssist & 4£ 19:36 0 ShopAssist oF 4% 19:36 Q ShopAssist o 4£19:43 0

eSS

| AU Fomea = : ;
%@fﬂﬂ-@ P @ P{?v\w{ecg\w@
N ' @gng( “ -y [+

EOS10D EOS300D EOSIOD EOS300D EOS300D

2/4 2/4 ] ? 0 0 (\/) 2/4

@@L UOO 0O LLOO 0@ LHOO Tol

A) Comms Settings Speech Help - B) Comms Settings Speech Help C) Comms Settings Speech Help D)

Figure 4.5: The use of handwriting-only input in the MSA for selecting A) an objectaBature,
and C) both a feature and an object. D) shows the graphical button usetil/&te the handwriting
recognizer in its deactivated (top) and activated (bottom) state.
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4.1.1.3 Tangible Interaction and Gesture Recognition

Ullmer and Ishii (2001) describe how the last decade has seen a wage/oésearch into ways to
link the physical and digital worlds, and how this common goal has createtha 10of new research
themes like: mixed and augmented reality (Azuma, Bimber, & Sato, 2005), ubiguitimputing
(Beigl et al., 2005), and wearable computing (Rhodes & Mase, 20@B)gible User Interfaces
(TUIs) (Ishii & Ullmer, 1997) build on the ‘direct manipulation’ work defithdy Shneiderman
(1992) and the work on ‘graspable user interfaces’ defined by Fitdoggushii, and Buxton
(1995). TUIs are interfaces that give physical form to digital informgttbus making digital bits
directly manipulable and perceptible. One common approach to designingidliides the use
of ‘found objects’ already existing in an environment and embedding tviékeposition sensors
or ID tags. One of the more renowned examples of a TUl is the “Marble Ariagy Machine” by
Durrell Bishop (Crampton-Smith, 1995), in which a marble represents &esimgssage left on the
answering machine, and picking a marble up plays back the associatedymessather example
of a TUI is given in (Butz & Schmitz, 2005), where an everyday beestas instrumented
with both a gravity sensor that can detect the motion of lifting up a drink andsspre sensor to
detect the weight of the drink. One goal of the beer coaster is to suppange of entertainment
activities in pubs, and the authors make a point of preserving the coasigirsal functionality
like absorbing liquid and providing advertising space.

Weiser (1991) states that “the most profound technologies are thosdishgpear. They
weave themselves into the fabric of everyday life until they are indistingbistieom it.” Further-
ing this, Norman (1998) states that one should “design the tool to fit the tasklsthat the tool
becomes part of the task, feeling like a natural extension of the workiusah@xtension of the
person”. It is based on this guideline that extra-gestures in the MSA BiNldbplications were
developed. In the BPN for example, an intuitive one-to-one mapping exasigebn the physical
building and landmark objects in the surrounding environment and elemettitsitaf information
on the map shown on the mobile device’s display. In the MSA, a similar onegav@apping
exists between the shopping items resting on a shelf in the real-world and itjigat droduct
representations shown on the mobile device’s display.

Two distinct types of selection-gesture are used in the MSA/BPN, and #resgiven the
terms intra-gesture and extra-gesture. In (Ullmer & Ishii, 2001) the termtaldigpresentation
and physical representation are used to represent similar functioparticular, ‘digital represen-
tation’ refers to computationally mediated displays that are perceptuallywaukierthe world, but
are not physically embodied and thus intangible in form, e.g. the pixels orearsor the audio
from a speaker. Intra-gesture is used for interacting with digital reptasons, namely through a
PDA'’s display. In comparison, ‘physical representation’ refers torimftion that is embodied in
tangible form, e.g. physical chess pieces and chess boards. Phgpiegentations are therefore
interacted with through extra-gesture.

Table 4.1 illustrates the range of gestures that are available in the BPN aAdapifica-
tions. Gestureis a broad term defined in common usage as “motions of the limbs or body, used
as a means of expression” (Merriam-Webster, 1998). In (KendoewD&oodwin, Gumperz,
& Schiffrin, 1990), gestures are described to range from pointing @raon to draw their at-
tention, to conveying information about space and temporal characteri€tizsent research on
gesture can be divided into fields like human body motion recognition (includicigl expres-
sions and hand movements) (Wahlster, 2002b; Baudel & Beaudouim! 5993), pen and mouse
based recognition (Pastel & Skalsky, 2004) and sign language. Fekxtanded summary on
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state-of-the-art research into gesture, Kipp (2003) provides aaritation based on “research
aim (analysis, recognition, generation), method (linguistic, psychologicejineering), exam-
ined conversational domain (storytelling, psychotherapy, talk-shawl)phservational conditions
(laboratory, field data, TV recordings)”. In table 4.1, gestures assiflad as ‘selection-gestures’
because the majority of the gestures in the MSA/BPN are used to select sereferénts like
buildings and landmarks in the navigation scenario (e.g. ‘Richard-Seulat8re’) and shopping
products and their feature attributes in the shopping scenario (e.g. rBbateS50’ and ‘price’).

Selection Gestures MSA BPN
Intra-gesture point, slide point, slide
(on-device)

Extra-gesture point, pickup, putdown  point
(off-device)

Table 4.1 Selection gestures available in the MSA/BPN.

Intra-gesture: Intra-gesturesoccur when a user interacts with the mobile device’s graphical
display by pointing at referents or by drawing symbols. Because this tiygesture is closely
associated to the mobile device and in particular the device’s display, this tysstore is also
referred to in this dissertation as ‘on-device interaction’ (Wasinger &gér, 2005). Intra-gestures
are provided in the form of stylus or finger input and can be of the typmtj(i.e. intra-point) or
‘slide’ (i.e. intra-slide). In a navigation context, point gestures are us@uteract with buildings
and landmarks, e.g. “What is the name of this buildinGesture-point?”. Slide gestures are,
in contrast, used to interact with streets, which are often well suited to ssthrgs due to their
narrow and long form, e.g. “What is the name of this stre€esture-slide ?”.

Usability study findings on the BPN indicate that when presented with limited displaye
(pixel resolutions of 240x320 are not uncommon) and maps containingse daumber of ref-
erents, the use of specialized gestures to distinguish between map tréfpeen(e.g. buildings,
streets) can lead to improved rates of referent disambiguation. Pointidedjsstures as used in
the BPN application are illustrated in figure 4.6 (Wasinger et al., 2003a)shopping context,
point gestures are used to select products as shown in figure 4.7 A@hacpfeature attributes
like ‘movie resolution’ as shown in figures 4.7B and 4.7C (Wasinger &dér, 2004). Selecting
product feature attributes is made possible through the use of a visugd®8hd-Say (WCIS)
scrolling text bar as shown in figure 4.7B. The ability to carry out complexasct®ns in each
communication mode (i.e. speech, handwriting, and gesture) and to aceesdith functionality
of a system is one of the novel aspects presented in this dissertation. Asitiee is also avail-
able in the MSA application, and this is used specifically to increase andasectiee speed of
the visual-WCIS text, from 0 chars/sec up to and including 50 chars/séaulti= 15 chars/sec).
The space allocated to the visual-WCIS text is two lines, each able to pegsend 50 characters
at any one time. The upper of these two lines displays keywords relating stetie grammars
(i.e. program control like what can i say, toggle view, and next pageije the lower of the lines
displays keywords for the product-specific grammars (e.g. price, m&gspand optical zoom
for digital cameras). Refreshing the visual-WCIS scroll bar occuesye200ms, i.e. 5 times per
second.
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Figure 4.6: Selection gestures in the BPN application illustrating A) intra-point and iritla-s
gestures, and C) an extra-point gesture. B) shows the magnetic cdattiaske sensor array
device used for extra-gesture interaction.

B Scrolling text
hlll

1i say | toggle view | (next | previous) page.<roc
| storage media*Tell me abot
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)| 5L
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 previous) page.<root> = what can i say | tg
ion |

) page.<root> = what can i say | tog
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‘Brage media | movie regglution | Tell me 3

Figure 4.7: Intra-gestures in the MSA application showing A) intra-point object sielec C)
intra-point feature selection, and D) an intra-slide gesture used to seceerl decrease the speed
of the visual What-Can-I-Say scrolling text bar shown in B).
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Recognition of the point and slide gestures in the BPN takes place by mappi@@ptbcreen
coordinates (x, y) onto the underlying data objects on the 3D map graphi.viSual compo-
nent used in the BPN application utilizes a VRML browser (Virtual Reality Markanguage) to
render map objects like buildings and landmarks. This graphics engine id Calléona and was
created specifically for mobile PDA devices by the company Parallel Grs{pl@me challenging
aspect in resolving intra-point gestures in the BPN application was tha fieith requiring 2D
screen coordinates to be mapped to the 3D scene space displayed orAthtad®Bap graphic
changes constantly to reflect the user’s current position, and thearsalso toggle between dif-
ferent map views like birds-eye and egocentric (see figure 2.11A ad@.These program fea-
tures require the map representation models to be constantly updated ftoanqebislide gestures
to be properly interpreted. In the MSA, recognition of point and slide gestis done in a similar
fashion, i.e. by mapping (x,y) screen coordinates onto the underlyirdupt@et, which can be
displayed as a set of nine, four, or one product. Intra-gestures M3#edo not specifically cater
for a user’s natural pointing behaviour, and this can be seen in that awst point on (rather than
near to) a product for it to be selected. Supporting natural pointingvimlrais not considered
technically difficult, and such behaviour may in fact differ to the interactiam tisers have grown
accustomed to through the use of point-and-click interfaces found in npgotigations.

Extra-gesture: Extra-gesturesccur when a user interacts with physical world objects, by point-
ing at them or by physically handling them. Because this type of selectidnrgegeals specif-
ically with real-world tangible objects, it is also referred to as ‘off-devicernaction’. Extra-
gestures can be of type ‘point’ (i.e. extra-point), ‘pickup’ (i.e. extigkpp), or ‘putdown’ (i.e.
extra-putdown). Similar to intra-point gestures, extra-point gestueesised in a navigational
context to select buildings and landmarks, only rather than these objeatsdisplayed on the
mobile device’s display, they are real physical entities found in the useri®unding environ-
ment, as shown in figure 4.6C. In a shopping context, extra-point gestfex to the user’s ability
to select shopping objects like cameras, by pointing at them in the real-Wicklp and putdown
gestures occur in a shopping context when a user picks a producbrapttie shelf or shopping
trolley, and puts a product back down onto the shelf or into the shoppitigytrcAs shown in
figure 4.8A and figure 4.8E, these three extra-gestures cover bothral interaction’, in which
a user must touch the real-world object (i.e. extra-pickup, extra-putfjaand ‘distal interac-
tion’, in which the user is able to point at the real-world object from a digigne. extra-point)
(Wasinger et al., 2005).

Recognition of the extra-gestures in the MSA/BPN is based on a varietyisingeand vision
technologies. For both the BPN and MSA applications, extra-point gesitoek on the assump-
tion that the PDA device is used as a pointing stick; thus the user selectsemtéfthe real-world
by pointing at it with the PDA device. In the BPN, extra-point gestures ateatied through a
magnetic compass combined with an attitude sensor array, together capataeiding real-time
direction and orientation information about the PDA. The device resporisitiiais is a prototype
CF-card from the company PointStar called INSéhdBirectional information on the user (and
velocity) is also attainable from a Bluetooth GPS device, but requires tméause in motion for
this to be accurate because it is based on the analysis of consecutiveaydmate locations of
the user. On determining the PDA's orientation, the direction of the extra-gesture can be

"Parallel Graphics, http://www.parallelgraphics.com/products/cortona/
8Pointstar, http://www.pointstar.dk
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Figure 4.8 Extra-gestures in the MSA application showing A) an extra-pickup/eptitdown
gesture, and E) an extra-point gesture. B) shows the RFID antemataigecognize objects
taken out of and put back in the shelf, and D) and C) show a close-tyr@iof the extra-point
accompanied with the actual CF-camera device underlying this type of ititerac

calculated and mapped to known locations of physical objects in the reld;vasrdescribed in
(Kriger et al., 2004). In the MSA, extra-point gestures are detectedginithie recognition of
Augmented Reality (AR) markers that are placed on the shopping prod\Rtmarker recogni-
tion requires the sense of vision to function, and in the MSA application a 1.apnexy CF-card
camera designed specifically for PDA devices and called FlyCAM-i€Rised. Similar to the
navigational context, a user points the PDA device in the direction of thepgtpproduct and
then presses a button on the PDA to capture and analyse the photo forpassed AR tags.

The accuracy of extra-point gestures in the BPN application during outdmagation and
exploration is influenced by the number of objects in the same direction reiative user (i.e. one
in front of the other, but different heights). The magnetic compasslsarba influenced by metal
objects (including walls of buildings) and is thus not reliable in an indoor enuent. Similarly,
GPS is also unreliable when inside buildings due to the obstructed line-dftsigl least three
satellites that is required for user-positioning. Extra-point gestures isttbpping context are
affected by the focal length of the camera that is used. In particulaausedhe camera’s focus
is only manually adjustable and has no ability to auto-focus, the extra-patirgs are limited
to a distance of around 30cm to 1m. Pointing gestures conducted overcdistammore than one
metre have a reduced accuracy due to the comparative resolution of ttegA&the rest of the
picture (which is only 640x480 pixels in resolution).

Extra-pickup and extra-putdown gestures in the MSA application are mexatythrough the
use of RFID sensing technology. The critical elements in such a setupefRRID readers,
antennas, and ID tags. In the given shopping context, each shelf ignmestted with an RFID
antenna connected to an RFID reader, and each shopping produstrisriented with a passive
RFID tag®. In the MSA configuration, products that are placed in or out of a steify or out of
a shopping trolley, have their RFID tags recognized by a server andiostre mobile device via
a wireless LAN connection. The employed RFID technology was creatéddoygompany FEIG
Electronid™.

SLifeView FlyCAM-CF, http://www.lifeview.com.tw/html/products/pcamera/flycancf.htm
%N contrast to active RFID tags, passive RFID tags do not requiré¢terpa
1FEIG Electronic, http://www.feig.de
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One novel aspect of the MSA application is that RFID technology is implememitbdthe
goal of benefiting the customer. RFID instrumented environments are fteryaesigned to ben-
efit the retailer rather than the customer through improved inventory managemnckinventory
tracking (Wasinger & Wabhlster, 2006) (see also section 3.2.1.1). In th&/BFN however, user
benefits are provided in the form of new and novel interaction technityaeallow for ‘hands-on’
comparison shopping, cross-selling, and information retrieval. The attenafurthermore con-
forms to traditional shopping practices, which means that customers deedtraining on how
to use extra-gestures that they are already accustomed to. In (Newtoshb2003), a series of
design guidelines for a PDA based shopping assistant are descriltedna of the points that is
made is that shoppers often use their hands to touch the products; @ fératiithis dissertation
has tried to incorporate into the design of the MSA/BPN mobile applications.

Another novel aspect in the MSA/BPN is that intra- and extra-gesturebeaombined, as
shown by the speech-gesture utterance: “Compare this can@la to this one<GE>" (see
figure 2.17). When such digital, real, and mixed interaction is possible, thaiso a need for
the layout of objects to be easily reordered. For example, camera oljests ®n the mobile
device’s display need not always align with the layout of the products martécular real-world
shelf. This misalignment can occur as a result of some products beinf§stoth, or perhaps due
to a user sorting the digital object representations by feature attributesilleeqn optical zoom.
To compensate for this type of disorientation, a spotlight service, as illuirateyure 4.30, was
integrated to find objects in the real-world that were referred to via their tigipaesentation.

4.1.2 Confidence Values and Confidence Scoring

Confidence scoringefers to the process of attaching likelihoods to recognition results in an
tempt to measure the certainty of finding a correct match to a user’s inputagbrof the modali-
ties within the MSA/BPN (speech, handwriting, and gesture), an N-besf lissults is generated
each time a user interacts with the system. These results are assignedmawalees (Cf) rang-
ing between Cf=0.0 and Cf=1.0. ‘N’ in the case of the MSA/BPN is equal teethmeaning that
the N-best list contains the three most likely results for a given modality. dtlHls¢s play an es-
sential role in the disambiguation of multimodal input, which might for example be rsgrably
overlapped and conflicting (destructive) or semantically overlappedamaonflicting (construc-
tive). In fusing multiple N-best lists, the goal is to decrease the overahiogy of destructive
combinations and to increase the overall certainty of constructive combisa#andescribed in
section 2.2.4, the benefit of late semantic fusion, like that which occurs in 8%&/BPN, is that
information otherwise discarded by a recognizer can be stored antllkedter stage of process-
ing, at which time information accumulated over a spread of different modalitigsamdribute to
more reliable results. Confidence scoring within mobile multimodal systems is alantageous
because the methods used in calculating the confidence values are ettdit $p the individual
modalities, and are thus affected differently by noise, be that noise in thedbsound (which
would affect speech), motion (affecting handwriting), or the densitefd#rents in a spatial plane
(affecting gesture). This section is an extension to the work publishedasi(iyer et al., 2005)
and describes how the confidence values in the MSA/BPN application lardatad for each of
the modalities speech, handwriting, and gesture. Particular focus is placke generation of
confidence values in the MSA application because this application hasdebraage of commu-
nication modes, including a variety of gestures and also handwriting. Teea@n of confidence
values for modes like speech and gesture, which occur in both the MS#&ari8PN, will only

at-
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be described in detail for the MSA system. The calculation of confidenoew#or these modes
in the BPN system is similar, but based on preliminary versions of the agpusad in the MSA
(Wasinger, Stahl, & Kiiger, 2003b).

Speech: Speech confidence values are generated by matching a user’s sptkamce to a
sequence of word hypothesis defined in a given language model abwacy. In the MSA/BPN,
the vocabulary consists of word-to-phoneme mappings and rule-granimaaigefine sequences
of words to be recognized. The generation of N-best speech resultassociated confidence
values in the MSA/BPN is a functionality provided by the underlying commerpie¢sh engine.
State-of-the art speech engines that are designed to run embeddedite dpwices are limited
in resources, and one of the consequences of this is that confidaiues are only allocated per
utterance. Speech engines with greater disposable resources apeaafreturning confidence
values for individual words in a recognized utterance’s word latticdg(@b al., 1998). This
limitation means for example that if both a feature and an object are providesitigle spoken
utterance (e.g. “What is tharice of the PowerShot S5®), the recognizer will assign the same
confidence value to both semantic constituents.

Handwriting:  Unlike the generation of confidence values for the modality of speechnthe e
ployed commercial character recognizer provides no API to gain atwéss handwriting N-best
lists and associated confidence values. The generation of N-best tibtfdwriting input in the
MSA is a two stage process. As shown in figure 4.9, written input (i), isgi&st to the charac-
ter recognizer which is capable of recognizing individual characi@réésed on constraints like
the order, speed, and direction of individual line segments providédglteal-time user inter-
action. With typical character recognition rates of around 80% (Chellapi#leson, Simard, &
Czerwinski, 2005), words of lengths greater than 5 characters stdravéoat least one character
incorrectly recognized (i.e. 0.2 error rate x 5 characters = 1 in 5 inctocharacters). To minimize
the error rate, a module was designed to match the set of recognizedterarsith the entries
defined in the MSA application’s handwriting grammars (iii), based on calaitaiefidence val-
ues (iv). These grammars consist of feature keywords like ‘opticaihzand ‘megapixels’, object
keywords like ‘PowerShot S50" and ‘PowerShot S70’, and plerasasisting of both features and
objects, e.g. ‘price PowerShot S50’ and ‘PowerShot S50 movie timolu

The character-to-word mappings in the MSA are based on a charactdrimgaadgorithm, in
which the characters in a user’s handwriting input (e.g. ‘optinlzreir@ figgire 4.9) are compared
to the characters in each entry in the handwriting grammars (e.g. ‘namebogtidal zoom’).
Each character that appears in both the user’s input and the curreity tompared grammar
entry increases the confidence value for that particular grammar eotaxold multiple matches
on the same character (e.g. ‘optinizrein’ and ‘image resolution’ whereitsvim ‘the user’s input
exist compared to only one in the grammar entry), any characters alreaclyadan the grammar
entries are temporarily removed. Because long grammar entries like ‘optimal’ zontain more
characters and thus stand a greater chance of having more correcthethat@aracters, grammar
entries that are either too long or too short when compared to the usarts iiep greater than or
less than the total length plus or minus three characters respectively, ardiatehefiltered out.
A positive bias of Cf=Cf+0.1 is also given to grammar entries that have the starting character
as the user’s input, and the reasoning behind this bias is that it is assuer&dwil take more
care writing the first character compared to subsequent and finaatbes. If the bias results in
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ii) Recognized characters
iii) Correct mapping
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iv) ASS|gnment of confidence values

Figure 4.9 An example of how handwriting input (i) is recognized by the characiesgeizer
(ii), and then mapped to a valid grammar entry (iii) and given a confidence yaiu(Wasinger
et al., 2004).

a confidence value exceeding 1.0, it is rounded back down to confotine t@nge of 0.0 to 1.0.
During the character matching process, case, punctuation, and whiae-age all disregarded. As
shown by Equation 4.1, the total number of characters in the grammar eathyuhar Entry, Must
fall within the total number of characters in the user’s input plus or minugttinaracters:

TUserInput +3 > TGrammarEntry > TUserInput -3 (41)

The 3-best list of results generated for the handwriting confidences&t;,,—1, Cfy,—2, and
Cfyn—3 can be expressed by the formula:

Clin = i ( F (4.2)
TUserInput

where,
Cfy,, = The handwriting confidence value for each hest result.
M., = The number of correctly matched characters in the grammar entry fongabhst result.
Tusermput = The total number of characters in the user’s input.
F = The conditional first letter bias, set to 0.1 when the first letter is correstiygnized, other-
wise set to 0.0.
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The sliding character match is demonstrated by the example illustrated in tablehes w
the grammar entry ‘optical zoom’ (Cf=0.65) is determined to be the best matthefaser input
‘Optinlzrein’.

Grammar No. of | No. of Matched | First-letter | Confidence
Entry Chars | Chars Bias (+0.1) | Value, Cf
brand 5 — — 0.0
name 4 — — 0.0
megapixels 10 4 (p,i,e,D) No 0.36
optical zoom 11 6 (o,p,t,i,l,2) Yes 0.65
focal length 11 5 (o,l,e,n,t) No 0.45

f stop 5 — — 0.0
PowerShot Prol 13 4 (p,o,nt) No 0.36
PowerShot S50 12 4 (p,o,nt) No 0.36
PowerShot S45 12 4 (p,o,rt) No 0.36
brand PowerShot Pro[L 18 — — 0.0
PowerShot S50 brand 17 — — 0.0

Table 4.2 An example of the sliding character match algorithm used for the input ‘Opginlz
(11 chars long). The grammar entries denoted by ‘—' are immediately disedwalue to their
lengths being either too long (i.e.14) or too short (i.e<8) when compared to the user’s input.

Intra-gesture: Intra-gestures in the MSA occur when a user interacts with the mobile device
graphical display, for example by pointing at feature and object neferéObject referents refer
to camera products such as the ‘EOS 300D’ and are available to the userfanrthof graphical
images, while feature referents refer to keywords such as ‘priceaama@vailable to the user in
the form of scrolling text displayed on the PDA (see figure 2.16).

Depending on the user’s current viewing mode, nine, four, two, oradmject rectangles are
displayed on the PDA's display (see figure 2.15). As shown in figured}.dénfidence values for
object referents are generated by drawing a rectangle around the p@i@t-coordinates equal
in size to the graphical image rectangles currently being displayed. Theentiem between
this active area and each of the image rectangles is then calculated arasubedntra-gesture
confidence value (Gf,—1, Cfgrn=2, and Ct;y,—3) such that:

Cfam = AANIR, (4.3)

where,

Cfarn = The intra-gesture confidence value for eaéhbest result.
AA = The active area surrounding a user’s x,y coordinate point.
IR,, = The image rectangle used in calculating tHelest resuilt.
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Figures 4.10B, 4.10C, and 4.10D show that if the user points to an imagegkctd perfect
centre, the rectangles line up and the confidence value is 1.0. If the gkxtamly half line up
(side by side), the value will be 0.5, and if the user points to a corner, tlie véll be 0.25.
Areas that extend off the display are discounted, as shown in figur& 4Tt minimum and
maximum range for each of the three best results is outlined in table 4.3, ivlsesbown that the
confidence values for the N-best list entries are split over a maximurnruofiiierent rectangles
together totalling 1.0. For example, if a user selects the centre of an imagewiN+tave a
confidence value equal to Cf=1.0 and N=2 and N=3 will both have valyesl ¢o Cf=0.0 (see the
maximum value for N=1 and the minimum values for N=2 and N=3 in table 4.3).

A) B) C)

IR1 IR2| |ct=t10 cf=0.5 cf=0.5

Cf= Intersect
Area
o

Cf=0.25 Cf=0.25

Active Area (AA) around the
user’s point coordinates

Cf=0.25 Cf=0.25 Cf=0.25

IR3 IR4 D)| |E)

Figure 4.10 Confidence value generation for intra-point object resolution shodjre inter-
sect between AA and IR, and four example confidence values B), JCard E).

Cfgr | Minimum | Maximum
Value Value

N=1 | 0.25 1.00

N=2 | 0.00 0.50

N=3 | 0.00 0.25

N=4 | 0.00 0.25

Table 4.3 Minimum and maximum range of values for the intra-gesture N-best listrffaence
values.

Experiments were conducted to determine the benefit of using exponergsép rintra-
gesture object confidence values onto the range from 0.0 to 1.0, buigitttioe values then shared
the same minimum and maximum range as the modalities of speech and handwritreguttieg
confidence values were seen to less appropriately reflect the actuaheg of the modality, and
this was particularly visible for the lower values like 0.25 which were remappé#ue value 0.0.
A small study outlined in the following section (see section 4.1.3) shows thatgesture is a
very accurate modality to begin with, and this is perhaps also reinforcedebrelitively small
number of images available for selection on the PDAs display at any one tilven) sompared
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with the larger number of object referents that could be spoken or writteatat the same point
in time.

The selection of features when using the MSA modality of intra-gesture edbas a user
pointing at keywords displayed in the lower of the two lines of text making upigwal-WCIS
scroll bar at the bottom of the PDA's display, as shown in figure 4.7. Bygvkrd that is selected
by the user is assigned the N-best list entry N=1, while N=2 and N=3 apecévely assigned
to the keywords left and right of the selected keyword. Confidenceevgéneration for this
communication mode is such that the speed of the scrolling text (which movagifybt to left
on the display) influences the overall confidence of a particular entghéwn in table 4.4, each
character/second speed increase from stationary equates to a @6@ obnfidence points, i.e.:

chars

Cfain=1=1-—0.02 x (4.4)

sec
The value of 0.02 was chosen such that Cf=1.0 at speed 0 (0 chyyafs€f=0.0 at speed 10 (50
chars/sec) where it can be seen that a character scrolls on and di§piey within one second.
The second- and third-best results in the N-best list are assignedencdi values based on that
of the first best result, i.e.:

Cfarm=
CfGIn:Q = CfGIn:S = %
The length of each keyword is not considered in the current implementatmshstudies to
verify the accuracy of the implemented approach have only been codductn earlier version of
the algorithm in which N=1 was always assigned Cf=0.8, and N=2 and Ns+8 always assigned
Cf=0.4 and Cf=0.2 respectively, i.e. without regard for changes iag&ee section 4.1.3).

(4.5)

visual-WCIS Speed| Confidence Value, Cf;;
N=1 N=2 N=3
0 (0 chars/sec) 1.0 0.50 0.50
1 (5 chars/sec) 0.9 0.45 0.45
2 (10 chars/sec) 0.8 0.40 | 0.40
3 (15 chars/sec) 0.7 0.35 | 0.35
4 (20 chars/sec) 0.6 0.30 | 0.30
5 (25 chars/sec) 0.5 0.25 | 0.25
6 (30 chars/sec) 0.4 0.20 0.20
7 (35 chars/sec) 0.3 0.15 0.15
8 (40 chars/sec) 0.2 0.10 0.10
9 (45 chars/sec) 0.1 0.05 0.05
10 (50 chars/sec) | 0.0 0.00 0.00

Table 4.4 Confidence value generation for intra-point feature resolution stpthizn N-best con-
fidence values based on different given scrolling text speeds.

Another type of intra-gesture in the MSA is the slide action that is used to ser@ad de-
crease the speed of the visual-WCIS scroll bar, and it is worth mentiooiwghch an intra-slide
gesture is distinguished from an intra-point gesture in the MSA applicatioacfitical factor dur-
ing this gesture recognition is that a slide gesture is based on a seriesioéctiodal coordinate
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points in comparison to just a single point or several fairly similar-valuedtpoifo demonstrate,
when a user performs an intra-gesture, it is first categorized to be aithemt’, a ‘slide’, or an
‘unknown’. If two or less coordinate points exist it is classified as a paitibn, while if a consec-
utive number of points greater than five and all with the same horizontal auenpof direction
exist, the action is considered a slide gesture, otherwise the action is gedsidde unknown.
When an intra-slide gesture is identified, the direction is calculated based stathand end point
coordinates (i.e. left or right), and thus the system can determine whethasehintended for the
speed of the visual-WCIS scroll bar to be increased or decreased.

Extra-gesture: Extra-gestures in the MSA are assigned a static confidence value of0Gtr1
N=1, and Cf=0.0 for N=2 and N=3. Supporting this static assignment is tbellert accuracy
that was observed during studies into the use of extra-gesture interésgmeection 4.1.3).

In the current implementation of the MSA application, the RFID readers atehaas only
permit the detection of an object as being either in or out of a particularicentd he advantage
of this is that a product can be picked up from one location and put baakaither location, with-
out this affecting the accuracy of the extra-pickup and extra-putd@stuges. A second benefit of
this approach is that the gestures are identified in real-time. A limitation to this impleineriga
however that it is not possible to pinpoint the exact location of a produatghelf. Such location
information would for example provide the ability to assign confidence valasedon objects
that are left, right, above, or below the object that was selected and wdditionally make it pos-
sible to resolve many locative references based on the descriptoregesited. In (Butz et al.,
2004; Spassova, Wasinger, Baus, &iger, 2005), a fully-implemented module to automatically
detect the location of products in the MSA using optical marker recognitioessribed, however
this detection process is not yet available in real-time. Traditional real-vebidgs circumvent
the issue of product location by assigning a set physical position to tkegtralong with a paper
placeholder for name and price information.

In summing up this section, the generation of adequate confidence valusgfoy a multimodal
system is still an area of ongoing research. Although speech recogiaizanowadays built on top
of a great wealth of statistical data arising through decades of trialHmodasd experience, there
is still limited statistical data for determining how best to rate the accuracy of wtbealities such
as gesture, particularly within constantly changing environment contextthbkef shopping and
navigation. When comparing confidence values between different-tygphe'en same-type rec-
ognizers (see section 4.2), the confidence weightings generated maptlsoeasily comparable
due to factors like different statistical models used to train the recognigars.solution as de-
scribed in section 5.3.3, is to re-weight the confidence values (based andtracy of the results)
in an attempt to balance out discrepancies between the different reecgniz

4.1.3 Accuracy, Interaction Times, and Scalability

The MSA has been demonstrated at numerous public events including tiké LRRguage Tech-
nology Summit” and “Empower Germany” in Saaiibken in 2004, “Voice Day” in Bonn in 2005,
and the “CeBIT 2005” and “CeBIT 2006” exhibition fairs in Hannoveer@®any. The CeBIT
fair is considered a difficult environment for demonstrating languagentdoby products even
at the best of times, firstly because of the significant amount of backdroaise generated by
the many people visiting the fair and secondly due to the technical constraintypically arise
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when setting up and demonstrating real systems in untested environmentsvetclor exactly
these reasons, it was decided to perform a series of rigour-tests dhiShesystem during the
CeBIT 2006 fair as part of the DFKI/MTI stak@l

The studies that were conducted were designed to test the accurawelsnodality combi-
nations available in the MSA, based on the digital camera dataset of 13gspdach associated
with 12 attributes. Of particular importance was the relationship betweenamycand the confi-
dence that each recognizer assigned to the results, while a secortvasio determine average
interaction times needed when using individual modality combinations over adqrgiod of
time.

The data that was gathered originated from a single experimenter, wiedcant controlled
sequences of interactions. Due to the large number of available modality atiobgiin the
MSA, it was decided to test only a select few of the combinations. These modatitinations
were chosen based on the results from two prior usability studies outlinbdjiter 6 and entailed
those combinations that were rated by users as being preferred andéntmiitise.

Careful attention was placed in testing the MSA in a configuration that alloarezbmpletely
complementary interaction. Although only a select few modality combinations stedsed, all
of the other modality combinations were also functional during the tests. Telsdrgystem under
this condition (rather than switching non-used modality combinations off) asethe number of
interaction possibilities and the size of the active grammars, which can #féeoverall accuracy
of a system. Such a configuration is however a prerequisite for systewidipg complementary
interaction. Unimodal modality combinations like SS and HH were also desigebdisat feature
and object information could be entered either during a single action orglseparate actions
and in any order (i.e. ‘feature’ then ‘object’, and ‘object’ then ‘featyr

Table 4.5 shows the three most preferred modality combinations in the lalyoeatreal-
world studies, as outlined in chapter 6. With the addition of the modality combinatitrtiiése
combinations represent the complete set of modality combinations that weaté@r#ie studies as
being significantly intuitive. It is also this set of modality combinations that wasd as the basis
for the study, i.e.: SS, SGE, SGI, HH, HGI, and GIGI.

Ranking | Laboratory | Real-world
Study Study
1 SGE GIGI
2 SS HGI
3 SGI SGI

Table 4.5 The three modality combinations rated by users to be most preferred dalpioxgitory
and real-world usability studies.

Testing was conducted such that each of the 12 feature attributes @nd, bame, price) were
combined with each of the 13 products and then tested using each of the 6 modaliiinations
mentioned in table 4.5. A single round thus totalled 6x12x13=936 interactieadi¢sire 4.11). A
total of 1,161 interactions were logged over two days during CeBIT 200é number of possible
combinations could have also risen dramatically had semantic order beerirtttkeonsideration
(i.e. ‘feature’ then ‘object’, or ‘object’ then ‘feature’). For examplehen distinguishing between

12DFKI: Deutsches Forschungszentruim Kiinstliche Intelligenz, MTI: Mensch-Technik Interaktion
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HrHo and HhH g, the number of combinations for HH alone would equate to 312 (12 features
x 13 objects x 2 semantic sequences). Although such interaction is possithie MSA, the
accuracy of events based on semantic order was not considered.

One aspect of the study affecting the recognition accuracy is the size gfammars that were
used. The speech grammars consisted of 171 words, while handwrisirds@ashown in figure
4.11) consisted of a total of 47 words. Intra-gesture (which is baséuedmandwriting grammars)
consisted of 25 individually selectable keywords/phrases (with a meathlef@.6 characters)
and 13 graphical objects that can be browsed through on the PDAylidpxtra-gesture con-
sisted of 13 unique objects represented as camera images printed oite RP&3D tags (8cm x
5cm in size). In addition to grammar size, the accuracy of intra-gestuneréeselection is also
affected by speed because a user is required to select moving ertnethé visual-WCIS scroll
bar. For the purposes of the study, the scrolling text moved from righfttatlé5 characters per
second. A total of 50 characters can be displayed on a single line on filayliand these char-
acters are refreshed five times a second (i.e. every 200ms). Corfidalues for intra-gesture
feature resolution were statically configured to be Cf=0.8 for N=1, Cf=xNf2, and Cf=0.2
for N=3.

13 Objects
12 Features
PowerShot Pro1
Brand
PowerShot S50
Name P Shot S45
owerSho
6 MCs Price
PowerShot G5
SS Megapixels
PowerShot A75
SGE Optical zoom
PowerShot S1 IS
SGl Focal length
EOS 10D
HH F stop
EOS 300D
HGI Wireless control
PowerShot A40
Glal Storage media
FinePix A202
Movie resolution
CoolPix 4300
Tell me about
PowerShot G3
Accessories
D100

Figure 4.11 The range of interaction combinations that were used as the basis fdutlye 6
Modality Combinations (MCs) x 12 Features x 13 Objects.

4.1.3.1 Modality Accuracy

The 1,161 interactions that were logged over the two days at CeBIT 2@06ategorized by
semantic type (feature, object) and modality (speech, handwriting, gesiarseen in table 4.6.
This table shows the average confidence value and average acratecpbtained over the total
number of interactions for feature and object information in general, aenl fibr feature and
object information based on each of the provided modalities. The table rfigtiogvs the total
number of occurrences within each category and the total number o$ énadrwere recorded in
each of the categories.

Several important aspects can be drawn from the results in the tableapBeartost notable
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] | Cfa, | Accuracy | Errors I | Cfa, | Accuracy | Errors |
[FTR | 0.63 | 94.49% |64in1161] OB] | 0.76 | 93.37% | 77in 1161]

FTR.S | 043 | 95.14% | 27in556 || OBJ.S 0.29 | 98.62% | 3in218
FTR.H | 0.82 | 93.83% | 28in454 || OBJ_H 0.88 | 68.67% | 73in 233
FTR_GI | 0.80 | 94.04% | 9in151 OBJ.GI | 0.84 | 99.83% 1in 593
OBJ.GE | 1.00 | 100.00% | 0in 117

Table 4.6 Confidence value (Cf) and accuracy rate averages recordetydbe study, where the
first row in the table indicates the averages for feature (FTR) and ofipgl) recognitions and
the remaining rows show the averages for feature and object recogititiied on modality.

is that while the majority of accuracy rates for feature and object recograti® around 94% or
more, the use of handwriting for providing object information resulted intabip lower rate of
accuracy (68.67%). This is thought to be due to the similarity of many of thetoh@Enes like
‘PowerShot S50’ and ‘PowerShot S45’, where a single misrecodmizaracter can easily lead to
an incorrectly matched grammar entry. The table also outlines that the rdamdfidence value
averages for each group (Gf) do not reflect their respective accuracy averages (Accuracy).

Figure 4.12 plots the percentage of feature and object confidence a@tuerences as gen-
erated by the recognizers over the range from 0.0 to 1.0 (on the lefchfgraph). The figures
further show the associated accuracies for each of the given cooddalues, which were pro-
vided as feedback into the system by the experimenter during the coutsegitidy (on the right
of each graph). The accuracy rates for each group are summasilced b

e Speech (FTRS=95.14% and OBJS=98.62% accuracy):Almost all values with a C$0
were correct for both feature and object selection (see figure 4.hdA d42B). Despite a
high proportion of results being given a confidence value of Cf=0 (26%ccurrences for
feature selection and 35% of occurrences for object selection), axdynparatively small
proportion of these results were found to be incorrect (15.07% fdaurfes and 3.9% for
objects). These findings imply that recognition results accompanied byfialeoce value
above zero are very likely to be accurate, while results accompanieddnyfidence value
of 0 are more likely to be correct than incorrect. Thus a Cf value of 0.@mgeéed by the
employed PDA speech recognizer is not alone depictive of an incogeagnition.

e Handwriting (FTR _H=93.83% and OBJ H=68.67% accuracy): Unlike with the modal-
ity of speech, figure 4.12C and 4.12D show that handwriting errorsramar the whole
range of generated confidence values, with some higher confidehuss veaving an un-
expected lesser accuracy than the lower confidence values. Theehagcuracy values
is also more dispersed when compared to speech, ranging from 0%aactorl00% ac-
curacy. For features, the accuracy of handwriting results that argzanied by higher
confidence values is comparable to that generated by the speechizecolgncomparison,
the error rate for object selection is very large and is dispersed ovatearange of confi-
dence values, with the value Cf=0.9 returning the highest proportion efralfs occurring
in the category of OBH recognitions (13% from 31.3%).

e Gesture (FTR.GI=94.04%, OBJ_GI=99.83%, and OBJ.GE=100.00% accuracy):Ges-
ture error rates for object selection can be seen to be negligible, whilegesror rates for
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feature selection averaged 5.96%. Because the confidence valeatiaef selection was at
the time of testing fixed to the value Cf=0.8, only general information about thualitgs
accuracy can be obtained, rather than information regarding individudiidence values.

A) FTR_S (Average Accuracy = 95.14%) B) OBJ_S (Average Accuracy = 98.62%)
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Figure 4.12 Accuracy rates for the recorded confidence values generatea bgabgnizers, for
speech (A, B), handwriting (C, D), and gesture (E, F). The barrp#iindicate the percentage
occurrence over the total number of interactions, while the line-markeicaiedhe percentage of
correct interactions per individual confidence value.

Some general observations can be noted when comparing confidéuneeaeross different modal-
ities. For example, it can be seen that recognizers assign confiddnes défferently, so that a
Cf=0.9 for OBJH is much less reliable than a Cf=0.9 for QBJ Even within the same modality,
the confidence values assigned to user input can differ in terms ofaagcerg. FTRH (accuracy
of 93.83%) and OB.H (accuracy of 68.67%), and these differences are magnified fusthen
compared over only a subset of confidence value assignments, likelibtvgeen Cf=0.8 and
1.0 for handwriting, in which inaccuracies for object selection are higlomparison to feature
selection.
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To counter the differences observed here with regards to confidmueang and accuracy,
methods are required to rebalance the confidence values based onaitidor over the complete
set of available communication modes. This is the topic of section 5.3.3.

4.1.3.2 Modality Interaction Times and Scalability

Due to the large number of interactions that were recorded during theTG&B6 usability study,
it was possible to generate results on the average length of time it took fer sousommunicate
whilst using a particular modality combination. These results are outlined in tahlard it can
be seen that the modality combinations SGI and SS were the fastest, closeletbby HGI and
SGE. The modality combinations HH and GIGI were much slower (i.e. more thaa asgislow),
but are the only two listed combinations that permit a user to interact privaitiythve system. In
chapter 6, usability study results show that users are sometimes willing to pagie ®r privacy,
particularly in public environments. One reason why the modality combinatiornisS€al fast is
that a user can provide speech and gesture input to the system in ptrafieptimizing temporal
aspects of the interaction.

Modality Total Time Number of | Average Time
Combination | (HH:MM:SS) | Interactions | (HH:MM:SS)

SGl 00:13:37 94 00:00:09
SS 00:17:01 103 00:00:10
HGI 00:17:10 97 00:00:11
SGE 00:15:36 73 00:00:13
HH 00:32:34 103 00:00:19
GIGI 00:30:35 96 00:00:19

Table 4.7 Time statistics for the interactions recorded during the usability study.

Some modalities are more scalable than others. In chapter 6 for example it iedutiat
speech and handwriting scale better than intra-gesture for large feattirebject databases, be-
cause it is easier to speak out the name of a physically visible product tisao ifirst manually
find the product on a small mobile display and then point to it via intra-gesBueh a benefit is
however only applicable in instances where the interaction vocabularypverkby the user, either
because it is intuitive (e.g. the products are displayed in front of therbpaause the information
is available to the user in an easy to understand fashion (e.g. via audmafdedr as in the case
of the MSA via the visual-WCIS scroll bar). Listed below is a brief discussio the scalability of
the MSA communication modes - speech, handwriting, and gesture - foengeiries into object
and/or feature information.

e Speech and handwriting: Speech allows for the selection of many features and objects all
in quick succession. While handwriting is slower than speech, it also allaserao natu-
rally and flexibly request information on shopping products by writing orPD&'s display.
Large vocabularies affect the recognition accuracy of speech amdiAriting, particularly
when the recognition is constrained to resource-limited mobile devices. T stede-of-
the-art systems can minimize the accuracy effects of large vocabularesdiing different
dialogue states in which only subsets of the entire grammar are active a&ratigne. This
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is one of the tasks assigned to dialogue management. In contrast to spheoh,a user
of the MSA system provides requests by speaking out complete phhasebyriting input
requires the user to only enter keywords, thus improving on what is oiseawery slow
communication mode.

e Gesture: Gesture relies on a user selecting features and/or objects by either ptirttiegn
on the display, or physically interacting with their tangible counterparts in thlewerld.
Because only a maximum of nine objects are displayed on the screen atatiyne, and
a maximum of around six features are displayed in the visual-WCIS scmltdzagnition
accuracy is high. The trade-off is that a user must first search faretbeant object in a
potentially very large dataset, or they must wait for the relevant featuresradl by them
on the display. As more and more objects and/or features are introducetldgstiem, this
searching process will also increase in complexity. Similar to speech agvhting, the
effects of large datasets can however be minimized through dialogue-eraeagproce-
dures, in which a user might first be asked to select a particular proghetike ‘digital
camera’ or ‘language technology’ before the specific product udesles are activated (see
figure 2.14). Extra-gesture suffers the problem that although it is &taéglourate modality,
even for very large datasets, it requires (at least in the MSA implementétieqresence
of physical real-world objects and is thus only of use if the products @rénnarms reach.

Section 6.2.5 extends on this outlined work on accuracy, speed, andibtalby detailing
a broad range of modality qualities that are considered important for multimadahdtion, in-
cluding: comfort, enjoyment, familiarity, speed, accuracy, scale, abi@gs privacy, intuition,
and complexity.

4.2 Multimodal Interaction

This section categorizes multimodal interaction in terms of its temporal and semamttoraeny,
and in terms of the degree of (semantic) overlap between input originatingtfre recognizers.
The effects of linking modalities to individual semantic constituents are dieduss too are the
wide range of modality combinations that are available in the systems describésidissertation.
Discussion is also extended to include analysis on different recogroméigarations that can be
used for capturing semantically overlapped multimodal input.

4.2.1 Temporal and Semantic Synchrony of Multimodal Interag¢ion

For the purpose of this dissertation, multimodal input is classified by the tehgymehrony and
the semantic synchrony of the encompassed modalities. A similar approadtdibyaelen
(1994), where four different types of interaction context are ddfaerording to what the author
classifies as the ‘use of modes’ and ‘information dependence’. Thétingsmultimodal inte-
gration types used in the approach are termed: exclusive, concualennate, and synergistic,
but are generally distinguishable from one another through their temaindademantic interrela-
tions. Another not too dissimilar classification is given in (Alexanderssal.e2004), where four
basic interaction patterns are outlined - redundant, concurrent, compamemd contradictory
interaction. In this dissertation, multimodal interaction is classified by the groeipgporally non-
overlapped, temporally overlapped, semantically non-overlapped eamangically overlapped.
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4.2.1.1 Temporal Synchrony of Multimodal Interaction

A prominent contribution to the temporal classification of multimodal interaction tned in
(Oviatt, DeAngeli, & Kuhn, 1997; Xiao, Lunsford, Coulston, WessonQ&iatt, 2003), where
input is said to occur sequentially or simultaneously with respect to time. In plarticsequential
interaction’ is defined to occur when multiple modalities are separated by a tinveHag, simul-
taneous interaction’ is defined to occur when multiple modalities are temporaliapped. The
definition of sequential and simultaneous interaction are used in a numbtedadssthat identify
multimodal integration patterns of different user groups including childxéao( Girand, & Ovi-
att, 2002), adults (Oviatt et al., 1997), and the elderly (Xiao et al., 2@&juential and simul-
taneous interaction as defined above, correspond 1:1 with the terms ‘edmpan-overlapped’
and ‘temporally overlapped’ interaction as used throughout this dissertefionilar definitions
regarding the temporal synchrony of input further exist within the W3QvE&MWorking Dratft,
where the term ‘sequential’ is used to refer to multiple interpretations in whighéttu-time of
an interpretation precedes the start-time of its follower”, and the term ‘qveslaised to refer to
multiple interpretations in which “the start-time of a follower interpretation preséue end-time
of its precedent”. In (Cohen, Coulston, & Krout, 2002), the definitiorsiofultaneous interac-
tion defined in (Oviatt et al., 1997) is extended for use in a study in which 20tesrof video
containing speech and gesture interaction from four people is analijsedemporal relationship
between simultaneous modalities is defined in this paper as being either ‘niggtedé gesture
occurs within speech), ‘contains’ (where speech occurs within gdstar ‘staggered’ (where
gesture follows speech before the speech component is ended, -vevie.

Temporal synchronin this dissertation refers to the temporal relationship that exists between
input that is received over multiple modalities. Modalities exhibit differentatizristics, and one
such characteristic is the ‘temporal duration’ of a modality, for examplecspaed handwriting
are generally slower modalities than point-gesture. In the MSA, the time relqirprovide a
‘feature’ or an ‘object’ referent via gesture typically lies within the 1 to 8sw®l time range, while
5 seconds are required to provide a referent via speech, anddat@useconds for handwriting.
Durations of such differing time lengths have implications for systems thaepsomultimodal
input in real-time, in that differing multimodal input will take differing amounts of tim@tovide
by a user. In the MSA, the modality fusion process is triggered as soorfeatare’ has been
identified (e.g. ‘price’). Depending on the modality used for the accomnipgrgbject(s)’ (e.g.
‘PowerShot S45’), the system might decide to walit either 1 to 3 secontissf@bject input, or up
to 10 seconds for such input. Getting the temporal duration wrong will resalther a sluggish
system (if too much time is provided by the system) or a miss-recognition (if théimput short
by the system). To counter this, systems must be able to identify which modalitiearaeatly
active. Often, user tendencies are such that only a subset of thalloweitimodal interaction
possibilities are actually used, thus allowing a system to also better predidbhgva user will
take when communicating with the system. Table 4.8 outlines the temporal duragigsea to
a range of modality input combinations in the MSA, which are formed by asgjgmimodality
to the ‘feature’ and ‘object’ values in an interaction (e.g. ‘SGI’ repnéséeature="speech” and
object="intra-gesture”). Note too that the temporal duration of an interatishorter when all of
the semantic constituents are provided in a single user-turn in contrast tdithidual constituents
being provided in multiple user-turns. This is particularly evident for the udahoombinations
HH and SS where the time required to start and stop the modality adds to th#é dueastion of
the user interaction. Allowing for interactions that span either single or multg#e-urns, as is
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possible in the MSA, requires a flexible architecture that is able to checkahes ©f a user’s
interaction to determine when it is complete.

Speed | Temporal Duration Modality Input Combinations
<Feature><Object>

Fast Approximately 1 to 3 seconds SGl, GIGI, HGI

SGE, GIGE, HGE

Average | Approximately 5 seconds SS, GIS, HS

Slow Approximately 10 seconds | HH, GIH, SH

Table 4.8 Temporal durations for modality input combinations in the MSA, where each
combination represents a modality for the feature and for the object inpyt (€Feature
modality="S"> < Object modality="GI">.

The ‘temporal order’ in which multimodal input can occur is also important.eample, dur-
ing an interaction, one modal input can be said to occur ‘before’, ‘dyror ‘after’ another modal
input. In the case of the MSA, multimodal input can be provided in any oedgr,speech before
gesture, gesture before speech, handwriting before gesturepamd Semantic constituents in
the MSA (e.g. feature="price”, object="PowerShot S45") can alsouoén any temporal order.
The temporal order of modal input and of semantic constituents is illustratédebiollowing
example, where the semantic constituents are represented by F (Featuf@)@bject) and the
modalities are represented by S (Speech) and H (Handwriting):

FrOg: <FTR H="price”><0OBJ.S="PowerShot S45%
OgFp: <OBJ.S="PowerShot S45% <FTR H="price”>

As shown in figure 4.13, such input may or may not overlap with respect to aquential
multimodal input refers to input that i@mporally non-overlappedvhile simultaneous multi-
modal input refers to input that temporally overlapped Temporally overlapped input occurs
in the MSA when, for example, gesture and/or handwriting is provided dulie same time-
interval that a speech utterance is provided. The flexibility exhibited by t84 4 achieved in
that the individual recognizers work independently to one anotherrarthi&ed only by a central
blackboard upon which interaction nodes are stored and later interfngthe modality fusion
component. The importance of a flexible architecture with regard to tempatad i3 supported
by studies on sequential and simultaneous integration, in which it is shownliffeaent user
groups are habitual. For example, with regards to map-based tasks fé@@its were in (Oviatt
et al., 1997) shown to be sequential integrators, while 77% of childrer8@¥gof the elderly
were shown to be simultaneous integrators. Studies further show thatsaama#imodal integra-
tion pattern is resistant to change, even when high error rates of 408pglied to force a switch
in integration pattern (Oviatt et al., 2003).

Temporal duration and temporal order can be calculated by analysintatharsd stop times
of individual modality segments that are provided to the system. Some systenSridkeKom
(Wahlster, 2002b, 2003), QuickSet (Cohen et al., 1997), and MA{JOHNnston et al., 2002) also
record timestamp information for individual words as they are recogniyeithido system. This
is important in applications where the actual timestamp of words (e.g. demorespadnouns
like ‘this’ and ‘that’, and locative adverbials like ‘here’ and ‘there’gareeded to be linked to the
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A) Temporally non-overlapped (sequential) input:

Speech: What is the price of this camera?
_ - b Wr e oty I

Pointing-gesture:

<G=PowerShot S50> ‘

time

B) Temporally overlapped (simultaneous) input:

Speech: What is the price of this camera?

W‘M b i Hitt-weerem it

’'I<G=PowerShot S50>

Pointing-gesture:

time
—>

Figure 4.12 Temporal relationships of multimodal input: A) temporally non-overlappedtiapd
B) temporally overlapped input. The communication modes are in this casehspe@gesture,
which are represented in the figure by the visualization of an audio sigdad &éngerprint.

timestamps of their counterparts in a different modality (e.g. for error réen)u To illustrate,

a user might in the scenario of the MSA provide the following spoken inpubnigare this
camera to this one”, but provide only a single point-gesture rather thanitwaach an instance,
knowing the timestamps of the speech segments ‘this camera’ and ‘this one’ idegkify for
which segment a gesture reference was missing, thus simplifying the andlity of the system.
Unfortunately, to the best of the author’'s knowledge, no embeddedispesognizer to date has an
API that provides access to word-level timestamp information. Thus, syditerthe MSA have
to suffice with information on the temporal order and temporal duration of ivheh interpreting
speech that was processed locally on the mobile device.

4.2.1.2 Semantic Synchrony of Multimodal Interaction

Semantic synchrongefers to the semantic relationship that exists between multiple modalities.
Studies have shown that different modalities are better suited than otheddgféoent types of
semantic constituents. For example, within a map-based task in which userasked to select
real-estate, based on attributes such as location and price (Oviatt, $p8kgn input was iden-
tified as being best suited for ‘subject’ and ‘verb’ constituents, whileippat was identified as
being best suited for ‘spatial-location’ constituents. Similarly, in (Wasinged.e2005; Wasinger
& Kruger, 2006), it was found that within a shopping task, speech is bi#stldor enquiring
about an object’s ‘features’ (e.g. ‘price’, ‘brand’), while gestiseest suited for selecting an
actual ‘object’.

Semantic constituents can occur in a particular order, which, alongsidentiperi& order of
input as described above, can be referred to as the ‘semantic ofdee oonstituents. In the
MSA, semantic constituents like ‘feature’ and ‘object’ can be provided ynaader, e.g. feature
before object and vice-versa, and quite often relevant semantic iffomspans multiple user-
turns, as in the case when a user refers to a referent in a previausiusé.e. anaphora) or in a
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future user-turn (i.e. cataphora). To cater for endophora (s¢i®s&3), systems like the MSA
must store a list of previously and presently active referents along widmpal future referents.

As shown in figure 4.14, multimodal input may also overlap with respect to theriying
semantics of the input. When the semantic constituents within a user interactiohaeerlap (as
in the examples above where ‘feature’ and ‘object’ information are peavidther than ‘feature’
and ‘feature’ information) the input is callestmantically non-overlappeahile if the semantic
constituents provided within a user interaction do contain overlapped dondant) semantic
information, the input is calledemantically overlappedSemantically overlapped input occurs
in the MSA when for example the modalities speech and gesture are both ithédansingle
interaction to provide the same information about a referent.

A) Semantically non-overlapped input:

Speech: What is the price?
' rie i

Pointing-gesture:

G=PowerShot S50>

B) Semantically overlapped input:

Speech: What is the  price of the Powershot = S 507
. iy *WW ﬂhﬁﬂ-WWﬂ—-%'fm—f I

| i
Hi

Pointing-gesture:

<G=PowerShot S50>

Figure 4.14 Semantic relationship of multimodal input: A) semantically non-overlapped input
and B) semantically overlapped input.

Wasinger and Kiger (2004) categorize semantically overlapped input into the three group
non-overlapped, overlapped and non-conflicting (constructiva], averlapped and conflicting
(destructive). In particular, ‘non-overlapped’ input occurs whgut that is provided to the sys-
tem does not contain any overlapped semantic information, while ‘ovedagmenon-conflicting’
input is said to occur when semantic information that has been provided multiple dioes not
conflict, and ‘overlapped and conflicting’ input is said to occur when sgimanformation has
been provided multiple times and does conflict. These three categories dratélddy the ex-
amples shown in table 4.9.

In contrast to temporal synchrony, which is a well-established field efaret, semantic syn-
chrony is still a developing field and the terms used to classify semanticalljapped multi-
modal input (where it is classified at all) are varied. For example, in (O&iskinGent, 1996) it
is described as “simultaneous redundant spoken and written input”, ahd W3C Ink Markup
Language Working Draft (W3C-InkMarkup, 2004) it is termed “crosslal redundancy”. In this
dissertation ‘semantically (non)overlapped input’ is often shortened td(just)overlapped in-
put’ to conserve space, especially in the figures illustrating 23 differedaiity combinations in
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Modality

Semantic Input Speech Gesture
Non-overlapped What is the price? PowerShot S5(
Overlapped and non-conflictingWhat is the price of the PowerShot S50PowerShot S50
Overlapped and conflicting What is the price of the PowerShot S50EQOS 300D

Table 4.9 Three classes of semantically overlapped input (Wasingeri&éir, 2004).

chapter 6. ‘Temporally overlapped input’ always retains its full name wisen in this disserta-
tion.

4.2.2 Semantic Overlap

When multimodal input is temporally overlapped, the modalities are said to shaysman
‘time space’, while when multimodal input is semantically overlapped, the modalitesagd to
share a common ‘semantic space’. Just as input can be overlappeéebyditemporal amounts
(e.g. one input can be partially overlapped or completely overlapped dihe@minput in time),
input can also be overlapped by differing semantic amounts, which in thigrtdiien is called
the degree of semantic overlapr simply ‘partial semantic overlap’. For example, the degree
of semantic overlap for a single gesture lik&="the PowerShot S5 is less than the same
gesture accompanied by the spoken utterance ‘this camera’ or ‘the Sloote350’. The degree
of semantic overlap is best seen by the hierarchical ontology demonstrdtgdre 5.3 where a
‘PowerShot S50’ is known to be a ‘Canon’-‘digital’-‘camera’-‘stpipg product’-‘object’. For
multiple references to the object referent ‘PowerShot S50, a highedegf semantic overlap
is said to occur if the references are close to the actual leaf node (i.evefBbot S50’) rather
than the parent node (i.e. ‘object’). In this dissertation, a referent ssiflad as being either:
‘unidentifiable’, ‘type identifiable’, or ‘uniquely identifiable’. Table 4.10 dwates these terms for
the case where speech is used to provide the object referent ‘Fovt&S0’. This classification of
referents applies equally well to other modalities like handwriting and gestinen(accompanied
with an appropriate set of graphical objects).

Referent Classification | Example

Unidentifiable What is the price [of this]?

Type identifiable What is the price of this camera?
Uniquely identifiable What is the price of the PowerShot S507?

Table 4.10 The degree of semantic overlap based on referent expressvenes

Semantically overlapped information is often useful in reaffirming a systetaisracy, as is
the case in figure 4.14B where two modalities provide the same semantic inputst fgoasible
that a user provides only partial semantic information, for example, a usét sag “What is
the price of the camera?” while looking at a display showing a set of objeethich only one
is of type ‘camera’. In this case, the minimal user input is still sufficient toluesthe referent,
but requires the fusion of speech input and knowledge over whictctsbgge currently visible
on the display. Grice’s ‘Maxim of Quantity’ (Grice, 1975) supports th&éarothat users provide
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only minimal information. The author states that people “make a contribution asviafive as
required, but not more so”. One work bearing some resemblance to tiégodaation in table
4.10 is (Gundel, Hedberg, & Zacharski, 1993; Gundel, 2003), in whitthivenness Hierarchy’
containing six cognitive statuses that referents can have is outlined (iceus, ffamiliar, uniquely
identifiable, referential, and type identifiable). As described at the esdation 5.3.5, although
partial semantic overlap is in principle possible in the MSA/BPN, it does nairdodhe system
as the user is asked to select only a single product type on the shelf dyriogronization (see
figure 2.14).

4.2.2.1 Linking Individual Modalities to Individual Semantic Constituents

Having now defined multimodal input with respect to time and semantics, it is lusehlso
incorporate discussion on its ties to the individual modalities. User interaei@m (with regards
to a single user-turn) rarely encompasses only a single semantic constitnér(fs described
above) even a single semantic constituent can be expressed in a multituifierehtiways. More
commonly, user interaction is formulated by a set of grammars consisting &f thaé contain
multiple semantic constituents, e.g.:

<Rul e> = what is the <Feature> of <Product>.
<Feature> = price | optical zoom
<Pr oduct > = t he Power Shot S50.

As a result, a modality is not just used to express an entire interaction,that the individual
semantic constituents contained within the interaction, and the same modality nésedtieok to
all contained semantic constituents.

The linking of individual modalities to individual semantic constituents is an aresich lit-
tle direct research has been conducted. This may be due to the presumgtisunctihan approach
would result in a modality allocation that is highly specific to an individual gramméaragguage
specification and thus not portable to other applications. The modality-feeengars created for
use within the MSA (e.g<Feature-<Object>, <Feature-<Object><Object>) have however
been shown to be equally applicable to other scenarios including the CO®BA%rt Dining
Service (Aslan et al., 2005). The lack of research by the community mighbaldae to the be-
lief that the benefits applying to modality usage on the whole, are directly érafé to modality
usage for individual semantic constituents. The author however belibigealso to be incor-
rect for a variety of reasons. Usability studies on the MSA have, fomeia shown that the
combination of some modalities are more, or less intuitive to use. The combination afd off-
device modalities (e.g. handwriting together with extra-gesture), andfdsiew modalities (e.qg.
speech together with handwriting) are two groups of combinations showalasb intuitive (see
chapter 6). Results on user preference for a range of differenaliodombinations also support
this in that users prefer to represent ‘feature’ attributes in the MSA witimihéality of speech,
and they prefer to represent actual objects (which often had nameesateatlifficult to pronounce
like EOS 10D and FinePix A202) with modalities like (selection) gesture andvirdtity. The
results from user studies further indicate that the relationship between magdslgg and the type
of semantic constituents being referred to may be dependent on aspestslileio (e.g. spatial
tasks versus numeric tasks, see Oviatt and Olsen (1994)), objecs¢eiglly sensitive products
like clothing undergarments in contrast to less sensitive products like digiteéi@s), user (e.qg.
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individual user preferences), environment or context (e.g. backgl noise and public/private
environments), and device (e.g. handwriting on a PDA's small display).

The W3C EMMA Working Draft specifies two terms in which the relationship leetmwmodal-
ity and underlying semantics are described (within single turns of user irgugplementary and
complementary multimodality. The terms are described in the documents as beintufitha
mentally different uses of multimodality”:

e Supplementary multimodality: ‘Supplementary multimodality’ refers to the use of modal-
ities in which every interaction can be carried through to completion in eachlityoas if
it was the only available modality. Such functionality enables a user to seleathttime
the modality that is best suited to the nature of the interaction and the usertgositua

e Complementary multimodality : ‘Complementary multimodality’ refers to the use of modal-
ities in which the interactions available to the user differ per modality. Complenyeundar
of multimodality is said to occur if interactions in one modality are used to complement
interactions in another. For applications that support complementary diféeoént modal-
ities, the W3C EMMA Working Draft points out that particular care needset@laced in
identifying to a user what modality (or modalities) can be used at each partitné

Based on this W3C classification, it can be seen that a system’s multimodalltagsamight
be 1. supplementary (or unimodal) for some or all modalities, 2. complemewtamyultimodal)
for some or all modality combinations, or 3. supplementary and complementaspfioe or
all encompassed modalities and modality combinations. The flexible architedttire MSA
corresponds to the third choice, in that the modalities speech, handwritidgesture can each
be used in a supplementary (or unimodal) fashion for all product interesciticthe MSA, and the
modality combinations (9 in total for interactions consisting of a feature andpattoreferent)
can be used in a complementary (or multimodal) fashion for all product intenadn the MSA.

4.2.2.2 Modality Input Combinations in the MSA

In this dissertation, the terrmodality input combinatios used (in contrast to the more general
term ‘modality’ or ‘modalities’) to define interaction in which individual modalitieereto in-
dividual semantic constituents. To illustrate, in the example shown earlier iref@g@4A, the
multimodal interactionc G="PowerShot S50% <S="What is the price?% can be classified as a
Speech-Gesture (SG) modality input combination, in which the ‘featurebigged by the modal-
ity of speech and the ‘object’ is provided by the modality of gesture. Usindetime modality
input combination to reiterate the W3C terms supplementary and complementary muliiynoda
one can see that ‘supplementary multimodality’ (4.15A) refers to the useiwfodial modality
input combinations like SS, HH, and GG (for the simplified modality-free langudg><0O>).
Applications like the MSA and the BPN are indeed supplementary as they alloeofoplete
interactions to be performed in each modality supported by the system lisheacwriting, and
(intra) gesture for the MSA; speech and (intra) gesture for the BRNpinparison, ‘complemen-
tary multimodality’ (4.15B) refers to modality input combinations that are comp$eiifferent
modalities such as SG and HG.

Applications are often designed to cater for only a limited set of modality inpubauations.
The MUST system for example (Almeida et al., 2002) caters for only spgesture (pointing)
combined interaction, rather than supporting all the modality input combinafmaesh, gesture
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A) Supplementary multimodality:

Interaction 1, tht is the price of the PowerShot S 507

Speech (unimodal): ’M"“’ -

Interaction 2,
Handwriting (unimodal):

B) Complementary multimodality:

Interaction 1, What is the  price? || 01). .25&‘
Speech+Handwriting 'W*’** i —— i N —

(multimodal):

Figure 4.15 Supplementary (A) and complementary (B) modality combinations as applied to the
MSA.

(pointing), and speech-gesture combined interaction. Past reseasgoken dialogue systems
has indicated that a common problem for unacquainted system users imgvemat they can say
to the system (both in terms of how to formulate an input and in terms of knowingxtieat of
the application’s functionality). The author believes that a similar problem edirbto exist for
multimodal applications as more and more applications are fitted with a broaderasbmodality
input combinations and where the decision on which combinations to make é¥adabuser is
often based on presumption rather than a thorough study of the bendfilfsadvantages of each
individual combination in a given environment context.

In comparison to supplementary multimodality, where each interaction can tiedcaut in
each modality, complementary multimodality (as defined in the W3C Working Draé} dot
require that each interaction be carried out in each individual modalityt cgrabination, rather
only a subset of all combinations. Indeed a far greater challenge f@dfahe challenges of
this dissertation) is to study the complete set of complementary multimodalities, i.e.ttbe se
all encompassed modality input combinations. As an example, in the modalitjafigeage
supported by the MSA (see section 5.1.3.2), it can be seen that a typicakiide consists of a
query+feature and an object (e.g. “What is phiee of the PowerShot S58). For three modalities
(speech, handwriting, and gesture) and two semantic constituents ¢faatliobject), the number
of modality input combinations total 9 (see figure 4.16 left), and extending thas texample
containing three semantic constituents (e.Gofpare this camer#o this on€’) subsequently
increases the number of modality input combinations to 27 (see figure 4.1§ fIdtis increase
in combinations does not take the degree of semantic overlap into accogintttés camera’,
‘the PowerShot S50’), nor the combinations in which only some of the sentnistituents are
overlapped (e.g. a non-overlapped feature combined with overlaggject information). In the
case of the MSA, the blackboard architecture does however catendhrsemantic constituent
combinations without the need to define specific templates for each diffecetdlity input com-
bination.
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COMMAND / COMMAND OBJECT1 OBJECT 2
QUERY+FEATURE OBJECT (e.g. Compare this camera to this one)
1 (SS) Speech Speech Speech O O
2 (SG) Speech Gesture
3 (SH) Speech Handwriting | Handwriting
4 (HS) Handwriting Speech
5 (HG)__Handwriting Gesture Gesture O
6 (HH) Handwriting Handwriting | 3 X 3 X 3
7 (GS) Gesture Speech = 27 modality input combinations
8 (GG Gesture Gesture (SSS, SSH, SSG, HSS, HSH, HSG, GSS, GSH, GSG,
9 (GH) Gesture Handwriting SHS, SHH, SHG, HHS, HHH, HHG, GHS, GHH, GHG,

SGS, SGH, SGG, HGS, HGH, HGG, GGS, GGH, GGG)

Figure 4.16 MSA modality input combinations showing modality input combinations for two
semantic constituents (left) and three semantic constituents (right).

Modality Input Combinations

Feature| Object Feature| Object
1 S S 13| SH *
2 S H 14| S,Gl *
3 S Gl 15| H,GI *
4 S GE 16 * S,H
5 H S 17 * S,Gl
6 H H 18 * S,GE
7 H Gl 19 * H,GI
8 H GE 20 * H,GE
9 Gl S 21| S,Gl S,Gl
10 Gl H 22| S,Gl S,GE
11 Gl Gl 23| S,GlI | GI,GE
12 Gl GE

Table 4.11 The 23 modality input combinations analysed in the MSA. 1 to 12 are semantically
non-overlapped, while 13 to 23 are semantically overlapped: overldppade (13 to 15), over-
lapped object (16 to 20), and overlapped feature and object (21.tGB8)* is used as a wildcard

to denote the use of any modality or modality input combination.
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In the MSA, a total of 23 different modality input combinations form the bakiateraction.
These include 12 semantically non-overlapped combinations and anotlsentdntically over-
lapped combinations, as shown in table 4.11. The number of non-ovedlappgbinations (12,
i.e. 3 communication modes for the feature x 4 modes for the object) differs @ ithestrated
in figure 4.16 (left) because gesture interaction for an object reféeant ‘PowerShot S507) can
be further categorized as being either intra-gesture (interaction withtslgjache PDA display)
or extra-gesture (interaction with tangible physical-world products).Illheverlapped combina-
tions were chosen such that the effect of using a wide range of opedapodality combinations
on the semantic constituents ‘feature’, ‘object’, and ‘feature+objectictbe analysed. These 11
overlapped combinations do not cover the complete set of overlappedratinbs, but are in the
author’s opinion a fair representation of this set. For the overlappatuife+object’ combina-
tions, which are more complex and have a longer temporal duration thantaé other types of
combinations that were studied, only the combinations based on speecbsancgvere analysed
in detail. This set of overlapped ‘feature+object’ combinations was chbased on preliminary
requirements analysis and literature studies that showed speech aé ge&tel a viable option
for overlapped combinations. The viability of the overlapped speechestdrg combinations (in
contrast to other overlapped combinations) are supported by the itedestigeand summative eval-
uations resulting from the usability studies on user preference and modaliilyon as outlined
in chapter 6.

4.2.3 Multiple Recognizers and their Contribution to Semanically Overlapped In-
put

This section analyses the benefit of different recognizer configasafar the capturing of multi-
modal interaction.

4.2.3.1 The For and Against on Semantically Overlapped Input

In the previous section, it was shown that semantically overlapped inigesarhen for a partic-
ular interaction, a user provides the same information about a referengththe use of different
modalities like speech and gesture, e.g.:

<S=*What is the price of the PowerShot S50 G="PowerShot S50%

Such semantically overlapped interaction was further stated to contribute ieitheonstructive
manner (i.e. overlapped and non-conflicting) or in a destructive manaeoyerlapped and con-
flicting). The main advantage of semantically overlapped input is that it inesethe robustness
of human-computer interaction in the form of higher multimodal recognitionracguates. This
increase in robustness is due to the unique composition that different cacatiom modes and
their associated processing techniques have, often giving one comtimmitende a natural ad-
vantage over another mode. Gains in robustness due to the processingl-ifiput signals is
documented not only for computer interpretation of input interaction butfatdauman interpre-
tation of output presentation (e.g. audio and visual) (McLeod & SummerfieRi7, 1985; Sumby
& Pollack, 1954).

Opponents to semantically overlapped information note that “the content of mdirmput
is usually not redundant between modes” (Hura & Owens, 2003) and tha myth that “multi-
modal integration involves redundancy of content between modes” (O1289). The main drive
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behind these opponents is not so much the question on whether semantiediyped input is
useful, but rather that users do not provide such input to start witkhibelue to the increased
complexity and temporal duration of such interaction, user preferenather. Oviatt (1999) in
particular makes the point that the “dominant theme in a user’s naturalipagan of multimodal
input is complementarity of content rather than redundancy”.

In the usability studies described in chapter 6, two of the 11 overlappedlityddput com-
binations - SGI (object overlapped) and SGE (object overlapped)e sleown to be ‘not sig-
nificantly non-intuitive’ to use in a real-world setting, while five of the 11 (inlihg the above
mentioned two) were rated not significantly non-intuitive in the laboratory sett@iearly this
intuition rating is quite distant from the ideal case, i.e. that the modality combindimsgynifi-
cantly intuitive to use, but proving that the combinations are at least nafisagrtly non-intuitive
is a solid starting point. A better result was obtained for user preferenadainoratory setting,
with the above two overlapped modality input combinations being rated 5th (8ig&Gt over-
lapped) and 8th (SGI, object overlapped) best out of all 23 modalityt icpmbinations, and thus
higher than even some non-overlapped modality combinations (see figive Bl results from
these studies show that although users may not particularly like semanticatlgmmyed modality
combinations, the results are not sufficiently significant to discount allo€tmbinations based
on user preference and modality intuition. It is the author’s opinion that iséicaldy overlapped
input should not be prematurely discounted as being a viable form of ipptttcularly because
a user’s preference for a modality input combination may be affected lyotitext in which it is
used, and most studies do not incorporate the aspect of applicatioxtowhtn testing semanti-
cally overlapped modality input combinations.

Applications expected to benefit from semantically overlapped multimodal agmabinations
include for example those with a focus on error minimization. Aviation (e.g. flightrollers),
health (e.g. data entry in hospitals), and the military (e.g. coordinating the Inaztimilitary
units) are three application contexts where error-minimization (also withecespgme) is a crit-
ical aspect. Education (e.g. tutoring and self-learning) is another aseavttuld likely benefit
from semantically overlapped input, for example students using multiple modalitiespédexh
and handwriting to reinforce the learning of a topic (similar to writing and thinkilogid at the
same time). Scenarios were the user is on-the-go and in adverse enviter(mg. containing
differing types of noise relating to the individual communication modes), and eertain me-
dial tasks like credit card entry might benefit from semantically overlapmect, where Oviatt
(2000a) outlines that the benefits of mutual disambiguation are “greatastdtively brief or im-
poverished monosyllabic content”, a property common to single-digit nunfbens! on a credit
card.

Proponents for allowing users (but not forcing users) to provide stoadly overlapped input,
including the author, would finally argue that partial semantic overlap &t@s 4.2.2) is also a
form of so-called ‘redundant’ information, and that contrary to myth 6ultwhodal integration
involves redundancy of content between modes” (Oviatt, 1999), adwesonly occur during mul-
timodal interaction. Such partially overlapped input also has little additional eibypassociated
with it, for example the user interactioreS="What is the price of this camera?<G="PowerShot
S50™>, where one modality identifies the object type while the other modality identifiesthala
object and thus also the object’s type.
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4.2.3.2 Passive Collection of Semantically Overlapped Input

For semantically overlapped input to be willingly provided by a user (rathear tbrcedly pro-
vided), the interaction must be intuitive, simple, and time efficient. One way &sauch input
is if it can be passively collected from the user. ‘Passive input’ is defim¢Oviatt, 2000a) as be-
ing “input that requires no explicit user command to the computer” and @isti@ ‘active input’,
like speech and handwriting, where a user does intend for the interactimnissued to the sys-
tem. A prominent source of passive input can be derived from visidmtdogies that track and
interpret gaze, head position, body location, body posture, faciaésgions, and manual gestures
(Tan, Shi, & Gao, 2000; Turk & Robertson, 2000; Myers et al., 2082pther source of passive
input can be derived from sensing technologies. In the project BatRxample (Wabhlster et al.,
2004b), biosensors are being used to infer a user’s affective wsfaitd) is achieved by measuring
biophysiological data like electrocardiogram and electrodermal activibutir sensors applied
to a user’s body. In the BPN, a variety of sensors like GPS, magnetic asygrad 3-axis attitude
sensor arrays (pitch, roll, yaw) were used to determine a user’s lo@atibfacing direction, while
in the MSA, a user’s facing direction could be determined based on idftsacons that provide
each shelf’s ID when connecting to a shelf.

One particularly good modality combination in terms of active and passive imgptitat of
speech and lip movement, where overlapped input can be capturedmotvio different com-
munication modes (e.g. speech and handwriting as described in the prseiiion) but rather
from a single communication mode (i.e. speech). This is achieved througkdha two compo-
sitionally different recognizers that process speech and lip movemengsafigb to interpret the
input signal. In (Bernstein & Benoit, 1996), a third input device for retoigg speech, called a
face-glove, is also mentioned in addition to a microphone and a camera, tmittipg for the
recognition of speech via the three senses hearing/audio, sight/vistbtgw@weh. One source of
complementary information achieved through the processing of speedipandvement is in
relation to the visemes and phonemes used for vowel articulation. In parti®dbaert-Ribes,
Schwartz, Lallouache, and Escudier (1998) state that ‘vowel roghiditvetter conveyed visually
and ‘vowel height and backness’ is better conveyed auditorally. dRels@rototypes that combine
speech and lip movement can be found in (Rubin et al., 1998) and (Stor&rfa¢tke, 1995),
and IBM has also created a commercial product called the IBM “Audio V&jgeech Recognition
System™2, which uses a microphone, camera, and an infrared light placed in the pieathof a
wireless headset to capture audio and to read lip movements (see figyre 4.17

Figure 4.17 IBM audio video speech recognition system (AVSRS).

18BM AVSRS, http://www.ibm.com/technology/designconsulting/poeadset.html
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A similar approach is also illustrated in the SmartKom project where three indeperecog-
nizers are used for processing the single modality of speech in parabdilgi&t, 2003), though
rather than the three recognizers being focused on different sessmsated with speech interpre-
tation, like audio, visual, and touch, the recognizers focus on the intatiore of speech, based
only on the user’s speech signal. In particular, the speech signatimgamallel to one recognizer
for speech-to-text purposes, to a second recognizer to identifyectaushdaries based on speech
prosody, and to a third recognizer to identify emotions in the user’s speech

4.2.3.3 Same-type Recognition as a Source of Semantically Overlappexgput

A further dimension to the collection of semantically overlapped input is tharokstype recog-
nition. Extending on the SmartKom project where the single modality of speededfor three
different purposes (i.e. speech recognition, boundary prosodyemotional prosody), systems
also stand to gain from processing single modalities by multiple recognizerg clathe type.
‘Same-type recognizers’ are defined in this dissertation to be any sebafrtmore recognizers
that have the same function, for example two speech recognizers empboykd recognition of
the same speech signal for speech-to-text purposes. Same-tygeirecs need not be located
on the same device, which would be near to computationally impossible forcestmited mo-
bile applications like the BPN and MSA. As shown in figure 4.18, same-typegrezers can be
located both on the client PDA device and on a remote server, thus contgilbatihe notion of
‘Always Best Connected’ (ABC) (Wahlster, Kger, & Baus, 2004a) in that the system is able to
select the ‘best’ recognition result from those tendered by the individaagnizers.

Speech (S) Handwriting (H) Gesture (G)
Recognizers 1...n || Recognizers 1...n || Recognizers 1...n

Server-side recognition
S||H|G

PDA embedded
recognition

User input—»

Figure 4.18 Architecture supporting same-type recognition with recognizers locatidadm the
client PDA device and on a server.

Using the recognition of speech as an example, the accuracy of a rémogesult is gener-
ally affected by aspects like the acoustic models upon which the recognizeitti¢e.g. models
designed for the office, car, or outdoors), as well as the size arilifigxof the defined vocab-
ulary. Due to memory and computational restrictions, mobile devices like PDAatdaest only
support a subset of the capabilities (i.e. smaller vocabularies and losegmiéion accuracy rates)
than would otherwise be available through the use of resource-intédsiveork Speech Recog-
nizers (NSRs) and Distributed Speech Recognizers (DSRs) (Paliwal ®4). In comparison
to embedded speech recognizers, NSR configurations transmit entiehsgpignals from a client
device to a server that then performs the recognition task, while in DSRgcoations, feature
extraction of the speech signal is performed locally on the client devicemgdhese features are
transmitted to the server for the recognition task.
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By allowing each available speech recognizer to tender results on & gpeech input, an
application is more able to decide which result suits best. Limitations in netwodssibdity
and network bandwidth utilization (e.g. bandwidth of phone networks agekability to WLAN
and LAN networks) will at times render NSR and DSR results inadequatécydarly if the
transmission to and from a server takes a lot longer than real-time humans=rnrgeraction.
At other times, the NSR and DSR results may be better suited than those frombadaed
recognizer, and indeed recognizers using acoustic models that fivmorenent context will also
have a natural advantage over those that do not. For example, thaimsragsed in the MSA and
BPN uses an acoustic model designed specifically for the automotive induskyill in an office
setting, therefore, be less suited to a recognizer that uses an acousticdesigaed specifically
for office contexts. As described in section 4.1.1.1, the MSA architecage dupport multiple
same-type recognizers.

This section has demonstrated that semantically overlapped input canimeauaumber of
configurations that are not too complex for a user to use, while at the samedimrébuting to the
overall robustness of human-computer interaction. These configuwsa®aummarized in table
4.12.

User Input | Recognition Example, based on an

Modality Device MSA obiject referent
Active collection of 1. Speech | 1. Speech U: S=PowerShot S50
overlapped input: 2. Gesture | 2. Gesture U: G=PowerShot S50
Passive collection of 1. Speech | 1. Speech U: S=PowerShot S50
overlapped input: 2. Lip-movement
Multiple recognizers as a || 1. Speech | 1. Speech U: S=PowerShot S50
source of overlapped input; 2. Speech

Table 4.12 Different configurations illustrating how semantically overlapped inpatarise in a
user-friendly manner.

4.3 Direct and Indirect Interaction: Anthropomorphization

In this section, the concepts of direct and indirect interaction and ardimogphization are de-
scribed with relation to their implementation in the MSA. Particular focus is placettieian-
guage grammars, the product personalities, and the state-based objiets that define when
objects may initiate dialogue interaction with a user.

4.3.1 The Role of Anthropomorphization in the MSA

Ubiquitous environments are becoming notably more complex and instrumenteeh Wobile
users interact with ubiquitous environments rather than with a desktompstheee is a need for
communication with a multitude of embedded computational devices. For humaorenent
interaction with thousands of networked smart objects, Nijholt, Rist, and fitreger (2004)
state that “a limited animistic design metaphor” might be appropriate. ‘Animism’ is thefbe
that “everything is alive, everything is conscious or everything hasui $@/ikipedia, 2006a).
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The term is used to refer to the belief in which “the world is a community of living@es, only
some of whom are human” and to “the culture of relating to such persorthabbuman, rock,
plant, animal, ancestral, or other”. Animism is one of the oldest ways of iepiahow things
work when people have no good functional model, and Reeves and(N2@8) point out that
people do often treat objects similar to humans. One common instantiation of anirnttsa o

anthropomorphism.

Anthropomorphisnis the tendency for people to think of inanimate objects as having human-
like characteristics (Wasinger & Wahister, 2006). Although there ar@wsproduct designs
that use an anthropomorphic form, like the Gaultier perfume bottles that havehtipe of a
female torsé (see also figure 4.19), in this dissertation anthropomorphization refiety sothe
pretended conversational abilities of the products. Since a shopperts lare often busy with
picking up and comparing products, the most natural mode to ask for additidarmation about
a product in many situations is through the use of speech. When a pratkecand answers a
shopper’s questions, the product is said to be anthropomorphized.

There is a longstanding debate among HCI researchers regardingtilyisf anthropomor-
phic representations (Shneiderman & Maes, 1997; Don, Brennargll.&Shneiderman, 1992).
Itis argued that they create false user expectations, interfere witmspstglictability, and reduce
user control in certain scenarios, and this has lead to user-interfaggmdaboos like “don’t use
the first person in error messages”. People are however used togieéhindisembodied voices
on the telephone, and empirical user studies conducted on the MSA laxdaat evidence that
most shoppers have little concern about speaking with items such as digitedasa(see section
6.2.4). The world of TV commercials have also reinforced the use of gmthmorphism in a
shopping context, where shoppers have for years been subjectethtoppomorphized products
like ‘Mr Proper®®, a liquid cleaning product that is morphed into an animated cleaning Superman,
and the animated ‘M&M: round and colourful chocolates, as shown in figure 4.19. Indeed an
abundance of examples also exist within science fiction novels like ‘Thehiliets Guide to the
Galaxy’ (Adams, 1979), where a computer called Deep Thought hasrilikeacharacteristics
and is programmed to determine “the answer to the ultimate question of life, thersmivand ev-
erything”, and ‘2001: A Space Odyssey’ (Clarke & Kubrick, 1998here the conscious computer
HAL 9000 becomes paranoid and afraid for his life, causing him to eviytwa rampant.

Anthropomorphized interaction can often be irritating or misleading if implemenidd w
out careful consideration, but the MSA is designed in such a way thag¢septs its limitations
frankly. This is achieved in that the visual-WCIS mechanism guides thenuagtecision-oriented
dialogue and makes it clear that the system has only restricted but nosstliefg useful com-
munication capabilities. It is contended that anthropomorphism can be @ frsehework for
interaction design in ubiquitous and instrumented environments if its strengthaeaknesses
are understood. Ben Shneiderman, as a prominent critic of anthropbiredpuser interfaces
stated at a panel discussion documented by Don et al. (1992), “I cdllose who believe in the
anthropomorphic scenarios to build something useful and conduct usabilities and controlled
experiments”. With the implementations described in this section and the usabilifyretudts
described in section 6.2.4, this is exactly what has been done as partes#aech defined by this
dissertation.

Figure 4.20 shows an instantiation of the MSA system during usability testingrat@ Elec-

14Jean Paul Gaultier, http://www.gaultier.com
procter and Gamble, Mr Proper, http://www.eu.pg.com/ourbrandsémpephtm|
16M&Ms, http://www.mms.com
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At Fiih

"CLASSIGUE"

Figure 4.19 Different commercial instantiations of anthropomorphized objects, inajutfie
Gaultier perfume (left and centre), M&M chocolates (top right), and the Mpér cleaning prod-
uct (bottom right).

tronic in Saarhiicken, where a user (U) can be seen interacting with an object (O)e liigiire,
the user picks up a particular object and is then automatically spoken to byoithectr i) O: “Hi
there, I'm the new camera from Canon with 7 megapixels”. Following this, see queries the
object: ii) U: “What is your price?”, and the object responds with: iii) O:y'ldrice is€599".

During the field studies outlined in (Wasinger & Wabhlster, 2006) and in se6tid, subjects
were asked to interact with anthropomorphized digital camera objects, iawdai then followed
by a written questionnaire covering not only aspects regarding interaeitloanthropomorphized
digital cameras, but also a range of other anthropomorphized objeets bagproduct categories
like cosmetics (soap), electronics (personal computer), and automeding).(One simplification
that was imposed on the field study to keep the results from each subjetsteon was that a
single voice type was used for all digital camera products. The systemnisvio capable of
providing a limited range of different synthesized voice types to a compléf peoducts. As
described in (Schmidt, 2005; Schmitz, Baus, & Schmidt, 2006), the MSArsyalkso forms the
foundation for a number of extensions to anthropomorphized object atitama In particular, the
authors describe their intentions to associate not just different voi¢eddaudifferent personal-
ities to each object, by controlling certain speech attributes, speech betsgnand affect. The
term ‘affect’ is in this case used to describe the change of the subjeotidition of a person, par-
ticularly emotions, moods, and motivations, and is important because interagtiooonsistent
and pleasant personalities has shown to evoke sympathy in the interaatioerpdhe authors
furthermore describe their intentions to provide the objects with the ability torgenacoustic
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"'i) O: "Hi, there. I'm the
i) U: "What is | new camera from Canon
your price?" with 7 megapixels."

Figure 4.20 Anthropomorphized object interaction during the MSA usability study cotediiat
Conrad Electronic in Saaribicken, Germany (Wasinger & Wabhlster, 2006).

and haptic output through the use of Mdtesmart-dust sensors. In this fashion, a product might
for example react by sounding an acoustic cue to indicate a mismatch ohghaskicts, like a
digital camera and an incompatible camera battery.

4.3.2 Adding Human-Like Characteristics

In the MSA shopping scenario, users may choose to interact either dioggtigirectly with the
shopping products, and the shopping products will in return also respesordingly. The terms
direct andindirect interaction are derived from the mode of reference being made to therpers
segment of a dialogue. In English for example, there exist the tenses:péirson’ (the person
speaking), ‘second person’ (the person being spoken to), and fibison’ (the person being spo-
ken about). From an input perspective, direct interaction refers t@ntigperson (e.g. “What is
your price?”) and indirect interaction refers to the 3rd person (e.chawis the price of this/that
camera?”). From an output perspective, direct interaction (as ysteetanthropomorphized ob-
jects) takes the 1st person (e.g. “My pricegiS99”) and indirect interaction takes the 3rd person
(e.g. “The price of this/that camera®599”). Direct and indirect interaction are termed multi-
modal ‘interaction modifiers’ because, as shown in figure 4.21, thesadtitan types are indepen-
dent of the underlying multimodal interactions that have been discusseththlis demonstrate,

a user may interact multimodally regardless of whether he/she chooses &xtrdigectly or in-
directly with a product, and this can be seen in the following two utteranc8s:"“What is your

CrossBow Technology, ZigBee Mote-Kit, http://www.xbow.com/Productslpctsdetails.aspx?sid=105
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price?”><G="PowerShot S50% and <“What is the price of this camera2<G="PowerShot
S50™>.

Interaction Modifiers

Direct Interaction Indirect Interaction

Used for Input (274 P): What is your price? Used for Input (3 P): What is the price of
this camera?

Used for Output (15t P): My price is €599. Used for Output (3 P): The price of this
camera is €599.

Multimodal Interaction

Figure 4.21 Direct and indirect interaction, shown as a modifier of multimodal interaction.

Anthropomorphization requires a slightly different set of language grasyraad the system
output generated for product descriptions is also slightly different tioubed during indirect in-
teraction between a user and the MSA. Speech is the only modality in the MSAdh edmplete
sentences can be used, and this contrasts to the communication modesitivandwd gesture
where interaction is predominantly keyword-based. As shown earlier uinefig.3, three forms
of speech input are defined in the language grammars, namely ‘key(uerdspeaking only the
keyword, e.g. “price”), ‘indirect’ (e.g. “What is the price efProduct-?"), and ‘direct’ (e.g.
“What is your price?”). For the generation of anthropomorphizedoesgs by the system, addi-
tional formatting information correlating with the product data is also providegd,“My price is
<Data>", where <Data> corresponds to the database entry for a given product’s price.

In the default configuration, the MSA personalizes each product wighadrfive different
formant synthesizer voice profiles (three male, two female, and all adtigseTare based on pa-
rameters such as gender, head size, pitch, roughness, breathireesis,and volume. A limitation
of this approach is that five different voices can not provide eactiyatoin a shelf - let alone
an entire store - with a unique voice. By dynamically assigning voice profilgsaducts, the
MSA would be able to at least assign unigue voices to the first five prothatts user interacts
with, but this would limit the ability to predefine individual personalities for eabfect. From a
commercial perspective, the most scalable alternative would be to usegameled audio samples
for each product. Although this requires different magnitudes of stospgce, current mobile
devices are expected to be able to handle such data in the configuratiel\$hsystem, where
only products from a single shelf are synchronized at a single point in time.

4.3.3 State-based Object Model

A novel feature of the anthropomorphized objects in the MSA is their ability to faitigeraction
with the user when in a particular state (see figure 4.22). These statesarkdn variables such as
a product’s location, extra-gesture events, and an elapsed period oftimdéocation of a product
may be either ‘in a shelf’, ‘out of a shelf’, or ‘in a shopping trolley’. Eadgesture events that can
alert an object to initiate a dialogue with the user include: ‘pickup’ and ‘putd@vents. Thus,
the physical acts of the user like ‘Pidkp (product007, shelf02) and ‘Piu@own (product007,
trolley01)’ are mapped onto dialogue acts like ‘Activdd&alogueWith (product007)’ and ‘Fin-
ish_DialogueWith (product007)’ respectively. In the given example, the putdown actflects
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a positive buying decision because the product is placed inside the ttmliieshe product could
just as equally have been put back on the shelf, thus reflecting a reebayiing decision.

Initiate a product Initiate cross-
introduction selling

pick up | put_down

Non-selected
prod. in trolley

Non-selected
prod. on shelf

Optional cross-selling initiation

Figure 4.22 Product states in the MSA that are used for object-initiated interactionifféass
Wahlster, 2006).

As described in (Wasinger & Wabhlster, 2006), the MSA is actually a mixed-iniigialogue
system because both a product and a user can start a dialogue ordakdistive in a sub-
dialogue. For instance, when the product is picked up - and no accgingarser query is issued
- the product will introduce itself. Another system-initiated dialogue phasaisftcross-selling,
which occurs when a product is placed into the shopping trolley. ‘Cselisig’ and ‘up-selling’
are two frequently used terms used in the field of marketing to define the methdudh the
value of a sale can be increased by suggesting accompanying prodbaiber-valued products
to the customer. In the MSA, such a dialogue might give advice on actessvailable for
the product, for example: “You may also be interested in the battery-pacRLMB situated in
the camera accessories shelf”. When a product is picked up from #iiefghthe first time,
object-initiated dialogue interaction occurs if no user interaction is obsevithth a five second
timeframe. Silence as a powerful form of communication is well documentedgr2000), and
in our case such silence forces the product to introduce itself (see @uirefé.20).

In section 6.2.4, an empirical field study on user interaction with anthropdrizemgb objects
is described. The goal of the study was to test the hypothesis that peefie ipteraction with
anthropomorphized objects (i.e. direct interaction) over indirect interaciosecond goal was
to analyse the effects that product type (e.g. cosmetics, electronicsn@ive), user-product
relationship (e.g. buyer, seller), and gender (male, female) have as@fsepreference for direct
interaction.

4.4 Symmetric Multimodality and Presentation Output Planning
Section 4.1 defined the communication modes used in the MSA/BPN, includinghspgend-

writing, and gesture recognition. This section now looks at the flip side cktirgput modes.
The concept of symmetric multimodality is defined, and this is followed with a de&uripf the
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output modalities used in the MSA/BPN and the degree to which such outpheamfigured in
the system.

4.4.1 Symmetric Multimodality in the MSA/BPN

Symmetric multimodalitis defined in (Wabhlster, 2003) to mean that “all input modes (e.g. speech,
gesture, and facial expression [in the case of the SmartKom projeethlso available for out-
put, and vice versa.” A particular challenge for symmetric multimodal systentsitisdsto be
that they must not only be able to understand and represent a user's maltimogt, but also
their own multimodal output. Coordination and fission of the output communicatiatesy@lso
known as ‘modality fission’, provides the inverse functionality of its modalitydusounterpart
since it maps a communicative intention of the system onto a coordinated multimedahfation
(Wahlster, 2002b). As outlined in chapter 3 and in particular table 3.1, megiopis multimodal
systems do not support symmetric multimodality since they focus either on multimegiahf
or multimodal fission. The work in this dissertation follows the principle outlinedNal{ister,
2003): “only true multimodal dialogue systems create a natural experientteefuser in the form
of daily human-to-human communication, by allowing both the user and the systeombine
the same spectrum of modalities”.

Symmetric multimodality in the MSA/BPN differs to the implementation observed in the
SmartKom project due primarily to the different communication modes that aeeecafor. In
contrast to the SmartKom project, where a virtual character is used to cacateuto the user via
speech, pointing-gesture, and facial expression, the MSA/BPN dierake it an objective to
use a virtual character in its implementation of symmetric multimodality. The result abttiiat
whereas SmartKkom models the actual physical actions via a virtual charthetdSA models
just the result of the action (i.e. the resulting audio output, written text, oramffselection). The
MSA does however take symmetric multimodality one step further by incorporedagworld
interaction into the design, for example a user may select an object by alygicking it up,
and the system may in response select an object by casting a spotlight ochtinBraction is
classified as ‘off-device interaction’ and contrasts to the more typicatlgrice interaction’, both
of which are explained in section 4.1.1.3.

The top half of figure 4.23 shows the communication modes used for proviiging in the
MSA/BPN: speech, handwriting, and gesture (both intra- and extranggsAll of these commu-
nication modes and the wide range of combinations that can be creatediy thusm together
are however only one side of the interaction equation. The flip side enczepthe output com-
munication modes used by the MSA/BPN when replying to the user, and thebe cen in the
bottom half of figure 4.23. Between these two sets of communication modeseairgghaction
manager and the presentation output planner, whose responsibility it isritircate the input and
output modes and to carry out the process of modality fusion and fission.

Catering for interactions in the physical real-world creates a numberwofchallenges for
symmetric multimodal systems. In (Kray, Wasinger, & Kortuem, 2004), the tteadcommodate
multiple collocated users is outlined to be a challenge, and in (Wasinger et @R) adange
of parameters categorized into different groups - environment conisgt, model, and device
resources - are described to have an affect on presentation oldapotrg. A summarized list
of such parameters, taken from Wasinger et al. (2003), can be séguarm4.24 where one can
see that some of the parameters remain static over time (e.g. gender) whilpartveeters are
highly dynamic (e.g. emotions), and some parameters are easier or hadggeedcbthan others.
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Input

Modalities: FEATURE | S H Gl

OBJECT S H Gl | GE

Interaction Manager

Mobile ShopAssist

Presentation Planner

Output
Modalities:

OBJECT S H Gl | GE

FEATURE| S H Gl

VALUE S H

Figure 4.23 Symmetric multimodal input and output matching of the communication modes
speech (S), handwriting (H), intra-gesture (Gl), and extra-gestaEg (Wasinger & Wahister,
2006).

To demonstrate the effects that such parameters might have on a systeimy amecrowded
environment will for example place constraints on the type of interaction thmsssuited to a
dialogue, and a user that is mobile will prefer the use of certain modalitietvers, and device
requirements will further affect which modalities should best be used.

Device Resources:

» Speaker volume
 Screen size and contrast

User Model:

* Role of user (tourist, business
person)

Environment Context:
* Noise-level

* Light-level

» Crowdedness

» Weather conditions
(outdoors)

» Age (young, middle-aged, elderly)
» Gender (male, female)
» Walking speed (stationary, slow,

* CPU speed, working memory,

and storage

normal, fast)
* Eye sight and special needs
» Emotions (anger, distress, happiness)
» Cognitive load and time pressure
* User interests and preferences

Figure 4.24 Parameters that can affect the planning of output in mobile scenaricsiniyea
et al., 2003).

Figure 4.25 illustrates the symmetric use of modalities in the MSA/BPN. The MSA/BPN is
in fact capable of presenting information both on and off the mobile devics, liking able to
utilize public devices contained in the surrounding instrumented environmeruilic speakers
and displays. Speech output for example is presented to the user via addadisynthesizer,
and/or via a remote synthesizer located on the server. ScanSoft's RaklSpld® is used for
both embedded and server-side concatenative speech synthedBMakthbedded ViaVoice is
used for formant synthesis. Whereas the concatenative synthesiggtssmore natural, the for-
mant synthesizer sounds more robotic but requires much less memory (@M&8guage rather

18ScanSoft RealSpeak Solo, http://www.scansoft.com/realspeak/mobility/
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User Input System Output

Speech: What s the price of the EOS 10D? | | [ The price of the EOS10D is €1799
—H-— -

~-pe— -
Handwriting: P(?lf!}’ffSh\m Qrp.hc %}H}:, FowerShot S1 IS 100pt|ca|Zoom

.il@@vo i@ el

EOS10D EOS300D EOS10D

v | (next | previous) page.<root> = what can i se

Intra rice | mega pixels [IGBHEaNEZEEmM focal length | |
Gesture: R
<root> = what can i say Jggle view | (next | pr B =N
length | f stop | wirs eles Lontre ol | storage media ™
QL Lo @
Menu Comms Settings Speech Help E|A e >4
PowerShotS1IS
Extra PowerShot S45
Gesture:
rice: 469 €
I Pickup, and * P £
{Putdown £ Spotlight Public Associated Display

Figure 4.25 The symmetric use of modalities in the MSA/BPN (Wasinger & Wahister, 2006).

than between 7 and 15MB per language for a single voice) and proddeseater flexibility in
manipulating voice characteristics like age and gender, which is importamtfaropomorphiza-
tion (see section 4.3). Handwriting output takes the form of system texistiuigplayed either
on the PDA's display or in the ambient environment via PADs (Public Assatiateplays, see
Spassova et al. (2005)). Intra-gesture output for object selectewhisved by drawing a border
around the selected object, while intra-gesture output for feature seléstachieved by high-
lighting the active keyword within the visual-WCIS scroll bar that scrolloasrthe bottom of
the PDAs display. Finally, extra-gesture output is made possible throwghgé of a steerable
projector that can place real-world products under a spotlight.

4.4.2 Presentation Output Planning in the MSA/BPN

In the MSA/BPN, the user not only has full access to the input communicatialesabut also to
the output communication modes that are used by the system. In particulasetheam request
that different semantic information (e.g. F: Feature, O: Object, and V:eydle presented in
specific communication modes (S: Speech, H: Handwriting, G: Gesturedffoor both on and
off the mobile device.

Elting and Michelitsch (2001) define several common tasks for a presengaaoner, in-
cluding content selection and organization, the selection of approprigiateouodalities, and the
coordinated distribution of information among the output modalities. Thesetasge largely re-
garded as future work in the MSA/BPN, however the MSA/BPN is capabsymthronizing cer-
tain modality output combinations like speech and extra-gesture (i.e. spottights also able to
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format presentation output according to its encompassed semantic elermemlikgfeature (F),
object (O), and value (V). The following spoken utterance templates iltestne different output
possibilities that the system has in replying to a user query such as “How meggpixels does
the PowerShot S50 have?”. In this case, the spoken system outpoh (why also be accom-
panied by information in other modalities) contains the informatieffeature="megapixels*
(defined as part of the template)Object="PowerShot S5¢%, and<Value="5">, i.e.:

F+O+V: “The <Object> has<Value> megapixels.”

O+V: “The <Object> has<Value>."
F+O: “Megapixels of the<Object>.”
F+V: “It has <Value> megapixels.”

One aspect where the MSA/BPN excels, is with regards to the ability to coafiige system’s
use of output communication modes. Modifying the output settings can beiddn® ways.
First, as shown in figure 4.26A, the MSA/BPN contains a global modality mauriagehich one
can select the class of modality used to present all information back to theSesend, as shown
in figure 4.26B, the user can more specifically define which modalities adefoserhat purpose
according to a set of predefined templates. The user is additionally abledi® dris or her own
personalized templates that can be loaded from and saved into XML fornted. pifedefined
presentation output planning templates available in the MSA/BPN are desbeled

A)’ ShopAssist ot 47 2202 6 B!’ ShopAssist o 4< 18:06 (D

() All available output modalities

offD
—

L @ Use the same modality as for the input
(O Only this modality for output

Speech
PowerShotProl PowerShotS50 8 Write O Gesture

. =R = N

(O Use these modalities for output

Speech

L e ) Gesture
Write
PowerShotS45 PowerShotGh
| oK | | Cancel |
1/4
'F\'I : | Save | | Load |
Y AHOO
O /4 = = Feature ‘ Object| Value |
Menu Comms Settings Speech Help 'ﬁ;|‘ Menu Comms Settings Speech Help -&|A

Figure 4.28 Modifying the output communication modes in the MSA/BPN via A) the global
modality manager (top right) and B) the specialized user-settings interface.

e All available output modalities: Information is presented to the user in all available com-
munication modes (speech, handwriting, and gesture). The user musestiledvhether
the information should be presented on-device, off-device, or botlameh-off-device, for
example depending on whether privacy is required or whether the usiesgping alone or
as part of a group.
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E):Speech: “‘PowerShot S45

Price, €499.”

<o

PowerShotS45 PowerShotG5

Y mes) R
o) (
b . 12 {

PowerShotA75 PowerShotS1IS N -
Object: PowerShotS45
1/4 price: 499 EUR
) )
Q@/& %@@ Q@/ﬁ =1=| 8
Menu Comms Settings Speech Help -‘&|‘ Menu Comms Settings Speech |

Figure 4.27 Two examples demonstrating the configurability of the MSA/BPN’s presentatio
output planner, showing A) the result of the system mimicking the user’s mpdalities, and B)

a user-defined configuration consisting of on- and off-device oditwuhe modalities of speech,
handwriting and gesture.

e Mimic: In this mode, the system replicates the semantic-modality categories used by the
user. Figure 4.27A shows an example in which the user has providedllihwsifg inter-
action: <S="What is the price?® <Gl="PowerShot S11S*, and the system can be seen
to reply by highlighting the ‘PowerShot S1IS’ object on the display while simelbasly
issuing feature and value information via speech: “PrA€899”. A simpler derivative of
this mode would be to mimic only the communication modes that were used (rather than
individual semantic-modality categories) by providing all information in all thevigled
modalities.

e Unimodal: In this mode, just speech or just handwriting might be selected depending fo
example on whether the mobile device is situated in a backpack (in which esesghspould
be best suited as the output means), or if the environment is particularharmhidoisy (in
which case handwriting might be better suited).

e User-defined: This last mode allows the user to specifically define which semantic types
(feature, object, and value) should be communicated in which particular coication
modes (speech, handwriting, and gesture). Figure 4.27B demonstnatesich configura-
tion where speech and handwriting are used to provide feature, ohjelctabue informa-
tion, and gesture is used to provide only object information, i.ey®spycVsy. In this
example, the information is presented both on- and off-device, suchghatls output is
additionally sent to a set of public speakers while handwriting and gestiammiation is
presented via the PAD, as seen in the insert in the figure.
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4.5 Multiple Users and Multiple Devices in the MSA Instrumented
Environment

In earlier sections of this chapter, much was discussed with regards td ammbmultimodal in-
teraction. The goal of this section is to discuss the issues that arise wttemseraction occurs
in a scenario allowing multiple users to interact with multiple devices, at the same ticheyitn
a common set of applications, as also outlined in (Kray et al., 2004; WasiKgsy, & Endres,
2003). Such a scenario is expected to be the norm for instrumentedraneind contexts of the
future including shopping and sightseeing. Many of the issues that aceilged in this section
are based on the experiences gained from designing the MSA/BPN sgattican be used as
guidelines for designing future systems. It is not the goal of this sectiorotode answers to all
of the issues that are raised, rather only to indicate their significance fatemuslers in instru-
mented environments. Topics that are discussed include that of situatdaldesethe relationship
between multiple users and multiple devices, and the aspect of device camdrsharing. The
motivation for this section originates from the initial scenario outlined in sectiér2 2however,
rather than users being equipped and interacting with only their own @@ reabile devices, they
may now also be interacting with other users and with a range of deviceglgdoas part of the
public infrastructure. Shops, museums, airports, and even living robthe ¢not so distant) fu-
ture are application areas where discussion on multiple users and multipleslevinstrumented
environments are expected to become important.

45.1 Situated Interfaces

Prior to analysing the challenges to multi-user multi-device interfaces, it is impddalefine
what exactly constitutes an instrumented environment interface and howifters drom tradi-
tional interfaces. An ‘interface’ in this context comprises all means emgldyeone or more
users to access functionality provided by a computer system. Interfecesmdedded in a physi-
cal space known as an ‘environment’, within which ‘interactions’ regméag the actions through
which users communicate their goals and intentions to the system take place gysical en-
tities used to interact with the application, called the ‘devices’, may be fouswl figure 4.28,
left).

One property that sets multi-user multi-device interfaces apart from otpes wyf interfaces
is the relationship that they have with the environment. Unlike the traditional sétasiagle
user interacting with a personal computer, interactions involving multiple asetslevices are
inherently very closely linked to the state and affordances of the sutiogienvironment. Figure
4.28 illustrates this link via a schematic overview of the corresponding relatnéleft) and
shows that multiple users interact with a user interface that is comprisederfatelevices, in
order to access functionality in the form of services or applications. htrast to traditional
graphical user interfaces, intelligent user interfaces may be largelypaeent to the user, for
example when a user interacts through the use of a microphone or by pigkisng instrumented
object.

In (Kray et al., 2004), four different types of interface are desatjlbased on the number
of people and the number of devices involved. As shown in figure 4.28t)ridhe first quadrant
identifies ‘single-user single-device’ interfaces, which are commonly tsénterface personal
devices like a walkman. ‘Multi-user single-device’ interfaces on the othadtcater for a larger
audience, for example a group of people watching a pantomime on TV or ligtemmusic on
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Figure 4.28 Situated interfaces (left) and categorization of different interfacestypeht) (Kray
et al., 2004).

a radio. An example of a ‘multi-device single-user’ interface is that of theitiomal desktop
computer - a single user interacting with a keyboard, display, and mousallyFan ‘multi-user
multi-device’ interface corresponds to several people using multiple de\asds the case when
users are interacting with the same set of products in a shop. Multi-user ravitiednterfaces are
challenging because each transition from a less complex type of interfacmdoe complex one
introduces new issues that need to be addressed. For example, mowing $ingle-user single-
device interface to a multi-user single-device interface entails questiohsasugho controls the
device and how the device can best be shared. Similarly, moving from la-sisgr single-device
interface to a single-user multi-device interface will introduce the needsifigumultiple inputs
together.

4.5.2 Multiple Users

Multiple users create a range of interesting challenges for systems opdratitstrumented en-
vironments, particularly with respect to how they interact. Two forms of icteya are that of
collaborative and independent interaction. ‘Collaborative’ interactamus when multiple users
are using the same devices to achieve a common goal, e.g. two people ggipinghogether.
‘Independent’ interaction in comparison occurs when multiple users usiecd devices (perhaps
even the same set of devices) to achieve their own separate goals, egpdme using a public
display, one to shop for a digital camera while the other to shop for a mobilespti@wmbining
both collaborative and independent users results in a third type of ititeraghere some peo-
ple collaborate while others interact independently with the system, as womidchanly occur
inside a store full of customers. Another distinction in this context is thasudeat system may
be collocated, distributed (located at different sites), or again a comhinaftiooth. Figure 4.29
summarizes the characteristics of users in a multi-dimensional graph thattepatdesign space.
The MSA system supports multiple users each accompanied by their own mbiiléeé¥ice.
This is a particularly effective solution because, as this dissertation démaimss the PDA is ca-
pable of providing a rich platform for many different interaction types] aith the exception of
extra-gesture recognition and the storage of the store’s productagatasll processing is con-
ducted directly on the mobile device. Multiple MSA users can each accesgoithecp database at
the same time to download shelf contents, and interactions conducted threuglolbile device
(e.g. speech and handwriting) can easily be assigned to belong to a lpartiser. Assigning
products that are physically picked-up and putdown on the shelves watadde possible if ad-
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ditional IDs were assigned to users, perhaps based on RFID-tedgyrinlthe form of a tag/ring
that one wears around a finger, to link each extra-gesture event witlyibl&interaction in the
physical real-world.

A
distributed
)
5 o
= ‘o\)Q
8 mixed ) ad
) multiple
. members
single
member
collocated >
none mixed exclusive

collaboration

Figure 4.29 Characteristics of users (Kray et al., 2004).

4.5.3 Device Taxonomy

In order to access the functionality of an application, a user (or growsefs) utilizes various
devices such as a microphone and a touch screen display. While onsstiaguish between the
use of a single device and the use of multiple devices, the use of multiple dévigemouse and
keyboard) is far more common. However, it should also be consideredntiiiple devices are
harder to coordinate and the use of a single device may well still be negdssa@xample when
a large number of people are all competing for a small number of devicemtistultimately be
shared.

When the MSA is used in an instrumented environment, a shopper is, in additiom RDA,
able to interact with instrumented devices like shopping trolleys and shelwesjedy of dif-
ferent products located on the shelves or within a trolley, public speakedspublic displays.
The shopper is also able to call upon specialized services of the instrudreamtieonment such
as virtual characters that can introduce the shopper to the store or ttiaulpa product and a
public spotlight that can be used by individuals to quickly locate productseirstbre or on a
shelf. The public displays that are available to shoppers in the MSA soenclude two different
types; large plasma displays (see figure 4.30H) and Public Associatedy3igPADs) (Spassova
et al., 2005). Microphone arrays connected directly to the instrument@ement are a further
possibility that would provide shoppers without access to a PDA with a higékybie form of
interaction. The list of different public devices available for user inté&wadn the MSA scenario
is shown in table 4.13, and the actual devices found in the MSA instrumentgdranent can be
seen in figure 4.30.

Devices typically allow for ‘input’, ‘output’, or both ‘input+output’, andif¢private’ or ‘pub-
lic’ use. For example, microphones only support input, while speakdyssopport output, and
touch screens support both input and output. Headphones privaegntit their output to a sin-
gle user, while a public loudspeaker does not. One can furthermore distinigetween devices
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Public Devices Reference to
Figure 4.30

Projector, PAD text
Projector, PAD images
Projector, virtual characters
Projector, spotlight
Shelves

Physical product objects
Shopping trolley and displa
Plasma wall-display
Speakers

\
I IO MmO 0|l w >

Table 4.13 Public devices in the MSA instrumented environment.

Steerable projector

H) Display

G) Shopping trolley ‘ . 3
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price: 499 €

PowerShot 545

'

Figure 4.3Q Public devices located in the instrumented environment created underdjeetpr
REAL/READY and FLUIDUM, showing the PAD text and images (A and B),iidual character
(C), the spotlight (D), the shelf and physical products (E and F), a@hg trolley (G), plasma
wall-display (H), and public speakers (1).
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that afford ‘shared use’ and those that only afford ‘non-shassd. LA large public display is an
example of a device offering shared use, in contrast to the display oa PD

interface devices

v v

dedicated non-dedicated |
T
enhanced non-enhanced
I
active passive

Figure 4.31 Device taxonomy in the MSA instrumented environment (Wasinger et al.,)2003

In an instrumented or ubiquitous environment, one can distinguish betweeralselasses of
interface device depending on their function and capability. On the ore tieare is the group of
devices that are primarily dedicated to the handling of input and outputasidisplays, micro-
phones and cameras. On the other hand, there are devices that felfifuntltions in everyday
life such as shelves and products. This latter group of non-dedicatizbdean be further par-
titioned, based on whether or not they have been augmented or enh&ioceckample, one can
attach a sensor, such as an RFID tag, to an object like a digital camerakte erubiquitous en-
vironment to better perceive it and to facilitate its identification. Enhanceideemay be passive
in that they require the environment to detect their presence, or theyteamsdively be active in
that they pursue interaction with their environment such as a weight-sensible. Figure 4.31
depicts device types as they are categorized for the MSA instrumentedrenegnt.

45.4 Device Control

The control of multiple devices by users and applications in an instrument@dmment can be
categorized into the groups: device allocation, device sharing, andedelgase. These forms of
control are however influenced by a multitude of factors characteristaghamically changing
environment. There is, for example, a need for constant re-evaluatbmeaadaptation of the
allocation of resources due to fluctuations in users and devices as theyimavd out of instru-
mented environments. In this section, the terms user-, system-, and mixedviaiiewice control
are outlined, where ‘control’ refers to the allocation, sharing, and seled devices as shown
in figure 4.32. This is followed with a guideline on some implications for devicdrobas re-
quired by tangible user interfaces, including social issues and spatialft@inspastraints relating
to multiple users and multiple devices.

In an instrumented environment, both users and the system may request oba device
and in different ways. Taken from the more common dialogue-strateggaraation (Cohen,
Giangola, & Balogh, 2004), device control can be classified as usatem-, or mixed-initiative.
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During ‘user-initiated’ control, a user might directly specify which devishould be used. There
are however several ways to specify a device, ranging from spodemmands (“Show me the
PowerShot S50 specifications on the plasma wall-display.”) to multimodakrefes (“Show me
the PowerShot S50 specifications on that [pointing gesture] devidé& user might also request
device control on a more abstract level, for example by asking the systemmmunicate in
the visual but not auditive communication mode (see section 4.4.2). Anathardf request is
‘system-initiated’, in which the system automatically allocates a set of devicegtermuser. The
resulting assignment may however displease the user, even if multiple situftictoas are taken
into account, and the user may also feel controlled by the system. In thisacas@ed-initiative’
approach might be preferred, in which the user directly specifies sonedewhile the system
automatically selects others. While this may combine the problems inherent to ipotfaeipes it

may also remedy some. For example if users can specify at least somesgdvegemay feel less
likely to have lost control.

Figure 4.32 shows that the control of a device may be either exclusiveaned. During
‘exclusive’ control a single person uses the device, while duringr&tiacontrol several users
may access the device either cooperatively or in parallel. In principle, thieoche for device
allocation also apply to device sharing, with the exception that not all desreeshareable (e.g. a
headphone). The considerations presented for device allocatiorpplya@releasing the control
of a device, i.e. device release, in that either the user or the system maytlgxpr implicitly
release control of a device. In addition, there may be a strong spatial/teihgponponent in the
process, such as when a user simply walks away from a set of devides®not use a device for
a longer period of time, in which case the control of the device should alsogiitly released.

allocate/share/release
system user

\
control

v v v

none <> shared <t » exclusive

P 4

cooperating parallel use

implicit/explicit transitions
with/without confirmation/conflicts

Figure 4.32 Assignment of device control (Wasinger et al., 2003).

The control of multiple devices by a system and its users in an instrument@drenent
presents many implications (Wasinger et al., 2003). Both a system and teamesefor example
have preferences for different types of device. One way to accom®dar this is through device
modelling, by listing the properties of each device like shareable/nonaiblarend public/private,
and making the model accessible to both the system and the user. An adeleaf levmplexity
arises when a device is only partly shareable. For example, touch stisgdays are shareable
in terms of output presentation but many are currently still difficult to shapgamllel in terms
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of input (the DiamondToudf{ table is one such exception). Another factor is that of resource
limitation. If the devices that a system requires are no longer available, stensyill have to
either consider using different devices, redistributing the already #didadevices, or informing
the user of an expected waiting time. Such a redistribution of devices maydséfield as resource
adaptation.

Similar to devices, users must also be modelled if the system is to best undehstmeeds,
and this information must be merged with any prerequisites that the user mapttyhave. An
important issue is that users need to be provided with system resourc&srimanner and must
also ‘feel’ that this is the case, especially in times of device conflict. Thersystast be able to
make distinctions between the desired needs of a user (soft prerequisidethe required needs
of a user (hard prerequisites). For example, a distinction may be madededvuser who desires
a large screen to view a single camera compared to a user who needs ¢hectaen to compare
many cameras. Distinctions may even be required to classify the value of fousxample a
repeat-customer compared to a first-time customer.

In contrast to single-user scenarios, multiple users also require cevtaah @spects to be con-
sidered when allocating the control of devices such as privacy, catitnibof background noise,
and urgency. Social implications can affect either the users themselgesugers desiring pri-
vacy), cooperating users (e.g. does one input device such as a hdomgominate over another
input device such as a touch screen), or bystanders (e.g. the ugiliofgudio).

Spatial influences can also have a large affect on allocating deviceottminultiple users.
While a system must try and distribute users to areas that best suppa@tjtiested functionality,
the system must also consider any desires of the user and try not tatiercser to move too
far away from his or her current position. Spatial concerns become oamplex when devices
are already in use by other users, as the system must then try and ginedigttimal allocation
of resources not just for the present time but also for the future. Texhjpbluences include for
example the urgency with which a user requires a specific functionalityt of devices. Temporal
conflicts may arise when there are too few devices and may require decisibe made by the
system as to how long a user must wait before either an alternative usenigtdd or until users
are relocated.

With regards to multiple users and multiple devices, the topics discussed in thisawluding
situated interfaces, multiple users, device taxonomy, and device congahchuded to highlight
several aspects that are expected to be relevant to mobile applicatioesatutte.

1SMERL DiamondTouch, http://www.merl.com/projects/DiamondTouch/
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Chapter 4 discussed a fundamental requirement for multimodal systemsgimottes of inter-
action. In this chapter it is discussed how multimodal input provided by atbemugh different
modes of interaction can be effectively modelled and interpreted by a system.

5.1 Multimodal Input Modelling and Knowledge Representation

Section 5.1.1 describes several basic concepts like syntax, semardiesoideh knowledge. Fol-
lowing this is a discussion on the role of knowledge sources and the moddilisgoinput in the
MSA/BPN. In section 5.1.2, a variety of multimodal representation languagesuammarized,
and the contribution that ontologies make to such systems is also outlined. Finahbgtion
5.1.3, multimodal input and knowledge representation are discussed wptctds the data and
method attributes and the communication acts defined in the MSA/BPN.

5.1.1 Background to Input Modelling and Knowledge Representaon

An important aspect for many multimodal systems is the representation of lkohgeviources,
like ontologies, and the modelling of user input during recognition, semantigpnetation, and
unification. Whereas knowledge sources are used to define the doneaintekt for a system and
its users, the modelling of user input is required as a communications intésfagstem modules
and occurs at different processing stages such as when input iswtattee multimodal black-
board, as it is interpreted and unified to form an unambiguous and modaéyefsult, and during
transit between different modules. This section starts with a discussicgveraslimitations that
are common to stand-alone mobile systems when modelling input. A few basigtesoeh as
syntax, semantics, and world knowledge are then defined, and followiggtik role of knowl-
edge sources and the modelling of user input at different procedsiggssin the MSA/BPN are
discussed.

5.1.1.1 Mobile Device Limitations to Modelling Input

Mobile systems are in many respects more limited than their stationary desktdperpauts, and
this is accentuated when embedded software is to run stand-alone on the dewlgterather than
in a distributed or remote fashion. While applications that work in a distributeeneote fashion
are capable of outsourcing processing power, rich knowledge msdsdeed core functionality

133
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such as language processing, these applications are inherently reliandannection to exter-
nal networks and/or the Internet. Such a connection is generally depead the surrounding
infrastructure and is based on technologies like WLAN, Bluetooth, irdraaed mobile phone
networks. Fast and cheap Internet coverage for mobile users sitatigabrs and in shopping
centres is still a developing market and fast WLAN coverage is, even greranities, well be-

low 100%. Without a suitable connection, distributed and remote applicationsecaonsidered
useless.

The MSA and the BPN were designed to work offline as embedded applisatibmis re-
moves the dependence on connectivity but also limits the functionality of tHecafign to the
capabilities embedded on the mobile device. The primary mobile device limitations wjibate
to knowledge representation include the speed and size of the internal yeh@processing
power, and the available software. Software, and in particular SDK#\Rig] is often operating
system dependent, meaning that available desktop software is commonly atdaewith that of
mobile devices. The mobile applications described under this dissertatiaasareesult, only ca-
pable of modelling closed domains that are restricted in size and expresssvey the predefined
language models.

5.1.1.2 Syntax, Semantics, and World Knowledge

Multimodal knowledge representation, and indeed the underlying meaningeofrequests, are
based on formal languages that define language syntax, semanticgpthdknowledge. From

a linguistic point of view,syntaxrefers to how words can be put together to form correct sen-
tences and what structural role each word and each phrase playspartm@ sentence. Allen
(1995) states that most syntactic representations of language aredmafezinotion of context-
free grammars, which represent sentence structure in terms of wizesteghare subparts of other
phrases.

While syntax is used for defining the structure that input can take, it doeefiect the in-
put’'s meaning, which is referred to asmantics The benefit of modelling the semantics is that
the information is then understandable by both computers and humans aligdogidal form
encodes possible word senses and identifies the semantic relationshipsrbdterwords and the
phrases. These relationships are often captured by feature steuntfir@me-based structures that
contain semantic slots to be populated with values taken from a user’s inptite base of the
MSA, frame-based structures are used to define the different comrtionieats that the system
is capable of interpreting, including wh-queries, yn-queries, and comsn@ee section 5.1.3.2).

World knowledgellows a system to reason further about its application domain and is used to
map the meaning of words to values that are semantically correct for agimication context.
For example, a user issuing the utterance: “Tell me about the Cool Pix”, nififfatying a cam-
era, be interested in more information about Nikon's CoolPix 4300 digital candternatively,
the user, if looking at a set of fancy photos on a display, might be askinmére information
regarding how the photos were taken. Such world knowledge can lbetaisestrain semantic
interpretations of a user’s input.

5.1.1.3 Knowledge Sources and their Use in the MSA/BPN

Merriam-Webster (1998) defines ‘knowledge’ as “the fact or condividtnowing something with
familiarity gained through experience or association”, and Ackoff (J@&%ines knowledge as a



5.1. MULTIMODAL INPUT MODELLING AND KNOWLEDGE REPRESENTATON 135

scale of understanding, in which data, information, knowledge, and wisdspectively signify
increased levels of understanding (see figure 5.1). According tofAt#ata’ represents symbols
but does not itself have meaning. ‘Information’ on the other hand reptesiata that has been
processed. It may or may not be useful and exhibits meaning by wayatibreal connections.
Extending this, ‘knowledge’ represents the application of data and int@mand has the intent
of being useful. ‘Understanding’ is defined to be the process by whicwledge can be taken
and synthesized to form new knowledge. It may build upon currently hafd, dnformation,
knowledge, and even understanding itself. Al systems can be seengespamderstanding in
the sense that they are able to synthesize new knowledge from prevétorsy information and
knowledge. Finally, ‘wisdom’ is an extrapolative, non-deterministic, amdmmbabilistic process
that is used to reason about questions to which there are no easily &bthiamawers or perhaps
no answer at all, including questions on morals, ethics, and judgementselnetiglt and wrong
and good and bad.

| | | |
| | | —>
Data Information Knowledge Wisdom

Moving toward
------ »  increased —————=D
“understanding.”

Figure 5.1 Understanding: Data, information, knowledge, and wisdom (Ack®89).

Applications like the MSA/BPN can be seen to model data, information, andlkdge. Such
applications can also be seen to use simple reasoning techniques (i.estamdi@g) during the
interpretation of user input, for example when parsing anaphora, in ylaistutterance informa-
tion is used to resolve vagueness in a current utterance. The MSA/BR$litgknowledge from
the following sources:

e The SQL database of objects including shopping products like digital camera

e The finite-state grammars that are used for input recognition and aneddrom the
database of objects.

e The ontology that defines product types and their relationships (e.gweShot S50’ is a
‘camera’ is a ‘shopping product’ is an ‘object’) and a thesaurus fecdieing synonyms of
object attributes (e.g. ‘price’ is a ‘cost’ is a ‘worth’).

The SQL database of objects in the MSA application is a good example foirghtve mod-
elling of data, information, and knowledge. In particular, the databasegmépresent the data,
while the database itself, containing relationships between the data segraprésents informa-
tion. Finally, the use of this information in the system to interpret user input@titen provide
relevant output represents knowledge. For example, the system khatwshen a user asks for
the price of a product, it should retrieve information in the database riegatte product’s price
and then present this information back to the user.

Two of the above mentioned knowledge sources, the SQL database csaojd the ontology,
are handcrafted in the MSA/BPN, while the language models defined by iteedtate grammars
are dynamically generated based on the other knowledge sources. lldvs for the flexible
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addition and removal of product objects within the database without thetoeedompile any
source code. As shown in figure 5.2, the MSA grammars are created tiagke product types
contained within each particular shelf, meaning that interaction with diffesiealtves generates
different grammars.

Digital Database of Objects and their
Respective Object Types

a4

Object assignment to
shelves, carried out
on system start-up.

Shelf2 ...

Shelf synchronization with
a user’'s mobile PDA.

e b
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Figure 5.2 Shelf synchronization in the MSA.

5.1.1.4 Modelling of User Input at different Processing Stages

User input may be represented by a system in different forms depeoditige stage of process-
ing for which it is required. As an example, during communication with the sémvihe MSA
application (e.g. when extra-gesture events are recognized), uniedde represented in XML.
This data is then read by an XML parser, located on the mobile device, aed st®an object tree
that is based on the Document Object Model (DOM), which provides getoent interface for
loading, accessing, and manipulating XML documents. To better suit modadirfuuser input
in the MSA is then stored as nodes on the modality fusion blackboard, whehenede represents
a ‘semantic constituent’ in the user’s input (e.g. command, feature, objedt)he associated
‘modality type’ (e.g. speech, handwriting, gesture).

Communication actare used in the MSA/BPN to define the different tasks that a user can
perform with the system, like queries (e.g. “What is the price of the Pove¢rS50?”), com-
mands (e.g. “Compare the PowerShot S1IS to the PowerShot S50"3saadions (e.g. “That is
incorrect”, in response to an incorrect system output). These comntionieats can be likened to
the concept of frames. A ‘frame’ is a data structure commonly used foxlenige representation
in Al systems (Minsky, 1975). Each frame (also more commonly referred # ‘alass’ when
referring to object-oriented programming) contains properties called dibes slots’ describe a
frame’s ‘attribute-value pairs’, where a value may be a primitive such &g san integer, or a
reference to another frame. The communication acts used in the MSA/Birééeap an elemen-
tary version of the frame structures described above. This is bea@ased permit for concepts
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like inheritance and procedural attachment, which are not needed to medahtil number of
communication acts available in the MSA/BPN (see section 5.1.3.2). It can bowewoted that
object-oriented programming techniques, including the use of inheritamcpranedural attach-
ment, are used in the MSA/BPN for other purposes, for example when madkefidmark and
shopping product instantiations.

Described below are several areas where input representatioruiseige@ multimodal systems
like the MSA/BPN.

e User input recognition and input annotation: User input that is to be accepted by a system
must first be represented in a language model. Language models are ohalifédieently
by different recognizers and recognizer types (e.g. speech armthhiting). Two of the
most common methods for modelling spoken language are that of formal a¢ueory
and stochastic (or n-gram) language modelling (Gorrell, 2004). The MBKN/Bses the
formal language theory approach for modelling spoken user input.rticpiar, finite-state
regular grammars are used. These are classified by the Chomsky Hyeemr@ type 3
formalism (Chomsky, 1956; Wikipedia, 2006b). The Backus-Naur F@BNF), created
by John Backus and Peter Naur as part of the ALGOL 60 specificatioreimttl 1950’s
(Naur, 1963), is the standard used for representing formal languagbe MSA/BPN, a
deviation of BNF called the Speech Recognition Command Language (SR&mpisyed.
This is a file format developed by IBM for defining grammars that are comipatiith their
commercially available embedded ViaVoice speech engine.

Within the MSA/BPN, recognized input is stored on a blackboard that imgalg a linked-
list of nodes. Each of these linked-list nodes contain the raw and pdasathat is recorded
for an interaction segment, together with the type of information that it repteée.g. ‘ob-
ject’ or ‘feature’ information). In addition, each node contains informatiarthe method
in which the input was provided including the modality type, the recordedaemée value,
and the start and finish timestamps for the user interaction.

e Semantic interpretation and unification of user input: After a multimodal input inter-
action has been recognized and written to the blackboard by the appeadagnizers, it
must be interpreted to retrieve the expected meaning of the input. To do thisdividual
information segments that are generated by the interaction are sorteduanosiematched
to a relevant communication act, and then unified to obtain the resulting modaktyefsult.
The type of data structures that are used by multimodal systems for modelliggrttamtic
interpretation of user input generally rely on frame-based represamdfidinsky, 1975)
or a descendant of this called feature structures (Carpenter, 1982%ke representations
are able to represent possibly partial data in a record-like fashionrtbatrgpasses attribute
and value pairs. This is in turn ideally suited for use in unification-baseddlsms. In
the MSA/BPN, communication acts likeQ,,;,—,,><F><0O> are composed of individual
frames (e.g. query, feature, and object frames) and each frameé&sponding attribute-
value pairs (e.g. SemanticConstituent, ModalityType, and SourceTypeusgtiand their
values).

e Storage and communication between modulesUser interaction may also require re-
representation when it is passed from one module to another. This dgcthesMSA/BPN
when partial input segments are recognized by a remotely located reepgnit then sent
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to the mobile device for interpretation and unification. Such representationoatsirs
after a multimodal user interaction has been unified by the modality fusion canpat
which point the interpreted interaction is written to a locally stored file on the mobilied
and also made available to registered third party services such as SPESCtHfider
et al., 2006; Koner et al., 2006), which can be used to keep a personal journalsars u
actions and affective states. The presentation planner used in the M8A/&Paccess to
the internal data structures used by the interaction manager, and thuspgasentation of
data for use by the presentation planner is not necessary. Theeegatimn used for the
communication of input interaction segments is W3C’s XML standard (W3C-X2006).

5.1.2 Multimodal Input and Knowledge Representation Standads

In the previous section, a range of standardized representationslesmmebed, all of which have
become mainstream building blocks for dialogue systems, including BNF a@l 8Rmodelling
formal grammars, linked-list data structures that can be used to storgnieed input, frame-
based and feature structures for use during semantic interpretatiomiicdtion, and XML for
the storage and communication of information between different programlesodi/hile these
standards have remained mostly unchanged over years past, moredpetiéilisms regarding
the representation of multimodal interaction (both for the method and for thg luata been a
topic of significant discussion. The incorporation of ontology models leas lmnother area of
recent development, focusing on providing a broader level of cldsedhin knowledge and now
also extending towards the Semantic Web and open domains. This sectiow#tagsliscussion
on state-of-the-art ontology modelling representations and then desmifresentations designed
for the communication of multimodal input like W3C’'s EMMA (W3C-EMMA, 200%Yhich is
currently being standardized, and SmartKom’s M3L (Herzog et al., 280dMIAMM’s MMIL
(Kumar & Romary, 2003), which have been specifically created as phatger multimodal sys-
tems.

5.1.2.1 Ontology Modelling Protocols

An ontology is a formal explicit description of concepts and their interrelatiges in a domain
of discourse. Ontologies are usually organized in taxonomies and typicailpio modelling
primitives such as classes, relations, functions, axioms, and instarmcd®e (@ 993). McGuinness
(2002) describes how ontologies have emerged from academic obgouniginstream business
and practice, and she also states that enormous gains exist in repigekantitedge/ontologies in
a format that is not just human-readable, but also computer-undeasiand\ range of different
ontology markup languages for encoding meaning currently exist. Thesggeaerally based on
XML and as described below include RDFS, DAML+OIL, and OWL (seekteann (2005) for
more information).

e XML: The eXtensible Markup Language (W3C-XML, 2006) is designed toeseseakly
structured data as an interchange format, and it provides rules and $gntstructured
documents but imposes no semantic constraints on the meaning of such dtscumen

e RDF: The Resource Description Framework (W3C-RDF, 2004) was dewetlopthe W3C
as part of its Semantic Web effort and became a W3C Recommendation in\A8@9eas
XML concerns itself with syntax, RDF deals with semantics by providing a cetof rules
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for simple descriptive information. RDF is based on the notion of ‘resaureehich are
described by statements in the form of 3-tuple sets of resource attribubgscis(resource),
predicate (property), and object (value).

e RDFS: RDF Schema, also known as the RDF vocabulary description languag€-(W3
RDFS, 2004) is a semantic extension of RDF providing mechanisms foriltiegogroups
of related resources and the relationships between these resoutteead/RDF is a data
model used to express semantics, RDFS is a schema that can be usedraircand de-
scribe data based on an RDF data model.

Several ontology languages build on RDFS. Two of these include DAML-eBd OWL:

¢ DAML+OIL: DAML+OIL is a semantic markup language that attempts to fuse the goals of

two separate markup languages OIL (Ontology Inference Layers@ren al., 2000) and
DAML (DARPA Agent Markup Language) (Hendler & McGuinness, DO It provides
representation and inference support and combines the widely usedlingbgemitives
from fame-based languages with the formal semantics and reasonimgesqurovided by
description logics.

e OWL: The Web Ontology Language (OWL) (W3C-OWL, 2004) is a second seamantic
markup language that was developed as a vocabulary extension totREEFW3C Recom-
mendation and was developed by the Web Ontology Working Group, in@inpg lessons
learnt from the design and application of DAML+OIL.

Although ontology modelling is not a primary focus of this dissertation, it isgated that
the use of ontologies within multimodal systems is important for allowing a systenmiec@ntly
infer and deduce information regarding things like object type and relaeiorartKom (Wahlster
et al., 2001) for example uses an OIL ontology for modelling domain knowledg even incor-
porates the ontology into the specification of its own markup language M3bil&applications
like the MSA/BPN can also profit from ontological information, and this is shawfigure 5.3
where the given ontology can be seen to cover object types (and aladnships) ranging from
digital cameras to language technology products and buildings. The &tparshows a hypothet-
ical example of reference resolution in which an ontology is used to reiodverord ‘camera’
in the user utterance “What is the price of the camera?”, by mapping themeéeto the camera
instance ‘PowerShot S50°'. This is called crossmodal referenctutiesobecause the object type
is recognized through the mode of speech, while the actual object is identifieugh graphical
image analysis. In the MSA/BPN, ontologies are used to define differenhatiiees that a user
can say when referring to objects, as illustrated by the following nesteelsemtation of the object
‘PowerShot S50': [PowerShot S50 [Canon [Digital [Camera [Shmgproduct [Object]]]]]]. The
words defined in this representation also need to be defined in the langualpds of the indi-
vidual recognizers (i.e. the finite-state grammars) for them to be usable. Binthi& synonyms
making up the thesaurus in the MSA need to be defined as part of the grartesaadi shown
below for the word ‘price’, which exhibits the same semantics as the wood$ ‘and ‘worth’.

<ATTR_ID = "price", handwiting_value="price", speech_value=..>
<ATTR_ID = "price", handwiting_val ue="cost", speech_value=...>
<ATTR ID = "price", handwiting value="worth", speech_value=...>
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In the MSA/BPN, communication acts are defined within the application’s sowae. cThe
ontologies created for the MSA/BPN applications are limited in complexity and wewjdire
modification if the applications were to be developed for a commercial markeigyarly be-
cause domains like shopping and navigation contain thousands of prtygestand landmark
types. The MSA/BPN ontology is represented using XML and Data Typenlliefis (DTDs)
rather than RDFS, DAML+OIL, or OWL. The MSA/BPN is also restricted intthaDs (Docu-
ment Type Definitions (W3C-XMLSchema, 2004)) are not readable bgnégerity of PDA XML
parsers, meaning that XML documents although being checked to see #rthesell-formed (i.e.
complying with the basic syntax and structural rules of the XML specificatiomhot checked for
validity (i.e. complying to the rules defined in a DTD). This restriction is expetrda resolved
in future generations of the Microsoft Windows Mobile Platform.

Object User: What is the price
/ \ of the camera?
— 2 4 16:

Shopping Prod{ Building
Camera LT Computer Science ";‘
/ \ i PowerShotS50
Digital Analogue Speech Recognizer Building 36.1 F— —
~
Canon Nikon IBM EVV

0/4

PowerShot  CoolPix QL HOO
850, . 4300’ . Menu Comms Settings Speech Help @‘A

Figure 5.3 Partial ontology of object types and an example use of the ontology drefagence
resolution. Note the word ‘camera’ is mapped to the product ‘Power3ittecause this is the
only visible object of type ‘camera’.

5.1.2.2 Multimodal Communication Protocols

The specification of language representation protocols for communicatareén system mod-
ules has become increasingly important as multimodal systems expand in sizerapkxity.
SmartKom (Wahlster et al., 2001) for example may be classified into over fédatit high-level
modules ranging from face interpretation, to media fusion, presentationiptgrand action plan-
ning (see figure 3.4 in chapter 3). SmartKom’s architecture is also compleatithéa system is
capable of running in a distributed fashion in which individual modules mdpdsted on phys-
ically different computers. QuickSet (Cohen et al., 1997) is a secosigrsydesigned to run
in a distributed environment. Systems such as these, in which individual martutesunicate
over networks and potentially from different code bases (e.g. JavBrdlog), require a stan-
dardized communications protocol and a common language specificationesRpfations such
as EMMA, NLSML, M3L, and MMIL (see below), all set about achievitigs goal by provid-
ing a task-independent communications protocol that defines how inpubenaypnotated with
information such as timestamp and confidence, while at the same time allowing focdinpora-
tion of task-specific templates or communication acts based on domain knowiestgentology.
While EMMA and NLSML are W3C Working Drafts designed to be generic s usable by a
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wide range of different applications, M3L and MMIL are representatidesigned (aside to being
reusable) for use in specific applications, i.e. SmartKkom and MIAMM retspy. Voice XML
(Voice Extensible Markup Language) (W3C-VoiceXML, 2004) is anoteecification, and al-
though it was designed for creating audio dialogues, efforts are nmg beade to use this spec-
ification for multimodal applications, by merging it with graphical componentryrtviple for
speech and GUI interaction (Peters, 2006).

Some of the objectives of the MSA/BPN differ to those of QuickSet and Sroartk that
the MSA/BPN was designed to work as an embedded application that doasetto be con-
nected to an external network. As a result, the individual modules residéyl@mn the mobile
device rather than residing on powerful stationary computers distributedghout the environ-
ment. This in turn removes much of the need for generating output repedsara standardized
communications format because the modules all have access to the dataesdratdted in the
working memory of the device. The third party representation languagsesilded in this sec-
tion are nonetheless very interesting in that they provide insight into the mattrdalites (e.qg.
modality type, confidence value, and start and finish timestamps) and thettdat#tes that they
model.

EMMA: Extensible MultiModal Annotation markup language EMMA (W3C-EMMA, 2005)
is a multimodal markup language that is currently being specified by the W3C Mudliihhater-
action Working Group with the aim of enabling access to the Web using multimagaaation.
It is a Working Draft and is as such still under review by the W3C

EMMA is used to represent the interpretations of a user’s input (e.gechpeeystrokes,
pen input) together with various input method annotations (e.g. confidencess timestamps,
input medium). The W3C expects the markup to be used as a standard dathantgr format
between components of a multimodal system, in which EMMA markup is genenagtiematically
by the components rather than being directly authored by developers. ddemtp that generate
EMMA markup are expected to include recognizers (e.g. speech, mind)y natural language
understanding engines, and multimodal interaction components. ComporantselEMMA are
expected to include interaction managers and multimodal integration compo&arag\Web (see
section 3.1.7.2) is one system that already makes use of the EMMA Workafgdpecifications,
and the use of the Working Draft in this system has resulted in an extensieMtbA called
SWEMMA (Reithinger et al., 2005).

The EMMA language concerns itself with the interpretation of single inputs @gtained
in an individual natural language utterance) rather than input collestedtibe course of a dia-
logue. An EMMA document contains three different types of informatiostance data that is
task-dependent and contains the actual semantics of a user’s interaptional data models that
constrain the structure and content of an instance, and metadata, soclfidsnce and timestamp
information, that annotates the data contained in an instance. The Worlafigiintentionally
vague regarding the representation of the instance data and the data mométsng only rec-
ommendations that the instance data be specified in XML and the data modelsdokdraa
standard such as XML Schema (W3C-XMLSchema, 2004). The main fwicE®MMA is thus
on the metadata used to annotate user interpretations, rather than on the madehia actual
interpretations.

W3C endorsement of EMMA will take place only after the specification masgeded through the review stages
of Working Draft, Candidate Recommendation, Proposed Recomrtiendand Recommendation
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The main metadata annotations defined in EMMA include: the medium, mode, aribfuof
an input modality, as well as confidence value and timestamp information. A ‘métiuefined
as the closed set of values defining the communication channel: acoudtle, tacvisual. The
‘mode’ is defined as the specific mode of communication used on the chasrselgn from a user’s
perspective), and includes voice (acoustic), touch (tactile), andhdappaarance/motion (visual).
A tactile medium is defined to include most hands-on input device types sy&namouse, key-
board, and touch screen, and an example mode within the tactile medium migheipcdlinting
and clicking on a graphical user interface. The ‘function’ is definedetofthogonal to the mode,
in that it defines the communicative function, for example speech can dearsecording (e.g.
voicemail), transcription (e.g. dictation), dialogue (e.g. interactive spdie@ague systems), and
verification (e.g. identifying the user through their voiceprint). Configevedues may be repre-
sented in EMMA at different levels of processing (e.qg. first by a speecognizer and then by a
natural langauge understanding component). Various differer¢septations of timestamps are
listed including start and end times, duration times, and time offsets basedeoaneds to prior
interpretation timestamps. EMMA metadata also allows for successive ping@$snterpreta-
tions as new information becomes available and also allows for referenctanperpretations
during processing. Other data sources that may be referenced itlcilgeammar used to derive
the EMMA result, the original raw signal (including the signal's MIME medipéeias defined by
RFC20486), and the source of input (e.g. NC-61 microphone).

In summary, EMMA shows much potential with regards to being an expeessid flexible
markup language. Itis designed to be generic enough to support aamge of applications that,
like XML, will extend far beyond the Web itself. The main reasons why EMMAas$ used within
the MSA/BPN are as follows:

1. The EMMA specification is still a Working Draft.

2. Few components (e.g. speech and handwriting recognizers) aemttyiable to produce
EMMA documents, and this is particularly the case for embedded recogmigarig lo-
cally on mobile devices.

3. The MSA/BPN applications only require a limited degree of communicationuisecall
of the processing (with the exception of extra-gesture recognition) ferpeed locally on
the mobile device. In particular, the speech, handwriting, and intra-gestaognizers
all communicate over the internal blackboard architecture. Once the modadityseare
written to the internal blackboard, the data is stored as interaction nodes aydten’s
working memory, and this data is then accessible in this format by componehtsisthe
interaction manager and the presentation planner.

4. The XML interpreter used by the mobile device (i.e. the default parserusisd by Mi-
crosoft Internet Explorer) is resource intensive and documentedw® tmemory leaks in
its current form, making the handling of large amounts of XML unviable. XMLl
MSA/BPN is limited in use to the representation of data containers (requiredsyhehro-
nizing with a shelf) and for communicating recognized extra-gesture events

By definition, the use of EMMA would require modification to all of the compdaeyener-
ating the markup, such as the individual recognizers (speech, h@ingwgesture), and all of the

2RFC2046: Multipurpose Internet Mail Extensions (MIME), http://www.ietf)/rfc/rfc2046.txt
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components required to interpret or modify the markup, such as the modalityatidegcompo-
nents, interaction manager, and potentially also the presentation plannes, a’kophisticated
communications protocol for the small amount of required communication isd=red to be ex-
cessive, especially since almost all of the input is recognized and ietecoon the one embedded
device. A compromise for the future might be to implement a subsection of the ABpdcifi-
cation, leaving out aspects that are not required by the MSA/BPN. Withxitepton of a few
attributes, like those relating to the annotation of words in a word lattice (i.e.tifunadity not
available in the MSA/BPN embedded speech engine), many of the metadatatedtdbiined in
EMMA are in fact also defined in the MSA/BPN.

NLSML: Natural Language Semantics Markup Language NLSML (W3C-NLSML, 2000)
is a natural language semantics markup language being specified by the/®uCBrowser
Working Group for describing the meanings of individual natural lagguatterances, where the
word ‘utterance’ is defined in the specification as being a meaningfulingget in any modality
supported by a particular platform. The objectives of NLSML are to ately reflect the user’s
intended meaning in terms of the application’s goals and to also accountfieevess and ambi-
guity. Itis an XML markup language which is expected to be generated fmpaopents such as
speech recognizers, natural language understanding, dialoglejdtimedia integration com-
ponents. Components that use NLSML might for example include multimedia ititegam-
ponents and dialogue managers. The focus lies in the representatiomlef iterances rather
than an entire dialogue, and NLSML is still a Working Draft that has nobgen endorsed by the
W3C.

An NLSML document consists of a single result containing one or more irg&ons. Each
interpretation can be further decomposed into the elements: model, instaddepat. Similar to
EMMA, the ‘model’ element represents a data model containing the applicgpiecific seman-
tics. This data model consists of groups which may contain other groupsplesypes such as
string, Boolean, number, monetary values, date, time of day, and durhtioontrast to EMMA,
the model is fixed to a particular format, being that of the draft W3C XForrasifipation (W3C-
XForms, 2006). XForms are similar to HTML forms except that they areessmted in XML.
The ‘instance’ element, also similar to EMMA, represents the instantiation ofsandadel for a
given utterance. The third type of element in an interpretation is the ‘inputiead This con-
tains the textual representation of a user’s input and includes attributbsasuimestamp-start,
timestamp-end, mode (e.g. speech), and confidence. Aside from texpudarelament may also
be represented by the ‘noinput’ or ‘nomatch’ elements, which are defindiking relevant for
multimodal integration.

In summary, the NLSML specification focuses on how one can expressethantics of a
user utterance (i.e. the model and instantiation) rather than how one catatenthe input for
multimodal integration as in EMMA. The specification’s focus on data modellingtisrmhighly
dependent on the draft W3C XForms specification. Although NLSML lyrigfes to account
for multimodal integration by defining several attributes for the input elemestt as time and
confidence, the representation is weak compared to that defined in EMsiAng certain aspects
largely undefined, including for example information on the actual devied fes input. NLSML
does not define in detail the representation of multimodal input, instead rioateg on speech-
only input and only briefly on speech-dtmf (Dual Tone Multi Frequenctgraction, which may
arise when talking on a telephone and pressing numbers on the telepkeyesl. Overlapped
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inputs are not discussed at all in the specification, where it is stated tleatetinesentation of
multimodal input is deferred until the specification for multimodal inputs is betténe®’. The
document further states that ambiguities can currently only be represangedinterpretation
level (i.e. based on an entire utterance) rather than on a word level dakdation issues arising
from the use of XForms, and that the source of ambiguities is also not abéentmbelled in the
language. These limitations will perhaps be resolved in future revisiong d/thking Draft, the
most recent of which dates back to the year 2000.

M3L: MultiModal Markup Language  M3L (Herzog et al., 2004) was created as part of the
SmartKom project. It was designed for the representation and excludngeltimodal content
between the various input and output processing components suckegh spcognition, gesture
recognition, face interpretation, media fusion, and presentation plan8inglar to the EMMA
specification, M3L allows for the representation of data model and methatation information,
but unlike EMMA the data models are actually specified as part of the M3Lukegey Based on
XML, the M3L language is formulated as a set of around 40 schema spéifis.

The 40 schema specifications are divided into groups labelled basicdegtesand complex.
‘Basic’ data types specify concepts like integer, Boolean, float, time, taimg) swhile ‘extended’
data types build on basic types by, for example, specifying numbers to lee pdhkitive or neg-
ative and time to include attributes such as century, year, month, ..., and miliseéGomplex’
data types are used to specify a variety of concepts such as lists, geametigy, person, and
address. Domain knowledge describing the intentions of both the usereaggdtem is defined
offline using the OIL (OIL, 2000) representation and notation framewdrke M3L ontology
comprises more than 700 concepts and about 200 relations, which @edwribbstract objects
needed to communicate about the whole set of functionalities (Reithinger 20@8). The con-
version from OIL to M3L is automated by a tool called OIL2XSD (Gurevyelerten, & Porzel,
2003), which transforms an ontology written in OIL into an M3L compatible XMih&ma defi-
nition, capturing the hierarchical structure and a significant part oféheatics of the ontology.
The XML schemas can be viewed as Typed Features Structures (T&3)law for automatic
data and type checking during information exchange. M3L was not dkaise generic knowl-
edge representation language (Herzog et al., 2004), which woul@teeaquinference engine in
every component for the exchanged structures to be interpretedadpqunstead, very specific
element structures are used to convey meaning on the syntactic level. A®alycclosed world
reasoning is supported, in which everything that the user and the syatetalk about is encoded
in the ontology.

In contrast to EMMA and NLSML, which are being designed to be generikapdanguages,
M3L was built to cater specifically for the needs of a single multimodal dialogetes. This
engineering-oriented approach is evident in that the application-spet#iaction defined in the
ontology also forms part of the actual markup language. The languasgs ltwever clearly
differentiate between application-dependent and application-indepeimfiermation and is thus
still reusable by other systems. This is also demonstrated by the fact thatusis by two separate
multimodal dialogue systems: SmartKom (Wabhlster et al., 2001) and COMIC (DatiSetzer,
& Wilks, 2003).

MMIL: MultiModal Interface Language = MMIL (Kumar & Romary, 2003) is an interface
language that is expressed in XML Schema and was initially designed forafecpMIAMM
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(MIAMM, 2004; Reithinger et al., 2003), but has since also been irmmated into the project
OZONE (OZONE, 2004). Itis used as the exchange format between nscxlidé as the dialogue
manager and multimodal input and output components, and it allows for th@meatal integra-
tion of multimodal data to achieve a full understanding of the multimodal acts withisytstem
(Kumar & Romary, 2003). MMIL is expected to be used by agents suclpesch interpreters,
multimodal fusion modules, action planners, and modality advisers, as welpanse generation
modules dealing with multimodal fission, speech synthesis, and visual fdedba

The interface language is stated to be a general format for represemiitighodal content
at lower levels of representation like linguistic analysis and higher levelspEsentation like
communication within the dialogue manager. It contains both generic (i.e. tdegéndent)
descriptors, relating to dialogue management and interaction conceptsvitegdthe system
such as timestamp and confidence, and domain specific descriptors (i-depasident), relating
to specific domain tasks.

MMIL is based on a flat meta-modal data representation that combines amyenwf two
types of entities, namely events and participants. ‘Events’ describe tehgmities expressed
by the user or occurring in the course of the dialogue (e.g. interactiartetieat are provided
via speech or haptic input). ‘Participants’ refer to individuals or sets di¥iduals about which
a user says something or the dialogue system knows something about ¢eugethor graphical
objects). Events and participants are further described by two prapentistrictions (providing
more precise information about the event or the participant) and depsedé€relating events and
participants to one another) (Reithinger et al., 2005).

In contrast to the aforementioned representation languages, whicralvgenerally seen to
distinguish between ‘task-specific’ data models and ‘task-independetitoch@nnotations (e.g.
confidence and timestamp), MMIL places its primary focus on the groupiirgpaf into a further
layer of complexity defined by ‘events’ and ‘participants’. This is statedetodcessary because
the language is capable of representing information on a variety of diffeneels such as phone,
word, phrase, utterance, and dialogue levels.

5.1.3 Multimodal Input and Knowledge Representation in the MS\/BPN

Multimodal user input provides information on both tHata contained in the user’s input and
themethodin which the input was provided (e.g. speech or handwriting). The modedfibgth
these types of information is crucial for an accurate understanding afsées input during the
process of modality fusion. The goal of this section is to specify the datanetiibd attributes as
well as the communication acts that are used in the MSA/BPN. In the MSA/BRAl attaibutes
are mapped to predefined communication acts, while method attributes provadmaitibn like
timestamp and confidence value, required during the fusion of multimodal ifpatset of com-
munication acts used in the MSA/BPN forms a knowledge source. This kngevkemlirce can be
seen to also define constraints on the valid relationships between difgtréinites and attribute-
value pairs. For example, ‘type constraints’ are used to restrict thesvdiaéa certain attribute
may contain (e.g. string, integer) and ‘number constraints’ are used to limutinéer of objects
that a user can request during product comparisons.
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5.1.3.1 Data and Method Attributes in the MSA/BPN

The data and method attributes used by the MSA/BPN are shown in table 5th didbutes’
store information on what the user is trying to communicate, while ‘method attritaites in-
formation on how the user is trying to communicate it. Both of these attribute sessoaeel in
interaction nodes that are generated when a user communicates with thatapplior example
through the action of speaking to the system or by picking up objects frdmla Shese nodes
are stored on the multimodal blackboard where they are later parsed iied based on prede-
fined communication acts. The blackboard is modelled in program code ashdy dinked-list.
Many of the attributes are stored directly in working memory and are onlysaedeby the sys-
tem components in this format. This is the case for speech, handwriting, ad)esture input.
Extra-gestures are in contrast recognized by the server ratherytiaa nobile device, and they
are communicated to the mobile device as XML, over a WLAN connection. Awrshio the
extra-gesture XML segment below, the attributes supplied by the sememar a subset of the
overall attribute listing and also differ slightly in name. This is because some attthbutes such
as those concerning timestamp information are generated on the client moliike dgon receiv-
ing the events. The difference in attribute names is due to the differeregmiog stages of the
system, for example ‘modalitiype’ in the XML segment below is represented as ‘Modality Type’
in table 5.1. The Document Type Definition (DTD) defining the permissible gyartd structure
of extra-gesture events is part of a separate document and is notdddludhe XML segment
below.

<EVENT>

<MFACTI ON nfid="nfid" nodality type="gesture"” gesture_type=
"di sappeared" object_ nanme="Power Shot S45" sensor_type="RFI D'
ti mestanp="tinmestanp" confidence="1.0"></ MFACTI ON>

</ EVENT>

The data and method attributes used within the MSA/BPN are grouped ungharém classes
‘data’ and ‘method’. The definition and the data type of each attribute (e&ugmerator, string,
double, long) are outlined below. Where appropriate, examples of a@adbute’s associable
values are provided, and it is also described where in the system thélgetestiare assigned a
value, i.e. within what module the values are generated and where the astdetater required
by the system for modality fusion. A summary of the attributes can also be séaviérb. 1.

e Data attributes: Data attributes store information on what a user is trying to communicate.
This set of attributes can be categorized by the type of semantic constisendttp label a
user’s input), three types of data variables (used to hold recognizkidtenpreted text, and
interpreted object references), and the N-best lists (used to stornixibject references
and their associated confidence values).

— SemanticConstituent: The semantic constituent attribute is an enumerator that is used
for labelling a user’s input as being one of the set of values: unknqwery, com-
mand, feature, featuréescriptor, object, and objeset. Take as an example the user
query: “What is the price of the PowerShot S50?”. After parsinghsrcutterance
would result in two entries on the modality fusion blackboard, one with a Semantic
Constituent of type ‘feature’ (relating to the input ‘price’) and a secwitd a Seman-
ticConstituent of type ‘object’ (relating to the input ‘PowerShot S50’). IBualues are
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Data Attributes
Data Type Name Values (where appropriate)
enum Semant i cConsti t uent UNKNOWN, QUERY, COWWAND, FEATURE,
FEATURE_DESCRI PTOR, OBJECT, OBJECT_SET.
CString Dat aSt ri ngRAW
Cstring Dat aStri ng
Coj ect Node | Dat aObhj ect
Cstring NBest Dat aSt ri ngVal ues[ 3]
Coj ect Node | NBest Dat athj ect Val ues| 3]
doubl e NBest Conf i denceVal ues[ 3]
Method Attributes
Data Type Name Values (where appropriate)
enum Modal i tyType UNKNOWN, SPEECH, HANDWRI TI NG, GESTURE.
enum CestureType UNKNOWN, EXTRA- PO NT, EXTRA- Pl CKUP, EXTRA-
PUTDOWN, | NTRA- PO NT, | NTRA- SLI DE.
doubl e Conf i dence
enum SourceOrigin PDA, SERVER
( Sour ceNane)
Cstring Sour ceDevi ceName
Cstring Sour ceDevi ceDesc
| ong Sour ceDevi cel D
SYSTEMTI ME Ti mest anpRAW
| ong Ti mest anp
| ong Ti mest anpSt art
| ong Ti mest anpFi ni sh
enum Ti meType PRESENT, PAST, NONE.

Table 5.1 Data and method attributes used by the MSA/BPN application.

generated by a semantic interpreter when user input is parsed for dpplispecific
keywords. The SemanticConstituent attribute is required at a later progesage
when deciding on and populating an appropriate communication act. Typiad-e
ples of the application-specific keywords that semantic constituents maytoedee
listed below. This list would differ for each application context, and the ctiitiethis
particular instance is that of shopping.
x Unknown: The type of semantic constituent is unknown.
« Query: One of the open set of valuefhat is, how many, .}.
«x Command: One of the open set of valuescompare, find, .}.
Feature: One of the open set of value§price, megapixels, optical zoom,}...
Feature_Descriptor: One of the open set of valuefunder 500 EUR, .}.
Object: Further divided into:
- O_TypUnID: A non-uniquely identifiable object referencghing}.
- O_TypPartiallD: A partially identifiable object referencéproduct.
- O_TypID: A type-identifiable object referencécamera, grocery, language
technology product, J}.
- O_ID: A uniquely identifiable object referencéPowerShot S50, ..., baked
beans, ...., IBM EVV, .}..
« Object_Set: One of the open set of valuegthings, products, camerasy...

— DataStringRAW: An attribute of type string, used to hold recognized user input that is
expressible in text format. This attribute’s value is generated during tbhgmémn of
all speech and handwriting input as well as the recognition of some instargenput,

*

*

*
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namely intra-gestures occurring when a user points to a keyword aglisgeast on
the GUI. The recognition of object references such as camerasycieadvia intra-
and extra-gestures, are mapped directly to internal object instantiatidrst@ed in
the variable DataObject instead. This attribute is used to keep a record wéehe
recognized input before it is parsed by a semantic interpreter.

DataString: An attribute of type string, generated by a semantic interpreter and
based on the information contained inside the variable DataStringRAW. Whig&sSba
tringRAW might contain the value “What is the price of the PowerShot S50?” o
“What does the PowerShot S50 cost?”, DataString will contain the semantiginga

of this input. In the given example, both utterances will result in a featude math
DataString="price” and an object node with DataString="PowerShot)S50

DataObiject: A pointer to an object node of type CObjectNode. This attribute is gen-
erated when intra- and extra- gesture object references are ieedgand it contains
a convenient link to a recognized object and much of its associated informatio

NBestDataStringValues[3]: An array of strings used to store the 3-best list of inter-
preted data string values. The value of the variable DataString corspothe first
entry in this array.

NBestDataObjectValues[3]:An array of CObjectNode pointers used to store the 3-
best list of interpreted DataObject values. The value of the variable D@atTorre-
sponds to the first entry in this array.

NBestConfidenceValues[3]:An array of doubles used to store the confidence val-
ues associated with the 3-best values defined in NBestDataStringVdlaes|Best-
DataObjectValues[3]. Each blackboard node will only ever contain desipge of
semantic constituent, and thus this array will either apply to a set of stringsvaiue

a set of object values, but never both.

e Method attributes: Method attributes store information on how a user is trying to com-

municate with the system. This set of attributes relates to the modality used dunmng co
munication, the underlying input devices used, timestamps, and confidenes.va heir
primary use within the MSA/BPN occurs in the modality fusion component, whenairite
tion nodes on the blackboard are filtered through a range of constraifiatetbeing fused

to form a modality-free result, corresponding to one of the predefingghramication acts
for a particular scenario like that of shopping.

— ModalityType: An enumerator used for labelling the mode of communication with

one of the set of values: unknown, speech, handwriting, and gesture

— GestureType: An enumerator used to further label the ‘gesture’ mode of communica-

tion into one of the set of values: unknown, extra-point, extra-pickupagutdown,
intra-point, and intra-slide.

— Confidence: A double ranging from 0.0 to 1.0. This value is used to store the con-

fidence value associated with the current best data attribute (either diagpostdata
object depending on the node at hand), where 0.0 represents ‘tedistent’ and 1.0
represents ‘most confident’. This is a convenience variable and psgeslith the first
double in the array NBestConfidenceValues|[3].
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— SourceOrigin: An enumerator used for labelling the origin of the input with one
of the set of values: PDA and server. The values PDA and servealsarbe seen
in the MSA/BPN to respectively correspond to input that is derived locallgis-
tributed/remote.

— SourceDeviceNameAn attribute of type string, used to identify the module respon-
sible for providing the data attributes. Example values for this variable inclliBi
EVV’, ‘Microsoft Transcriber’, ‘FEIG-Electronic RFID’.

— SourceDeviceDescAn attribute of type string, providing additional description in-
formation on a particular source device, such as manufacturer, full,rearderersion
number.

— SourceDevicelD:An attribute of type long, used to uniquely identify a source device.

— TimestampRAW: An eVC++ structure representing date and time information that
is stored in the members: year, month, day, weekday, hour, minute, secahchil-
lisecond. This provides an absolute timestamp for each modality event writtea to th
blackboard and contrasts to the Timestamp variable described below, whidtgs
a relative timestamp based only on the current day. The attribute’s primarng for
logging parsed user interactions in the discourse history log file.

— Timestamp: An attribute of type long, used to represent timestamp information in
milliseconds, based on the current hour, minute, second, and millisecaltideébnd
information is not readily available on current mobile devices and is thus d&t to
This timestamp discards year, month, and day information that is obtainable from
the TimestampRAW variable. The timestamp also differs from traditional Unix and
ANSI/Windows timestamps, which respectively use January 1 1970 andat
1601 as their epoch. The simplification is well suited to the mobile applications at
hand because the multimodal interactions it is used for generally only takedrev
few seconds and several minutes. An example conversion into millisecandd see
the time 14:27:31:000 result in the timestamp 52051000. The timestamp is generated
each time a modality event is written to the blackboard. Interactions that sgan ov
several seconds, such as speech and handwriting, have only tisfirtiiine stored in
this attribute. See TimestampStart and TimestampFinish for further information.

— TimestampStart, TimestampFinish: Based on the Timestamp attribute, these vari-
ables are used by modalities in which interaction spans longer periods of tiinasu
speech and handwriting.

— TimeType: An enumerator used for annotating modality input with a time classifica-
tion belonging to the set of values: present, past, and none. Refsrigrat@re made
during a current interaction (e.g. to objects on the display) are labelledépt’, and
these are then downgraded to ‘past’ after the interaction has beer paraéter 30
seconds have elapsed. When modality input is removed from the bladkdodrvrit-
ten to the discourse history log file it is labelled with a TimeType of ‘none’. Tineet
Type attribute is primarily required for anaphora resolution, where péstances may
carry on into future utterances.

3eVC++: the embedded Visual C++ programming language
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5.1.3.2 Communication Acts in the MSA/BPN

The previous section outlined the data and method attributes in use by the MSAviBBile ap-
plications. These attributes contain information on a user’s multimodal utteasugce particular
on what the user uttered and on how it was uttered. Stored within interactitgson the modal-
ity fusion blackboard, the attributes are categorized by the type of semansttaent (i.e. query,
command, feature, featuescriptor, object, objectet) and the associated modality (i.e. speech,
handwriting, gesture). It is the role of the modality fusion module to filter atetsaodes from
the blackboard that best fit one of a range of predefined communicatien @hese communi-
cation acts outline valid user-system interactions. A communication act, as impézriarithe
MSA/BPN, can be seen to represent one or more frame-based stauittat@re used to define a
particular task such as querying a feature of a particular object. Eate® contained elements
(or slots) define variables who'’s values are to be ascertained (i.e. ttridlue pairs) as shown
in figure 5.4. In the MSA/BPN, communication acts for shopping and navigatierdefined in
the program code of the application. This contrasts to systems such as MIMVAMM, 2004),
where much of the user-system interactions are defined in communicatiothaictaay be ex-
pressed in XML and configured externally. A range of communication awtkiding examples
of their use in the MSA shopping scenario, are described in table 5.3e Hoesalso demonstrate
the flexibility and extent that such a modality-free language can cater for.

The modality-free communication acts specified for the MSA consist of thewfmitp ele-
ments, based upon which it is possible to define the 11 communication acts outliabte 5.2:

<SM> = Sentential Mood

= <Q> = Query = who/how... (Qx), yes/no (Q,).
= <C> = Command = compare (g; find (Cy), ...
<F> =Feature = price, megapixels, optical zoom, ....
<FD> = FeatureDescriptor = under 500 EUR, ....
<O> =0O0bject =QTypUnID  =thing.
O_TypPartiallD = product.
O_TypID = camera, groceries, nit.
O.D = PowerShot S50, ..., baked beans, ..., IBM EVYV, ....

<QOget> = ObjectSet = things, products, cameras, ....

wh-yn query find command compare command
<Quh—yn><F> <O> <Cs> <O> <Cc> <0><0>
<Quh—yn><F> <O>T | <C;><FFD> <O4y;> | <C.><F> <0><0O>
<Quh—yn><F>T<O0> | <C;><FFD>"<O,> | <C.><F>T<0><0O>
<Quh—yn><F>1T<O>* <C.><F>T<0><0>"

Table 5.2 Summary of the communication acts.

The division of the communication acts into queries and commands relates tatesamces
sentential mood. An utterance may be used to either ‘assert’, ‘querytoormand’, and the
way in which a sentence is used is known as its ‘mood’. There are ses@rtdntial moods:
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Communication Act Example
Query (Q), Feature (F), Object 1 Object 2
Q,C F, FD (@] Command (C) | Feature Descriptor (FD) (01, Oset) (O2)
Quh—yn F (0] v'|| Does(Q) have a wireless control? | the PowerShot|
S50
Quh—yn F ot What is the price of the PowerShot| and the Power-
S45 Shot S50 ...7
Quh—yn FF (0] What is the price of, and how| the PowerShot
many megapixels does S45
(0y) have?
Quh—yn FT ot What is the price of, and how| the PowerShot| and the Power-
many megapixelsdo (Q | S45 Shot S50
and (@) have?
Cy (0] V|| Find (Oy). the PowerShot|
S50
Cy FFD Oget Find (Oset) wWith a price less| cameras
than 500 EUR.
Cy [FFD]T | Oset Find (Oset) with a price less| cameras

than 500 EUR, and more
than 4 megapixels.

Ce [e]e) v'|| Compare the PowerShot| to the PowerShot
S45 S50.
Ce F (e]e] Compare the price of the PowerShot| with the Power-
S45 Shot S50.
Cc FT [e]e) Compare the price of, and the num{ the PowerShot| with the Power-
ber of megapixels of S45 Shot S50.
Ce FF oot Compare the price of, and the numt the PowerShot| with the Power-
ber of megapixels of S45 Shot S50, and the
PowerShot S70.

Table 5.3 Examples of the use of the aforementioned communication acts, with the slags Qu
(Q, Quh—yn=who/how..., yes/no), Command (C;€find, G.=compare), Feature (F), Feature De-

scriptor (FD), and Object (O, £ =Object set, e.g. ‘cameras’). The fourth column containing the
symbol V'’ denotes the acts implemented in the MSA.

assertion (or declarative), query (or interrogative, e.g. yes/navairguestions), and command (or
imperative) (Allen, 1995). The language models in the MSA make use of #illese moods, for
example a user might say (in reply to a recognizer miss-recognition) “Thneidgrect” (assertion),
or “Find me the EOS 10D” (command), or “What is the price of the EOS 10DG&«y).

Table 5.3 provides some examples demonstrating the use of each of theetérdifommu-
nication acts. The examples are represented using natural languagé sgmut, but may equally
have been represented in the form of keywords using the modalities dfvhiéing or gesture, for
example KQ,;—yn>]1<F><O>="Price, PowerShot S50” o C. > <F><0><0O>="Compare,
Price, PowerShot S50, PowerShot S70”. The abbreviations thatsarkare taken from the ele-
ments defined above. Elements in parenthesis such gsaf® used to link the semantic con-
stituents in an utterance whose word order does not flow from left to nghite table. The
repeated phrases operator is also employed in the table. This symbol is common in gram-
mars that define arbitrarily long sequences of phrases, and can in5ablasd 5.3 be defined as
meaning two or more occurrences of the preceding non-terminal.

The 11 defined communication acts represent a theoretical specificatioee gommunica-
tion acts were implemented in the MSA to demonstrate the principles and conéenosiality
fusion. These are marked with &*in table 5.3 and are illustrated in figure 5.4.
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<Qyp.y><F><0> =e.g. “What is the price of the PowerShot S50?”
<Cp><0> = e.g. “Find the PowerShot S50.”
<C><0><0> = e.g. “Compare the PowerShot S1IS to the PowerShot S50.”

Q. FO lli[cro 1|I[cc-00 i
type: query < type: command Sentential type: command
SM: . . g type: find Mood (SM): .| type: compare
.| type: what is content.'[ype' ! content: .
content: [se Jection: [1] :| selection: [1] | ) select/on_. [1]
type: price type: Object_ID type: Object_ID
feature: . biect: lhize B Shot S50 object: | value: PowerShot S11S
selection: [2] object: | value: PowerSho '
ob o selection: [2] _select/on: [2] i
type: Object L — r -
e 5 _S 5 type: Object_ID
object: | value: PowerShot S50
Y ) object: | value: PowerShot S50
selection: [3] ,
selection: [3]

Figure 5.4 Three communication acts typically used in the MSA for queries and commalsds,
showing the inherent underlying frame-based structures. The ‘seieptinter in the structures
links to additional information on the data and method attributes for each node.

5.2 Timing, Timeframes, and Salience in the MSA/BPN

This section discusses three particular timing aspects that are relevantpmdessing of mul-
timodal input in the MSA/BPN, i.e. when to activate the modality fusion componemt,rhuch
time to allocate to a user before considering a current user interaction tmi@eate, and the use
of salience to incorporate references that fall outside the time boundusfent user interaction.

5.2.1 Activating the Modality Fusion Component

In the MSA/BPN, the modality fusion blackboard acts as an interface betineendividual rec-
ognizers running in parallel and the modality fusion component whose jotwifisse multimodal
interactions. Multimodal systems based on spoken dialogue communicationoofiemitiate
the modality fusion process based on information received in the primarylitypda. speech.
A more ideal approach to initiating the process of modality fusion would be tieeprogram
thread that constantly checks for elements on the blackboard to try an@dé tb the set of
available communication acts. Such an approach is ideal because actofattenmodality fu-
sion component is then not based on any single modality. The approachesédroalso resource
intensive, especially if the timeouts for checking the blackboard are to drexuently.

In the MSA/BPN, a hybrid approach to activating the modality fusion comptdreenbeen im-
plemented to cater for the limited resources of the mobile device. Rather theatiactbeing tied
to a single specific modality or to a dedicated timeout thread, the modality fusioags s initi-
ated based on the type of semantic input written to the blackboard. Table 8@&imns5.1 outlines
a wide range of communication acts applicable to the MSA/BPN shopping scearad it can be
seen that each communication act consists of either a query combined wittugefdnenceforth
called ‘query+feature’, or a ‘command’. Each time information is written to theatity fusion
blackboard, it is checked whether either of these two semantic structisésTehis approach al-
lows a user to browse objects without triggering the modality fusion compondritas the added
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advantage that it does not bias one modality over another. ‘Query#éeatormation is also
often represented as only ‘feature’ information, particularly in modalities Haedwriting and
gesture where the ‘query’ component is omitted, leaving only the featwamation available for
capture by the system (e.g. “[What is the] price?”).

5.2.2 Allocating an Appropriate Timeframe for Terminating a Current User-turn

Once the modality fusion process has been triggered, the system mustidetan appropriate
period of time in which it allows the user to finish entering input. State-of-theraftimodal
systems differ significantly with respect to this aspect. COMIC (Boves eR@04) for example
provides a user with a system-initiated fixed time window in which to enter speethem input
following the end of a system prompt. User studies on this system revealexvéiothat subjects
found interaction difficult when being dictated both when to start and stapt@raction, and such
interaction resulted in low recognition rates. In (Chai et al., 2004), inieraby the user is ini-
tiated by the user, while the timeout is based on a two second period of inacTikigyapproach
does not however take modality differences into account, and as a ifegestture input occurs
more than two seconds before speech input, the interaction is not corestitynized. Such an ap-
proach would be detrimental to the MSA because the use of the communicatiegestdre can
be seen to be particularly prevalent for selecting and browsing produatsser-defined speed. In
MATCH (Johnston et al., 2002) and later in the EMBASSI project (Eltinglet2803), so-called
‘intelligent timeouts’ are used to identify the end of a user interaction. Thesetitnare condi-
tional on the other input modes in that the system identifies which recogizessill active after
the user begins interacting. If no additional devices are pending rethdtsteraction is consid-
ered complete. These systems are good in that they check for active medsditiee considering
an interaction complete, but it is unclear whether or not additional peributactivity are also
used. Without the use of an inactivity period, only temporally overlapped mud@miaput will
be correctly recognized, leaving multimodal input interactions that aregedwsequentially in
time to be terminated prematurely. In (Gupta, 2003), a statistical linear predicieed to adap-
tively determine an expected timeframe based on criteria such as statisticajewef the time
required to enter input in a given modality and whether multimodal input is atlyravailable for
processing.

As described below, the MSA/BPN approach for determining an apptepiaeframe for
user interaction incorporates many of the lessons learnt from the alkseelted systems. User
interaction in the MSA/BPN is initiated by the user, timeout periods are deptondehe type
(e.g. feature or object) and the order in which semantic information is writtenetontidality
fusion blackboard (e.g. first feature then object or vice-versa),tiameout periods incorporate
differences known to exist in the time required to use differing modality contibima(e.g. SGI
has been shown to be a much faster modality combination than SH).

All of the above described systems, including the MSA/BPN, need to at soineip time
consider the possibility that the user will not be providing any additionaltitgpthe system, even
if no communication act can be successfully completed with the current infioméf this occurs,
a system might for example decide to classify such input as noise or initiateearsgialogue to
request the missing information from the user. Dialogue management is nat atéocus in the
MSA/BPN. In the MSA/BPN, interaction nodes located on the modality fusiorkblzard reduce
in salience as time progresses, until they are eventually removed from tikdbéad altogether.
The solution to incomplete communication acts in the MSA/BPN is such that if a ubevdse
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an interaction to have been unsuccessfully recognized, he or shaltap @ dialogue box that
shows the N-best list of results recorded by the system for each ofhargic constituents in the
last user interaction and select values from these N-best lists, as ghégure 5.11.

Timeframe allocation in the MSA/BPN: The processing of multimodal input in the MSA/BPN
is activated when a query+feature or a command is written to the modality fulsiokbioard by
any of the system’s recognizers. Once the modality fusion process basibivated, a time limit
of 500ms is enforced on the user, after which time the modality fusion compatientpts to find
the appropriate communication act based on the available input (see figur8bjective results
and user observations gained during usability studies on the MSA havatedithat although
500ms is not a very long period of time to conclude an interaction, it is suffibderusers that
temporally overlap modalities (e.g. speech combined with gesture), user@r¢haexperienced
with the system, and users that provide input sequentially using only thetfasmmodality com-
binations like SGI. If the modality fusion component can not successfulbylate the slots of
a communication act, because no (or not enough) information is presehe onodality fusion
blackboard, it will assign an additional time period of two seconds to thetassscount for the
possibility that information (e.g. objects) are provided by the user only aftgrery+feature or a
command has been provided.

If at this stage the modality fusion component can still not successfullylatepthe slots of
any communication act, it will assign a further period of time (e.g. one sedwedseconds, or
10 seconds) in which the user is able to continue providing input to the sy§tkis.period of
time is designed to account for the different modality preferences thet osgy have (e.g. SGl is
a fast modality combination to use while SH is a slow modality combination) and caltebeda
manually in a user settings file. It is foreseeable that such user adaptétibe automated in the
future based on statistical data that has been collected on the differeatitpodmbinations at
CeBIT 2006 and also based on the temporal patterns that individual mégint have.

If after these additional time allocations the modality fusion component is stilloaessful in
populating the slots of a communication act, recently mentioned elements in the loistdext
are included to account for the possibility that the user interaction contameggzhora or ellipsis,
and if this still proves unsuccessful, the system assumes the user inputoig® and returns.
Whereas spoken dialogue systems are often able to identify the use dfoamdyased on the
linguistic form of an utterance (e.g. “Whatits price?”, where ‘its’ denotes the use of anaphora),
multimodal systems like the MSA/BPN, which also cater for modalities such as mgindvand
gesture, are not always provided the information to do this (e.g. a uset sitighly scribble down
the keyword ‘price’). Ellipsis is similarly difficult to recognize through meatiser than the time
at which the current query was issued and the referents already gxistime history context. In
the MSA/BPN, the history context is defined as being all elements on the blackthat have the
TimeType ‘past’.

Incrementally extending the user interaction timeframe based on the predeareréain con-
ditions is important to avoid the appearance of a sluggish system, as eachi@xtia time that
is not utilized by a user will ultimately be seen as slowing down the system. Fomiseactions
where all the required information is provided to the system in the curremttum, the system
will not allocate any additional time. From experimentation with the MSA/BPN, autdized
time period of up to two or three seconds still makes for a usable systemhmrépsriods of use,
but is less appropriate for more familiar and advanced users of the system.
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Figure 5.5: Timeframe for a typical user interaction in the MSA/BPN.

The use of statistical data to estimate the time required to completdifferent modality com-
binations: The timeframe in which a user may provide information to the system on a particular
communication act can be seen to extend from the end of the previous coratmmacct to 500ms
(plus a variable amount of time defined in the user settings file) after thent@wesmmunication
act has been triggered. Table 4.7 in chapter 4 illustrates the total averagakendo interact in a
variety of different modality combinations based on data collected at the TCHEI6 fair in Han-
nover. These times refer however only to complete interaction times. Fronadatexperience
gathered during this study and previous studies conducted at ConretdoEle in Saarhicken,
the additional time periods outlined in table 5.4 were determined as being ademoatelude an
interaction in each of the given semantically non-overlapped modality comhisafidne modal-
ity combinations depicted in this table are linked to a fixed semantic order of camsiwhere
the first modality always refers to a query+feature or a command anddbedenodality always
refers to an object reference. This linking of semantics to modality type is tantan the ta-
ble because the timeout period for an interaction is based on a user issylilegya-feature or a
command rather than an object. The alternative case where objects aidegdrirst is far less
challenging because these entries do not automatically activate the modality fusaess and
thus timeout periods in the MSA/BPN.

Modality Extra time Modality Extra time
Combinations (Secs) Combinations (Secs)
SS 0 (5) HGI 1
SH 10 HGE 1
SGI 0 GIS 5
SGE 1 GIH 10
HS 5 GIGI 1
HH 0 (10) GIGE 1

Table 5.4 Additional time periods required for entering object information after aypfeature
or command has been issued to the system. The parenthesized valuesifantbéal combina-
tions indicate alternate time periods based on whether query+feature/coranthabject input is
provided together or during two separate actions.

The table shows that when both feature and object information are pcowrdenodally during
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the same recognition event, no or only very little additional time is required famtaraction to
be classified as complete. Entering object information in speech at the endraéraction takes
up to an additional five seconds of additional time and up to an additionacb@ds of additional
time for handwriting. Intra-gesture and extra-gesture require very litdéiadal time to conclude
an interaction due to gesture being a fast modality and a modality that is easdyated in
parallel, assuming that the required referents are visible to the user.

5.2.3 Salience in the MSA/BPN

Determining the correct timeframe to use for modality fusion is not an easylfdbk.timeframe
is too long, some interaction nodes might be incorrectly included as part ofmananication
act. If the timeframe is too short, some interaction nodes might be incorrectigrdest. The
occurrence of anaphora and ellipsis during multimodal dialogue discbass¢he further effect
that a communication act will not always be completely populated by eventsrgdtduring the
current user interaction, even though an interaction timeout has completeeissfully. It is for
this reason that the timeframe for capturing a user-turn as described alownot alone be used
to determine all relevant referents in a user interaction. The salience eferemt is used to
incorporate referents that may otherwise have been discarded, demgodutside the bounds of
a valid user interaction timeframe.

In (Huls, Claassen, & Bos, 1995alienceis defined to mean “notable significance” and is
used to rate the likelihood that a reference is referring to one refeventamother referent. A
diversity of factors contributes to the salience of a referent. In (Alskawal., 1987), referents are
each assigned significance weights and a decay function that is usextéaskethe weights over
time. By using the notion of salience, a system interpreting a referring &siprecan choose the
most salient entity that meets the type constraints imposed by the available continoracss.
Various aspects contribute to a referent’s salience, including ‘recgihmention’, ‘markedness
of expression’, and perceptual factors like ‘visibility’. In the MSA/BPf&cency of mention is
based on the use of timestamps, while markedness of expression is bakedrdarpretation of
confidence values, and visibility is based on analysing which objects arendy in focus in a
visual sense, for example the elements that are currently visible on thes Bi3flay and those
elements that exist in the physical shelf that the user has synchronized with

Past and Present Referents: One of the most significant contributors to the salience of a referent
is that of time, i.e. a referent’s recency of mention. In the MSA/BPN, eaehtean the modality
fusion blackboard is classified by one of the following TimeTypes: ptegast, and none. The
term ‘present’ is used to denote elements written to the blackboard duringitfentuser-turn.
Elements that were used in the last successful communication act are lapafiedas too are
present elements in the current user-turn that are older than 30 seéondlement typed as past
will retain this value for multiple user-turns only if it is continuously referreatkto in following
communication acts. Past elements no longer referred to in following communicatie are
removed from the blackboard and written to the discourse history log fileathey are relabelled
with a TimeType of ‘none’. The advantage of basing temporal saliencecombination of both
discrete user-turns and time periods is that an element accessed esral seautes ago, will
retain the TimeType ‘past’ for as long as the user has not concluded gezitwrn, thus making it
possible to refer back to the element with relative ease. This is particulafyldsr the scenario
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of shopping, where a user might first select a product (e.g. via geisasre by picking it up) and
then analyse the product for sometime before eventually deciding to quéenitses.

Confidence Values and Perceptual Factors: Two other aspects modifying the salience of a
referent are the confidence value and visibility of the referent. Camdlscoring was the topic
of section 4.1.2, which discussed how confidence values were gahéragach of the modalities
used in the MSA/BPN. The more confident a recognition result is, the mdientsthat result
should be. This is well demonstrated by the modality of speech, where apctaarnciation of
an object referent, i.e. markedness of expression, should make fér@intemore significant than
a referent with a less clear pronunciation and thus lesser confideluge Gonfidence values are
used in the MSA/BPN during conflict resolution where, for example, multiplereats on the
modality fusion blackboard have the same semantic type (e.g. feature o) @vjd@ccur within
the same user interaction timeframe.

Perceptual factors are also used in the MSA/BPN to increase the salieaceferent. In
particular, for the modality of gesture, only objects in the real-world that exighe shelf that
the user is currently synchronized with and only objects visible to the usdreoRDA's display
are considered viable referents. Similarly, only features that arentlyrrgsible on the device’s
display via the visual-WCIS scroll bar are considered viable featuesasfs to the system.

5.3 Modality Fusion in the MSA/BPN

In chapter 2, a range of benefits to the user were identified with regaridsetacting multi-
modally, including naturalness, transparency, ease of use, easermfdgdlexibility, efficiency,
and suitability for more challenging applications. The term ‘modality fusion’ &alas introduced
along with a range of synonyms for this term such as ‘media fusion’ and ‘multiinintegra-
tion’, and closely related terms like ‘mutual disambiguation’ were also brieflgudised. The
goal of modality fusion was outlined to be the merging of multiple modality input stréatms
single modality-free result that combines the semantic meaning from eachiotithidual input
streams. In this section, the modality fusion strategies applicable to the MSA/BRNsaussed.

5.3.1 Previous Work on Defining Modality Fusion Strategies

A range of different modality fusion strategies have been implemented in aertuphlsystems
in the past. The strategies often differ due to a variety of factors like the idashamplementa-
tion and the modality combinations that are catered for. This section outlinesakstrategies,
found in the literature, that relate to the fusion of multimodal input. The firstegfyafocuses on
reference resolution and the synchronization of inputs, while the sestoatdgy focuses on a set
of unification operations used to merge old and new information arising oviiplawser-turns
in a dialogue discourse. The third strategy then briefly outlines an attemplctdata the joint
probabilities for redundant and complementary input. Although the aplpesaall differ slightly
in focus from one another and to the MSA/BPN, where the main focus lies ireimdution of
conflicts between semantically overlapped input arising from either saneestygifferent-type
recognizers, the concerns that these strategies attempt to resolve areirhfow all multimodal
systems.
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Some systems place different importance on the communication modes available tie¢ins.
In (Chai et al., 2004), the primary communication mode is that of speech, gdslere is used as
a lesser expressive secondary mode for the selection of map entitiegaphicgl display. Such
multimodal systems are often adapted from spoken dialogue systems to allkgyfparts of an
utterance to be expressed more naturally by other means of communicatioedikeey These
architectures almost always cater only for the use of complementary multimo(aditythey
do not support supplementary multimodality as defined in section 4.2.2) antumrdess able
to effectively cater for mobile users in contexts that have changing emaiat characteristics
(e.g. noise levels and crowdedness), in which certain parts of an witesanidenly become
better suited to input in other modalities due to reasons like accuracy andrivsey. The lack
of complementary multimodal support also limits these systems’ ability to capture seafign
overlapped input in the different modalities, and this is also the case in &Chali, 2004) where
overlapped input is only possible for the selection of graphical map entitiersds, for example,
for specifying attributes about these map entities.

The fusion strategy in (Chai et al., 2004) is based on a probabilistic apiprto reference
resolution, for which different types of reference are resolvedguaigraph-matching algorithm.
Similar to other multimodal systems including the MSA/BPN, semantic, temporal, anctaate
constraints (i.e. conversation history) are used to identify the most gebkefbrents in an utter-
ance. In the described system, information is gathered from the user iortheof speech input,
gesture input, and conversation context, and is represented by thibetettrelational graphs
(ARGSs). The gesture and conversation context graphs are then caaribiform a referent graph,
while the speech ARG is taken as the referring graph, and referesckition then becomes a
constrained probabilistic graph-matching problem that aims to find the besh inetiween ref-
erent and referring graph. Due to timing limitations in the MSA/BPN, which wasgded for
mobile devices rather than a desktop computer as in the described systenocéesf aligning
information that occurs in the different modalities is only ever an estimate théeis loased on
timeframes rather than timestamps and the temporal order of input. The ctimetsistory in
the MSA/BPN is also only used as a last resort to finding any missing réserather than as an
equal counterpart to speech and gesture input as in the descriltechsyaurthermore, whereas
the focus of the described work is on the alignment of possible refesemitie their underlying
referents, a major focus of the MSA/BPN is on the resolution of semanticadiglapped refer-
ences where it is already known which references belong to whictergfeand where the goal is
thus on the use of certainty factors to disambiguate results contained in thstMsks produced
by same-type and different-type communication modes. Having said this, ittty talrecognize
utterances involving multiple referring expressions accompanied by multiplergs and the abil-
ity to recognize single referring expressions accompanied by multiple geghuwth of which are
afocal pointin (Chai et al., 2004)) is also possible in the MSA/BPN. In tisAKBPN, such utter-
ances occur for example when the user says: “Compare this can@@sture- with this camera
<Gesture>" (i.e. multiple referring expressions and multiple gestures) and “Compase tino
cameras<Gesture-<Gesture>" (i.e. single referring expression and multiple gestures).

Other works are designed, similar to the MSA/BPN, to cater for complementdtinmradal
interaction. MATCH (see section 3.1.4) is one such system, and uses a fatéeasitomaton
for the multimodal integration of the communication modes speech and pen. Irpfinisagh,
the parsing, integration, and understanding of speech and gestuts arpucaptured in a sin-
gle declarative multimodal context-free grammar that is compiled into a multimodal $iaite-
device. The finite-state device is simulated using two transducers, the Mktdzalign speech
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words and gesture input, and the seconsM®/ to take as input a composite alphabet of speech
words and gesture input and to use this to output meaning. In the MATGEnsythe finite-state
multimodal integration component is combined with a speech-act based multinldgld man-
ager, which allows multimodal commands to be distributed over multiple dialoguednchalso
allows ambiguous multimodal input to be resolved using dialogue contextgtiohet al., 2002).

In (Johnston, 1998; Johnston et al., 1997), itis shown, as part §fuiekSet system (see sec-
tion 3.1.3), how spoken and gestural input can be integrated by usirifiGation-based operation
over typed feature structures that represent the semantic contributitesdifferent modes. This
approach is superseded in (Alexandersson & Becker, 2003)evetercond operation called over-
lay is defined to work alongside the unification operation. With regards to muldhtbsicourse
processing, these two operations can be used to determine the consigtéaoye-based struc-
tures, and in comparison to unification, which returns a null value each tirmefict is detected,
the overlay operation uses its first argument as default during conffidtthais always returns a
result, even when conflicting information is present (Jan Alexander&8@®). The unification
and overlay operations were conceived under the SmartKom progeeséstion 3.1.7) and have
since been used as part of other projects like COMIC (see section 3vh&e it is stated that
overlay is particularly useful when a user provides only slightly conflictirigrmation, for ex-
ample “Show me this bathtub in blue” (while pointing at a white bathtub) (Pflegé#)20n this
case, it is described that the background and the covering informatiold wombine to give an
object representation of a blue bathtub with the remaining features of the paifttub that the
user pointed at.

Unification and overlay is generally needed when new information is addexigting older
information during the course of a dialogue discourse spanning multipleéwses; for example
a computer-guide that helps users design their own bathroom. The gbal RISA/BPN was, in
comparison, to allow users to retrieve information over a set of objects asiagy wide range of
different modality combinations. Dialogue management is not the main focugs Gi8A/BPN,
where discourse between the user and the computer rarely spans mulépteras. Old and
new information is however still unified in the MSA/BPN (assuming that typetcaimss between
multiple objects are not breached), and to demonstrate, this occurs whenselects a particular
camera and then queries different attributes of the camera over multipkuusgr for example
“What is the price?” and then “How many megapixels does it have?”.

The modality fusion algorithm described in (Kaiser et al., 2003) uses a@ees chart-
parser to fuse redundant and complementary information, based orohwetefined rules, a
type hierarchy, and a set of spatiotemporal constraints. In comparigbis ®ystem, which uses
simple multiplication to derive the joint probability of multimodal speech and gestymat ifa
method that discounts joint probabilities for instances where one of thesvalerjual to ‘0"),
the MSA delves deeper by first removing the bias that exists between shanped confidence of
competing recognizers and then deriving joint probabilities based on éhefieertainty factors
(see sections 5.3.3 and 5.3.6).

5.3.2 Processing Multimodal Input in the MSA

Figure 5.6 illustrates how multimodal user input in the MSA/BPN is converted famnsignals

to machine-interpretable communication acts. The different processingsséag shown in the
centre of the diagram with the associated input representations at egelosf@ocessing shown
on the right. The figure illustrates the representation of speech andeyegsgiut, which is captured
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as audio signals (when a user speaks into the PDA's microphone) aehsmwordinates (from
tapping with a stylus or finger on the PDA’s display). These signals argegdry modality-
specific recognizers and are then mapped to semantic elements suh,as,,=“What is”>,
<Feature="price’, <Object="camera®, and <Object="PowerShot S5@. These elements
are then fused to form a modality-free and unambiguous communication act.

Signal input streams \ (30,200)
(audio signal, touch screen coordinates)
. 5 . Speech = What is the
Recognizers convert signal data into price of this camera?
modality-specific language Gesture = PowerShot S50

. i . . <Q,,,.=“What is">
Modality specific language is semantically <Feature="price”>

i <Object="“camera”>
mapped to modality-free language <Object="PowerShot 50>
Results are fused to form Modality-free and
concise communication acts > unambiguous result:

<Q,

whyn"FO>

Figure 5.6: Processing multimodal input in the MSA/BPN.

5.3.2.1 Modality Fusion Architecture and Blackboard Design

The main components underlying the multimodal system architecture in the MSAZB blt-

lined in figure 5.7. In contrast to projects like QuickSet (Cohen et al., 188d SmartkKom
Mobile (Buhler et al., 2002), which have a heavy reliance on distributed and chewtrsar-

chitectures, the processing of interaction in the MSA/BPN, including retogninterpretation,

and fusion, is performed locally on the mobile PDA device. Only the SQL databblshopping
products and map data is stored on an external server, and only thegestwze ‘pickup’ and
‘putdown’ events, which are based on RFID technology, are nograzed locally on the mobile
PDA device. Once a user has synchronized with a data container (bgflathe PDA device can
be used entirely offline without any connection to the public server or pudftastructure. Even
the extra-gesture ‘pickup’ and ‘putdown’ actions that allow for interarctigth the real physical
world can be replaced by other real-world interaction like the extra-ge§toint’ action that is

supported by the PDA's onboard CF card-slot camera.

During user interaction with the system, modality events are written to the celacabloard
and stored as interaction nodes. These nodes provide the main soinfaeroftion required for
the modality fusion component to make informed decisions about the entities btathéoard.
Figure 5.8 shows a simplified graphical illustration of the nodes and their désibas previously
outlined in table 5.1, including information on the type of semantic constituent feagure or
object), the raw user input after recognition (e.g. the recognizedrscamdinates for an intra-
gesture event), the interpreted user input (represented as one asenuaatic mappings to strings
and/or object instantiations), the 3-best result matches including theideon& scores from 0.0
to 1.0, the parent modality group (i.e. speech, handwriting, gesture)n@erlying modality
type where appropriate (e.g. point, pickup, putdown), the origin of teateie.g. PDA, server),
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Figure 5.7: Modality fusion architecture: Data flow between the communication modes, ¢he us
settings and log files, the knowledge sources, and the modality fusion cempon

Modality Fusion Blackboard

« Semantic Constituent:
- Query, Command, Feature, Object ...
* Modality Type:
- Speech, Handwriting, Gesture
* N-best List [Value+Cf]:
- 3-best values and their
- Confidence scores from 0.0 to 1.0
* Time Type:
- Present, Past, None

Figure 5.8 Modality fusion blackboard illustrating the main data and method attributes cedtain
inside each interaction node on the blackboard.
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timestamps for the semantic constituent (including start and finish times), and dasa#ication
(i.e. present, past, or none).

5.3.2.2 Conflict Resolution in the MSA/BPN

This section describes the process of modality fusion and conflict resolasidt applies to the
MSA/BPN. The section assumes, as described previously, that modalitisdave already been
written to the central blackboard together with their method and data attribonteshat the modal-
ity fusion component has been triggered to commence processing.

The events that are written to the blackboard decay over time and are a&@enéimoved
entirely from the blackboard, at which stage they are recorded in theutse history log file.
The decay time is based on a combination of discrete user-turns and aedetaps period of
30 seconds. ‘Present’ referents that are not used within 30 secbiheéng referred to or have
just been referred to in a current interaction are downgraded to the ypeépast’. These past
events are then written to the discourse history log file at the end of the foljavgier interaction
and stripped of their TimeType classification. At this point, there are deftether stages of
processing that the modality fusion component is responsible for:

1. Confidence values for each event are re-weighted to accourgdognizer inconsistencies
over the spectrum of all known recognizers, through the use of statigtmaabilities col-
lected during a field study on recognizer accuracy rates.

2. A communication act is chosen such that the events currently on the biddbest match
the slots of a communication act in the MSA/BPN's predefined modality-freeibsgey and
where necessary conflict resolution is performed.

3. The events on the blackboard are then filtered in accordance to tdropasaaints, so that
only the most relevant nodes still exist for the process of modality fusion.

4. The communication act slots are then populated with the remaining evenishanenec-
essary conflict resolution between semantic elements is performed.

This dissertation focuses in particular on points 1 and 4, i.e. methods Yeeighting confi-
dence values so that they are comparable over a range of recogmdeahse resolution of conflicts
that occur between individual semantic elements written to the modality fusiokblola.

5.3.3 Using Statistical Probabilities to Re-weight Confidece Values

Along with timeframes and timestamps, confidence values are one of the most intpantam-
eters used during modality fusion and particularly during conflict resolut@anfidence scoring
was first discussed (with respect to each individual modality) in sectioB dflthis dissertation,
but this discussion did not delve into the reliability of confidence scoresrgéed by a single
recognizer across a given range from 0.0 to 1.0, nor the comparabitigndiience scores gener-
ated by two or more recognizers. Figure 4.12 illustrates the percentagewfences for which
a given confidence value was generated during a field study and alsdéache recorded accu-
racy for each of these confidence values. It can be seen that 2&8#spkech occurrences were
recorded with a confidence value of Cf=0.0. The same data is analyseplia 6.9 and shows
that 84.93% of the occurrences were in fact correct. In a unimod&kspdialogue system, this
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over-modesty in identifying correct and incorrect utterances has tiaine effect that the system
would need to confirm the input with the user 84.93% more often than requegdaps with a
clarification dialogue such as “Did you mean PowerShot S50 or PoweES&”. A second prob-
lem is that in multimodal dialogue systems these confidence values are ndabit demparable
across multiple recognizers. Take for example the confidence valuesaget by the modalities
speech and handwriting for object recognition (see Bahd OBMH in figure 5.9). For speech,
a confidence value of Cf=0.0 has an average accuracy rate of 9§UE3%d on 77 occurrences)
while for handwriting, a confidence value of 1.0 only has an averageracy rate of 77.61%
(based on 67 occurrences).

The inability to directly compare confidence values between recognizerhab same-type
recognizers (e.g. two speech recognizers) or different-type némerg (e.g. a handwriting and a
speech recognizer), is still greatly an unsolved problem in state-cdstiegsstems. In the Verbmo-
bil spoken dialogue system for example there is an entire chapter devdtgpetech Recognition
Performance Assessment” (Malenk&guBnler, & Paulus, 2000), in which the authors attempt to
record the performance of three different speech recognizersseveral years. The authors of
the chapter state that “an immediate comparison of results achieved foediffepeech engine]
modules cannot be recommended” and rather than use the multiple enginagigtition to gen-
erate more accurate results, each individual recognizer was assigmpettific purpose such that
they did not compete with one another. The work in (Oviatt & Cohen, 20Q0;OViatt, & Cohen,
1999) presents one solution to the problem in which probability estimates fiftenedt recog-
nizers are created by a so-called MTC approach (Members-Teams-Coe)niittéhis approach,
the individual recognizers are termed ‘members’ and generate indepepakterior estimates for
recognition results. These estimates are then interpreted by modules called’;tevhich are
trained on different datasets and can apply different weighting schientles estimates. Finally,
a module called the ‘committee’ is used to rank the most relevant recognitiditsreantified by
the teams. Similar to the MSA/BPN, this approach leverages the fact thatalesgaunimodal
recognition techniques and the generation of unimodal posterior probah(iige confidence val-
ues) is relatively mature, and that these unimodal posterior probabilitidsecased as a starting
point in multimodal algorithms that re-weight recognition results for comparis@n a range of
different recognizers.

During a field study that was conducted on the MSA/BPN at the CeBIT 240 fHannover
(see section 4.1.3), a dataset of accuracy statistics (as refereneadivy in this section) was
accumulated for each of the individual recognizers. In the MSA/BPN,dhtaset provides a
means to re-weighting confidence values, to better reflect the accuraegognized input over
the confidence range of a single recognizer and when comparing encéidialues generated by
different recognizers, be that same modality-type or different modalpg-tgcognizers.

Figure 4.12 plots the occurrence and accuracy of feature and obyjpedtamer a given range
of confidence values for each of the recognizers. This figure isatkfrom the tables in figure
5.9, in which the number and percentage of correctly recognized ecmas are listed in the
columns ‘Corr/Occur’ (i.e. Correct/Total Occurrences) and ‘% Guitfer each of the 7 different
semantic-modality categories - FTIR FTRH, FTR.GI, OBJS, OBJH, OBJGl, and OBJGE -
and their associated confidence value range from 0.0 to 1.0. The thimircalisplayed for each
of the semantic-modality categories in the table is titled ‘Weighted’ and refers retiveighted
confidence values that are used in the MSA/BPN as a means to compatilg aesoss the board
of available recognizers. The re-weighted confidence values foetharstic-modality categories
are also plotted with respect to confidence value in figure 5.10.
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FTR_S FTR_H FTR_GI
Cf | Corr/Occur | % Correct | Weighted | Corr/Occur | % Correct | Weighted | Corr/Occur | % Correct | Weighted
0.0 124/ 146 84.93% 0.9078 0/0 0.3979 0/0 0.9404
0.1 32/32 100.00% 0.9175 1/1 100.00% 0.4690 0/0 0.9404
0.2 39/39 100.00% 0.9272 1/5 20.00% 0.5400 0/0 0.9404
0.3 40/42 95.24% 0.9368 0/3 0.00% 0.6111 0/0 0.9404
0.4 48148 100.00% 0.9465 9/12 75.00% 0.6822 0/0 0.9404
0.5 46/ 46 100.00% 0.9562 11/15 73.33% 0.7533 0/0 0.9404
0.6 41/41 100.00% 0.9659 26/29 89.66% 0.8243 0/0 0.9404
0.7 28/28 100.00% 0.9755 46 /54 85.19% 0.8954 0/0 0.9404
0.8 23/24 95.83% 0.9852 88/90 97.78% 0.9665 142 /151 94.04% 0.9404
0.9 26 /26 100.00% 0.9949 130/131 99.24% 1.0000 0/0 0.9404
1.0 82/84 97.62% 1.0000 114 /114 100.00% 1.0000 0/0 0.9404
OBJ_S OBJ_H OBJ_GI OBJ_GE
Cf | Corr/Occur | % Correct | Weighted | Corr/Occur | % Correct | Weighted | Corr/Occur | % Correct | Weighted | Corr/Occur | % Correct | Weighted
0.0 7477 96.10% 0.9752 0/0 0.1861 0/0 1.0000 0/0 1.0000
0.1 19/19 100.00% 0.9783 0/0 0.2489 0/0 1.0000 0/0 1.0000
0.2 15715 100.00% 0.9814 0/0 0.3117 0/0 1.0000 0/0 1.0000
0.3 19/19 100.00% 0.9845 0/0 0.3745 1/1 100.00% 1.0000 0/0 1.0000
0.4 22/22 100.00% 0.9876 0/0 0.4372 31/3 100.00% 1.0000 0/0 1.0000
0.5 2424 100.00% 0.9907 1/2 50.00% 0.5000 474 100.00% 0.9996 0/0 1.0000
0.6 10/10 100.00% 0.9938 5/8 62.50% 0.5628 16/16 100.00% 0.9991 0/0 1.0000
0.7 10/10 100.00% 0.9969 16/19 84.21% 0.6255 79179 100.00% 0.9987 0/0 1.0000
0.8 9/9 100.00% 1.0000 31/51 60.78% 0.6883 191/191 100.00% 0.9983 0/0 1.0000
0.9 717 100.00% 1.0000 55/86 63.95% 0.7511 2471248 99.60% 0.9979 0/0 1.0000
1.0 6/6 100.00% 1.0000 52 /67 77.61% 0.8139 51/51 100.00% 0.9974 17 /117 100.00% 1.0000

Figure 5.9 The tables show the statistical dataset and the re-weighted confidelnes Yar
each of the 7 different semantic-modality categories that were derigedffeld studies: FTES,
FTRH, FTRGI, OBJS, OBJH, OBJGlI, and OBJGE. The column ‘Corr / Occur’ represents
the number of correct occurrences over the total number of ocaasdor each Cf value.

The equations used to calculate the re-weighted confidence valuessarkdralinear trend-
lines that are calculated for each of the individual semantic-modality ca¢sgdihese trend-lines
are of the formy = mx + b and are created based on two pointgyf, z212) derived from the
data in figure 5.9. The lower point;y; is obtained from the set of confidence values from 0.0
to 0.5 inclusive, and the upper poindys is obtained from the set of confidence values from 0.6
to 1.0 inclusive. In particular, for FTIS, the valuer; is calculated based on the average of the
confidence values in the first set, i.g, = ©0+0.140240.3£0.4405 — ) 25, while the valuey; is
obtained based on the sum of the correct occurrences divided byrthef¢he total occurrences
in this set, which in the case of FTRwould bey; = 55E53 35101510 = 0.9320. Similarly,
the valuez is calculated based on the average of the confidence values in the setpind.
xy = LO40.TH08+0941.0 — 80, while the valuey, is obtained based on the sum of the correct
occurrences divided by the sum of the total occurrences in this sesmindUsing coordinate
geometry, these two points can be used to determine the gradient ofra Iiﬁe}% and the
y-intersech = —mx; + y; and thus the equation of each of the trend-lines as shown in table 5.5.
The re-weighted confidence values are then generated based otréimelsknes, by substituting
each confidence value farin the equation of the line to determin€i.e. the re-weighted value).
Re-weighted values that fall outside the confidence value range from @uoing the process of
scaling are rounded up/down to conform to the given range.
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Feature Trend-lines Object Trend-lines

Speech y = 0.0967z + 0.9078 || Speech y = 0.0310x + 0.9752

Handwriting | y = 0.7108x + 0.3979 || Handwriting | y = 0.6277x + 0.1861

Intra-Gesture| y = 0.9404 Intra-Gesture | y = —0.0043x + 1.0017
Extra-Gesturg y = 1.0000

Table 5.5 Trend-lines for the semantic-modality categories: ESRFTRH, FTRGI, OBJS,
OBJH, OBJGlI, and OBJGE.
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Figure 5.1Q Trend-lines for the semantic-modality categories: ES/FFTRH, FTR GI, OBJS,
OBJH, and OBJGI. Each figure plots the line representing the percentage of corraatrences
(% Correct), the weighted values as used in the MSA/BPN (Weighted), anttalst squares
trend-line (Least Squares).
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The tables in figure 5.9 also show that some semantic-modality categories daveot
recorded number of occurrences for all confidence values. Usintgtims black-box and glass-
box as defined in (Tessiore & Hahn, 2000), it can be said that speecgnition in the MSA/BPN
is ‘black-box’ because the methods for generating confidence vateesidden from the pro-
grammer, while the handwriting and gesture recognizers are ‘glassbegause the generation
of confidence values by these components are self-designed. Frem ridmognizers used in
the MSA/BPN at the time of the field study, it is known that some confidence valilenever
be generated by certain recognizers, for example J&IRvhich was at the time set to return
only the value Cf=0.8 and OBGE which is set to return only the confidence value of Cf=1.0
(a value that the results show is indicative of the recognizer’s accurday these communi-
cation modes, the trend-lines are taken to be a horizontal line that is déromadthe single
point in which occurrences were recorded in the lookup tables. Othearge-modality cate-
gories like FTRH, OBJH, and OBJGI (which is only capable of returning confidence values
within the range from 0.25 to 1.0) have occurrence recordings for maredhe confidence value
but not for all confidence values. The trend-lines for these communicatames are calculated
based on the average of only those values with a recorded occuresnttgs avoids divide-by-

zero errors. To demonstrate, the lower point for EFIRan be seen to result in the coordinates

0.140.240.3+0.440.5 14+1+049+11
xy = SEREERSIAENS — .30 andy: = 175305515 = 0-6111.

A current limitation of this method for re-weighting confidence values is thaivérgvery
little data, minor inconsistencies can arise, as can be seen for the insta@&) &l in which
the re-weighted values actually decrease as the confidence valusex(am 1.0000 at Cf=0.0
to 0.9974 at Cf=1.0). A solution to this particular case would be to create ahaleensures
lower-valued confidences have either the same or lower re-weighteel aaltheir neighbouring
higher-valued confidences. In the longer term however, feedbagkeagnition accuracy that
is collected from the user during normal system use is expected to improvelitidality of the
dataset for all confidence values that do not currently have or halyeaolimited number of
recorded occurrences. Section 5.3.3.1 outlines how the MSA/BPN is abéptore such feed-
back, which may in the future be used for machine learning purposesViB#¢BPN is currently
only able to use the static trend-line equations defined in table 5.5, althoughld wat require
much effort for user feedback to be dynamically incorporated into theulpd&bles outlined in
figure 5.9.

The method used to re-weight confidence values is considered a motder@ti@rpretation
than simply taking the percentage of correct occurrences per cooéideiue because the re-
weighting approach accepts that neighbouring confidence valueslaredrto one another rather
than being entirely distinct from one another. This can be seen in figubevkidre the ‘Weighted’
line shows none of the jumps that exist in the ‘% Correct’ line. The use oftardypoints in cre-
ating the trend-lines is considered sufficient for most modalities, althougle skiscrepancy for
OBJH and FTRS can be seen when compared to the method of least squares. The méglast of
squares is however considered computationally-expensive becasismithe future, planned to
automatically compute the re-weighted confidence values in the MSA/BPN eachganéeed-
back is provided to the system. Of particular importance in the approachvieigiting confi-
dence values is the fact that although different recognizers mightiheseparable confidence
values due to any number of reasons (see the end of section 4.1.2)cthacycvalues for each
individual recognizer are comparable provided that such informatioariergted under the same
constraints (e.g. the same dataset and the same environment context).

The use of accuracy values as an independent means of compartis@emeesults returned
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by different recognizers still has a number of drawbacks, particuldtlyregards to system porta-
bility. The accuracy values were for example generated based on efipextiset of constraints:
the environment was noisy, the user was stationary, the scenario wasd Hieatpping, the gram-

mars entailed only products of type digital camera for which there wereat@rieattributes and
only 13 objects, and the interactions were all generated by a single famiéaofithe system.

The accuracy values are also only representative of the recognigedsduring the study, such
that new recognizers added to the system or even updates to existiggimrs (e.g. improved

acoustic models for the speech recognizer) would influence the agafrde results in the cur-

rent lookup table. Such changes would then require the system to bieedttsy either the end

user or the program developer.

5.3.3.1 User feedback on Recognition Accuracy

To allow for the continued improvement of accuracy values in the datasethadi®r providing
user feedback into the system was implemented. As shown in figure 5.11p#dibfe for a user
to access the N-best list of values for each semantic element in the lasteoestly recognized
utterance. Based on the example in the figure, had the ‘optical zoom’ quéihg ‘PowerShot
G3’ object reference been incorrect, a user could have indicated thi tsystem in addition
to indicating what the correct recognition result should have been, ditirarthe associated 3-
best list or via the pull-down menu titled ‘Other’. In the approach taken in ti&ANBPN, the
N-best lists that the user has access to are in fact the fused result®fi®ior more modality
inputs, and as seen in the figure the lists also indicate the modality used, ooefatecuracy
information, and the recognized value. In the given example, in whichmarsically overlapped
information is present, modality information is visible for both the object (denbyed ‘G’ for
gesture) and the query (denoted by a ‘H’ for handwriting). For semahtioverlapped input,
modality information would no longer be available, as the N-best lists only shewvirthl fused
result rather than the lists generated by each individual recognizer.

ShopAssist &3 £ 1429 @
r Query/Command

® 1:|H 0.91 optical zoom

O 2:[H 0.26 mega pixels

O 3:|H 0.26 storage media

O Other:l ¥
r Object
O 1:(G 0.63 PowerShotG3 |
O 2:[G 0.29 CoolPix4300
(O 3:/G 0.00 PowerShot240

(@ Other:
D100

| OK |[EOS10D

EOS300D

Menu Comms Settings Speech Help

Figure 5.11 N-best list feedback for the semantically non-overlapped handwritésjre input:
H="Optical Zoom”, G="PowerShot G3".
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The foreseeable benefit of this means of capturing recognizer agdarenat future versions
of the MSA/BPN will be able to dynamically adjust to different environmentterts and differ-
ent users, based on runtime updates to the otherwise static lookup tabtdsadayptation will
nonetheless require input from the user in signalling when input is indoraed careful con-
sideration will also be needed to determine whether no feedback is suffitiaasuming that a
recognition is correct.

Feedback accumulated by the user in this manner would in fact contain mamadtion than
was collected in the field study, because a user is able not just to indicateewleresult was
correct or incorrect but also what the correct result should haea.bThe field study data in com-
parison, only logged correct and incorrect recognitions. This additioformation might allow
for correction algorithms to be based not only on recognizer or modalityracg, or semantic
type accuracy, but also on semantic value accuracy, for example thenpege of times that the
keyword ‘price’ is incorrectly recognized and what it is most often ineatly recognized for.

5.3.4 Conflict Resolution between Multiple Communication Ats

Communication acts are chosen based on a best-fit principle, in which sewats on the
blackboard are matched to communication act slots in the predefined modaditiafrguage.
This predefined language is hard-coded in the system and currentlyadithited number of
communication act types are implemented in the MSA/BPN shopping scenario.

Communication acts in the MSA/BPN are selected based on the recognizeg+fpature’
or ‘command’ elements in an interaction. Triggering the modality fusion prasdsased on the
issuing of either of these two elements, thus making them a reliable starting p@issuming
that an interaction has taken (or is still taking) place. Table 5.3 in section &uisghe following
implemented communication acts:

<Quh—yn><F><0O>: E.g. “How many megapixels does the PowerShot S50 have?”
<Cy><0O>: E.g. “Find the PowerShot S50”
<Ce><0><0>: E.g. “Compare the PowerShot S50 to the PowerShot S1 1S?”

It can be seen from the above examples that if a ‘query+feature’ isdao by the user, one
object-identifying reference is still required for the interaction to be comp&itailarly, if a ‘find’
command is detected, then one object reference is also required, whalécfampare’ command
two object references would be required for the interaction to be compleliitation of this
approach is that the selection of a communication act is effectively bastx dype of query or
command that was recognized, rather than on the type and number of ctigeetere provided, or
on a combination of query/command and object information. As a result, theamohbbjects lo-
cated on the blackboard is not used as an indication of the likelihood ofieygar communication
act having been provided. Although this is sufficient for the current implaation, this approach
is less scalable than one that would incorporate both the type of query/cahamarell as the type
and number of object references. A good example illustrating the baesdadithe MSA/BPN ap-
proach to communication act resolution is seen by the communicatior @gts_,,, > <F><O>
and <Qy,—yn><F><O+>, where the number of allowable object references is independent to
the type of query/command, e.€.Q,,—yn><F><O0><0O>="What is the price of the Power-
Shot S50 and the PowerShot S70?”. The three different types of coioation act implemented
in the MSA/BPN are however considered sufficient because they dératnthe different types
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of multimodal dialogue phenomena outlined in section 2.3.2, including mutual disaatinig,
deixis and crossmodal reference resolution, and anaphora and ellipgi$mplemented acts are
additionally sufficient to demonstrate the different types of multimodal interactilevant to this
dissertation as outlined in section 4.2, including temporally and semanticallyvestapped and
overlapped input. Finally, a focus point of this dissertation is the resolufi@omflicts arising
from multiple references addressing the same referent, rather thanstiietien of best-fitting
communication acts.

On determining the best-fit communication act, the MSA/BPN filters the events onuttie
modal blackboard to select the semantic constituents most appropriate fegtheed communi-
cation act slots. It is at this stage that references are unified and t®aficresolved. Conflicting
features (e.g.<S="What is the pricecH="name”> of the PowerShot S502) and conflicting
objects (e.g.<S="What is the price of the PowerShot S582 GI="PowerShot S45%) are re-
solved in the MSA/BPN based on confidence values that can be re-wetigbterding to each
recognizer's own accuracy lookup table, as defined earlier in sect8oB. 5

5.3.5 Multimodal Blackboard Event Filtering

The modality events written to the multimodal blackboard and stored as interaoti@s are fil-
tered based on time constraints, so that only the most salient nodes stilloexisbdality fusion
processing. ‘Query+feature’ and ‘command’ events require minimalifiigiand subsequently
also only minimal fusion), because these inputs are responsible for frigghe modality fusion
component, thus making it rare for many of these events to appear at thdiseon the black-
board. Multiple object references on the other hand occur quite frélguend may be separated
by timestamps differing by up to several minutes. It is these object refesenather than the
feature references, that are focussed on in this dissertation. Chdabsiappropriate object refer-
ences for a communication act is based on the analysis of timeframe and timestamafion
and on the analysis of confidence values.

This section concerns itself with the temporal analysis of object refesethed have been
written to the blackboard, while the next section focuses on the use otlean# values to re-
solve conflicts among multiple semantic elements. The section differentiates itsrls&ction
5.2 in that the timing aspects that are now discussed focus not on the congaetetaraction but
rather on the duration of individual modal inputs and on the relative temjomation of semantic
elements (e.g. before, after). The section assumes that a user interesioompleted success-
fully, thus populating the blackboard with at least one query/command andranore objects of
TimeType ‘past’ and/or ‘present’, and it is also assumed that a particalamunication act has
been selected based on the provided ‘query+feature’ or ‘commaruthiation.

Given a suitable communication act (e.g. ‘find’ or ‘compare’), the MSA/BR®&6 to select
the required number of salient objects from the modality events written to thkbola. The
devices used to capture user input are treated independently baseddrandividual recognizer
IDs (e.g. speech recognizer, ID=007), to help distinguish betweertsgenerated by same-type
recognizers. The objects that are selected are, wherever possibsencfrom the current user
interaction (i.e. with a TimeType of ‘present’), but if insufficient ‘presamject references exist,
‘past’ objects are also included in the selection.

Once the required number of objects have been identified (e.g. oneffodacommand and
two for a ‘compare’ command), a timeframe is calculated to further reduceuttmder of valid
references. For semantically non-overlapped input, this timeframe is daidutainclude only
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the number of most recent object references that are required faotheunication act. For
semantically overlapped input, this timeframe is calculated to include only the edquirmber
of most recent object references generated by a single recoghiimetimeframe is then extended
by one extra second to account for the occurrence of other temparallgisevents and is finally
extended again to cover any events that are only partially covered byigtmg timeframe.

It is possible that no conflicts between interaction nodes exist at this staghjch case the
communication act slots are populated with the events and parsing is completanyncases,
no semantically overlapped information will occur, for examald="Price”><GIl="PowerShot
S50”>, where each slot in the communication acQ,,,—,,>]<F><0O> is defined once only.
When semantically overlapped information is present however, confiotugon may be nec-
essary before unification can proceed. Conflict resolution betweesamantically overlapped
elements is a focal point of this dissertation and is discussed in detail in sBc3ién

A limitation of the MSA/BPN is that only semantic elements that are overlapped with a max
imum of two input streams can be processed, for example speech owstlaigh handwriting
or gesture, but not speech overlapped with handwriting and gesthigisireasonable when one
considers the effort a user would have to go to in order to enter the saonmatfon in three dif-
fering modalities, but is a minimalistic approach when one considers that multiplestrpams
can also be generated from a single user input, for example speechésigmized by a number
of different speech recognizers. The following two examples illustrateyje of semantically
overlapped references that the MSA/BPN is capable of resolving. m&teekample illustrates a
single semantically overlapped reference, while the second example illastratple semanti-
cally overlapped references.

<S="What is the price of the PowerShot S5&%I="PowerShot S45%>.
<S="Compare the PowerShot S&@I="PowerShot S50% to the PowerShot S70”
<GIl="PowerShot S70% >.

The MSA/BPN is only able to resolve semantically overlapped referencesiamit is known
that the references point to the same referent. This is determined batsedmmber of references
provided by each modality per user-turn, for example in the above exampéespeech and one
gesture reference is provided in the first example, while two speech anddsture references
are provided in the second example. Two speech references andhendyesture reference would
not be resolvable in the MSA/BPN, as it would be unclear just which spedetence the gesture
reference refers to without having access to detailed timestamp informatida threavailable in
most embedded recognizers. Furthermore, only elements with the TimeTgpeny are included
in the resolution of semantically overlapped input. Thus, had any of theerefes in the second
example been marked with a TimeType ‘past’ they would have been automatitteltgdiout,
increasing the likelihood that only semantically non-overlapped informatioire

Table 5.6 illustrates how the temporal placement of semantically overlapps@meés can
affect the fusion of information from different modalities. In particulaouif examples of the
alignment of speech with different gesture references are shovan‘é@mpare’ communication
act. The MSA/BPN is able to fuse the speech and gesture refereneegorm examples 1 and 2,
based on the temporal order of the speech and gesture referamabg, ldSA/BPN would discard
the gesture references in examples 3 and 4 because their number (eearitirene respectively)
does not match the total number required by the identified ‘compare’ comntionicet (i.e.
two). These examples show the usefulness in having information on the tdropaof events,
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while at the same time they show the limitations of the MSA/BPN implementation that anse fro
not having precise timing information for individually recognized words iueiarance, which is
particularly important for speech, where semantic meaning is based orufarkeywords found

in the utterance.

Modalities Timeframe for semantically overlapped Input
tstart — 1 S€C| Period of Time from ¢4, 10 ¢ pinisn
Speech “Compare the PowerShot S50 to the PowerShot Sf0.”
+ Gesture | G Gy
+ Gesture Gy Gy
+ Gesture Gy Gy Gs
+ Gesture Gy

Table 5.6 Four examples of speech combined with different gesture inputs illustrgmgngffect
that temporal placement has on semantically overlapped references.

To further demonstrate the usefulness of temporal order, it can belssesithough the ex-
act timestamps for the speech references ‘PowerShot S50’ andr8loeteS70’ are unknown, it
is still possible to connect them to the corresponding gesture events in lesatnpnd 2 based
on the temporal placement of the speech events, i.e. the first speechrefgeence occurred
‘before’ the second and is therefore associable with the evenfTe fusion of the references in
examples 3 and 4 would still be far from guaranteed, even if timestamp informagice available
on a per-word basis, as users do not always temporally overlap seatlgriicerlapped informa-
tion. Reliably predicting the temporal placement of information in different rioek s still an
ongoing field of research (Xiao et al., 2003).

A final interesting aspect of the MSA/BPN implementation is that constraintkshec the
semantic type of different objects (e.g. ‘digital camera’, ‘language t@olgy’) are not necessary,
as the user is asked to select only a single product type during shelfreyization, as shown in
figure 2.14. This voids the possibility that conflicting object types arise amsl @lso voids the
need to consider the entire range of different partial semantic overtegarées (unidentifiable,
type identifiable, and uniquely identifiable), as defined in section 4.2.2.

5.3.6 Conflict Resolution between Multiple Semantic Elements

Semantically overlapped elements might arise due to a number of differexginsgasuch as a
user providing the same information in multiple modalities like SGI, SGE, or SH, etatwo
or more of the same-type recognizers being employed (e.g. two speegmnizars, SS, or two
handwriting recognizers, HH) to recognize input in a particular modalitys #iso foreseeable
that overlapped information might arise through a combination of multiple modalitie:sraul-
tiple same-type devices like SSGI in which two speech recognizers retsutisréor the verbal
representation of a referent while a gesture recognizer returnsilafiesthe graphical represen-
tation of the same referent. The resolution of conflicts among semanticalliapped elements
can thus be seen to be an important aspect of a modality fusion compon&tig#gpn instru-
mented environments where it will not be uncommon for many recognition esrtade available
to nearby mobile devices. This section discusses the resolution of conffictsgasemantic ele-
ments in the MSA/BPN, starting with an outline of uncertain reasoning and dgrtagory and
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then illustrating the use of certainty factors in a practical example from the/BISK.

5.3.6.1 Uncertain Reasoning

Wahlster (2003) states that the key function of modality fusion is “the reductidhe overall
uncertainty and the mutual disambiguation of the various analysis resulisKaser et al. (2003)
states that “multimodal architectures must cope first and foremost withtaintgf. One of the
earliest technigques used to manage uncertain reasoning was probabdity, thvaich is well-
founded mathematically. Probability theory does however require a statistisad not always
available in the types of problems occuring in dialogue systems. Certaintytf@®oortliffe &
Buchanan, 1975) in comparison, provides a practical alternative foagiag inexact reasoning.
It relies on ascribing judgemental belief values to uncertain statements/thndgh lacking a
formal foundation, the technique offers a simple approach and predeselts that are acceptable
in many applications (Durkin, 1994a).

Certainty factors quantify the confidence that an expert might have imeluon that he
or she has arrived at, and they are used to obtain estimates of the certdirtaseociated with
conclusions drawn from uncertain rules and uncertain evidence. itgrfactors are quantified
linguistically through terms like: certain, fairly certain, likely, unlikely, highlylikely, and defi-
nitely not, and by numeric scales like: 0 to 1 antlto +1. One of the first systems to use certainty
factors was the rule-based expert system MYCIN (Durkin, 1994brtfffie, 1976), which diag-
nosed infectious diseases and recommended appropriate antibioticsysibia sised rules of the
form:

IF  The infection is primary bacteremn a

AND The site of the culture is one of the sterile sites

AND The suspected portal of entry is the gastrointestinal tract

THEN There is suggestive evidence (0.7) that the infection is bacteriod.

Using the numeric scale from1 to +1, it can be seen that a certainty factor approachirg
would imply that there is strong evidence against a given hypothesis, witiéegtainty factor
approaching+1 would imply that there is strong evidence for a given hypothesis. A certainty
factor of 0 would correspond to little evidence either for or against andiypothesis (i.e. neutral).
Certainty Factors (CF) are used in the evaluation of rules containing amerer premise. Rules
generally add to the belief or disbelief of a conclusion, and if two rules ibté to the same
conclusion, they may be combined based on the following propagation eggiatio

CFpi(C) + CFro(C) — CFp1(C) x CFRra(C), (5.1)
where Ck1(C) and Ck2(C) both represent positive values.

CFRl(C)+CFRQ(C)+CFRl(C)*CFR2(C)7 (5.2)

where Ck1(C) and Cko(C) both represent negative values.

CFRr1(C) + CFRro(C)
1 —min(| CFri(C) |,| CFra(C) |)’

where Ck;(C) and Ck»(C) are of opposite sign.

(5.3)
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In the MSA/BPN, certainty factors are used to combine confidence vaiesthie individual
recognizer’s N-best lists. This is particularly relevant when semanticadyl@pped input exists.
In the MSA/BPN, only positive values are returned in the N-best lists gemeiby the different
speech, handwriting, and gesture recognizers, such that the loahasttliat may be returned by
a recognizer corresponds to a neutral evidence (i.e. 0) and the tighes that may be returned
corresponds to strong evidence for a given hypothesis {~€. Because only positive values
are returned by the recognizers, Equation 5.1 is most relevant to the NPBIA/Bhis equation,
f(X,y)=x+y-xy, is also shown as a three-dimensional graph in figurg.5.1

f(x,y) = x+y-xy

Figure 5.12 Graph of the certainty factor’s equation as used in the MSA/BPN: f(X#\)=xy.

Some alternatives to using certainty factors would have been to use avaepprased on
Bayesian decision theory (Pearl, 1988), the Dempster-Shafer thEewjdence (Shafer & Pearl,
1990), or Markov decision theory (Puterman, 1994).

Decision theory represents beliefs about the world as probabilities andtlps a useful for-
mal framework for modelling problems of inference and decision. Bayawanorks, or belief
networks, build on the concept of decision theory by mapping out candeeffect relationships
among key variables and by encoding these variables with values theseapthe extent to which
one value is likely to affect another (Pearl, 1988). Bayesian netwoeka fundamental tool used
in artificial intelligence and can generate optimal predictions or decisioas,welien key pieces of
information are missing. The underlying data in a Bayesian model is genesalbgracted based
on a variety of different information sources, including past data actatedion the system or
related systems, the judgement of subject matter experts, and the judgémqrerienced model
builders. Although Bayesian decision theory could have been implementeel MSA/BPN us-
ing recently developed technologies for mobile devices (Brandherm & slam&004), it was
decided to keep the implementation computationally simple and to instead use cedatotg f
for conflict resolution between semantically overlapped referents.

The Dempster-Shafer theory (Shafer & Pearl, 1990; Bauer, 1926niathematical theory of
evidence based on belief functions and plausible reasoning. In compaoiBayesian theory,
where probabilities are assessed directly for the answer to a questiderefsitn Dempster-Shafer
theory assesses probabilities for related questions and then consielénsptitations of these
probabilities for the question of interest (Shafer & Pearl, 1990). A DéemBhafer approach has
the advantage (over Bayesian methods) that a-priori probabilities rddx rspecified, however
the formulation of the decision process can still become very complex.

Markov decision processes constitute the mathematical framework forateteoretic plan-
ning (Puterman, 1994; Bohnenberger, 2005) and are commonly usetvéopsanning problems
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based on a transition model. Markov decision processes are defined tmpta<S,A,T,R>, in
which ‘S’ represents a set of states, ‘A" a set of actions that can lBntakm each state, and
‘T’ and ‘R’ transition and reward functions respectively. The undartaitcomes of an action are
represented by non-deterministic state transitions and policies are usethte dibich action to
take from each state so as to maximize a reward.

Although the use of Bayesian networks, Dempster-Shafer evidencddylarkov decision
processes might lead to more accurate calculations than the implemented céatdony, exact
calculations for mobile devices are not possible due to processor and ynémitations. Approx-
imations for these processes do exist for mobile devices, but these arertlyeapproximations.
It is for this reason that certainty factors can be seen to be similarly usdhe given purpose of
resolving uncertainty between semantically overlapped referents.

5.3.6.2 Walkthrough of the Evaluation of semantically overlapped and Gnflicting Input

The following example illustrates how conflicting input between two semanticakylapped
object references can be resolved in the MSA/BPN. Assume a uses issueombined spoken-
handwriting dialogue by speaking “What is the price of the PowerShot "'S48#le simulta-
neously scribbling the word ‘PowerShot S45’ on the display of the PBAndicated in figure
5.13A. The N-best lists in figure 5.13B show that the object information wamtipreted by
both the speech recognizer and the handwriting recognizer. Whemapdlkch recognizer re-
turned similar sounding results, i.e. ‘PowerShot G5', ‘PowerShot, &4l ‘PowerShot A75’, the
handwriting recognizer returned results with a similar length and containing sichitaacters,
i.e. ‘PowerShot S50', ‘PowerShot S45’, and ‘PowerShot G3'this case, the object references
are semantically overlapped and conflicting because the best retumieszhggiterance segment
refers to the ‘PowerShot G5’ while the best returned handwriting residts to the ‘PowerShot
S50

The values used in this example bear all the hallmarks of a typical real-woeliaso in
that the embedded speech and handwriting recognizers used in the M$A4(Bte often return
confidence values of 0.0 and 0.9 respectively (see figure 4.12 andbt@pleThrough the use of
certainty factors the correct result is however still determinable and thésste the desired refer-
ent (i.e. ‘PowerShot S45’) being neither the best returned speethabest returned handwriting
result. Interesting to note is that if the N-best list of non-weighted confielealues had been used
instead of the re-weighted confidence values, the final result wouktlliesn incorrectly selected
as the ‘PowerShot S50, regardless of whether or not the principtersdinty factors were ap-
plied. The simple multiplication of joint probabilities as applied in (Kaiser et al., 20asild
also fail this test. Furthermore, had only the result with the best re-weightdaience value been
selected, without regard for certainty factors, the result would still lhaes incorrectly selected
as the ‘PowerShot G5'. This shows the importance in re-weighting réomgoonfidence values
and also the benefit in using certainty factors during the resolution of sencanflicts.

Describing in detail the operations performed to derive the values shdigune 5.13C, it can
be seen that the certainty factors equation for positive values, f(xy)xy, is used to generate
a combined list of N-best results. In this equation, ‘X’ represents etttiespeech objects and
'y’ represents each of the handwriting objects. For the two sets of Blibssthat are provided, a
total of 18 different combinations exist, from which the best three combimatice outlined in the
table in figure 5.13C. The 18 combinations arise in that each of the 3-besft $iseech values is
compared with each of the 3-best list of handwriting values and vicayvsoghat §—; (and later
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Sy—2 and Sy—3) is compared with -1, Hy—2, and Hy—3, and then H;—; (and later H;—, and
Hy—3) is compared with §_1, Sy—2, and Sy—3. As explained earlier, when multiple rules all
contribute to the same belief (e.gnS;: PowerShot S45 and 5. PowerShot S45 in figure
5.13B), the resulting value is increased by the use of certainty factorbléX. PowerShot S45 in
figure 5.13C). The reason why 18 combinations exist rather than onlysirezause the resulting
confidence values from SH and HS are not equivalent, for examyplg I$y—; (i.e. 0.9752+0-
0=0.9752) is not the same asH;Sy—1 (i.e. 0.7511+0-0=0.7511). Although only the resolution
of two overlapped elements currently occurs in the MSA/BPN, this could easilpcreased to
three or more overlapped elements by using the certainty factors equatiomtone the first
two elements and then recursively using the equation to combine this resultaghhadditional
element.

“What is the price of the PowerShot 84@

Shopg  4< 19:09 A’ Speech (S) Handwriting (H) B)
== | N.best | Object Cf | Clyegmea | Obiect Cf | Cliyeignea
N=1 PowerShot G5 0.00 | 0.9752 PowerShot S50 0.93 0.7511
N=2 PowerShot S45 0.00 0.9752 PowerShot S45 0.76 0.6883
Py e”' Wé[‘ e ’MV N=3 PowerShot A75 0.00 | 0.9752 PowerShot G3 076 | 0.6883
e ﬁ
(Q” (’[ Result C)
PowerSie45 PowelShotG5 N-best Object x+y-xy Cfieighted
1/4 N=1 PowerShot S45 0.9752+0.6883-0.6712 =0.9923
Q @ Ji aél O o N=2 PowerShot G5 0.9752+0-0 =0.9752
Menu Comms Settings Speech Help H N=3 PowerShot A75 0.9752+0-0 =0.9752

Figure 5.13 Conflict resolution between semantically overlapped object referegbewing A)
the user input, B) the two sets of N-best lists, and C) the resulting list ofd¥iuzdues and their
associated confidence values.
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6 USABILITY STUDIES ONMULTIMODAL
INTERACTION

This chapter describes the results of two empirical usability studies thatogardkicted on the
Mobile ShopAssist (MSA) demonstrator. The primary goals of the studies teemeasure user
preference for a wide range of modality input combinations, first withinafg laboratory set-
ting and then within a public real-world setting. In comparison to most other stadiducted on
multimodal interaction (see section 6.1), these studies were designed to ctusddy a mobile
scenario, i.e. that of shopping for products located on the shelvegsafea Buring the studies, a
total of 23 different modality combinations were tested, and these wereddrom the three el-
ementary communication modes speech, handwriting, and gesture. Thetinotecambinations
ranged from unimodal to multimodal and from non-overlapped to overthppaut (e.g. where
speech and handwriting are used to provide duplicate information). itiadtb modality com-
bination preference, the studies also provide insight into aspects sulh aduitiveness of the
individual modality combinations, the effect that being in a public or privatérenment has on
modality usage, gender differences that exist between modality usaty@panaccepting users
are of conversing with anthropomorphized objects.

Before the results from the usability studies are described in section 62, gbthe more
prominent usability studies that have been conducted on the topic of multimeetadtion in the
past are outlined.

6.1 Previous Usability Studies on Multimodal Interaction

Previous studies on multimodal interaction have focused on a range atsispeh as efficiency
gains and recognition accuracy (Oviatt, 2002). These studies areséowften conducted in sta-
tionary settings and are based on desktop computing hardware and WiZ2aqWoZ) mock-ups
and simulations. Only the most recent of studies are beginning to focus on naddimteraction
in natural environments, where the user is mobile and subject to adversaragging environment
conditions like privacy issues and background noise (Kumar et al.,;2084inger et al., 2005;
Wasinger & Kiiger, 2005, 2006; Wasinger & Wahlster, 2006). Other lines of worle liesused
on creating guidelines for the advantages and disadvantages ofifievdalities (e.g. Sun’s Java

Speech API guideliné} however although such reports outline factors that can affect modality

usage (e.g. background noise can have a negative effect orhjptey only target individual
modalities in isolation, rather than the combination of multiple modalities. This sectios &ake

1Java Speech API, http://java.sun.com/products/java-media/speech/
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brief look at some of the more prominent usability studies conducted in theopasultimodal
interaction and in particular the work of Sharon Oviatt and her colleagoes the Center for
Human Computer Communication at the Oregon Graduate Institute of Sciendeamublogy.
These studies are considered representative of the times, although thigassay that they are
the only studies on multimodal interaction. For example, during the SmartKoncprajpumber
of subjective and objective usability studies were conducted on threzatifftechnical scenarios
(SmartKom Public, Mobile, and Home) and a variety of different task don{&disiel, 2006). The
Institute of Phonetics and Speech Communication at the Ludwig-Maximiliangelsity in Mu-
nich also generated an annotated corpora for usability purposes theingurse of the SmartkKom
project. This corpora consists of multimodal recordings from 224 persba results of which are
a set of 145 DVDs covering 146 recorded sessions from 73 subjeatsivbile tourism scenario
(see http://www.bas.uni-muenchen.de/Bas/BasSmartKkomMobileng.html and hisba®al Turk
(2006)).

In (Oviatt & Olsen, 1994), 44 native English white-collar professionaisiuding computer
scientists) were analysed to determine if people select to ‘write’ or ‘spelkn performing
verbal/temporal tasks (e.g. conference registration) and computatiomalicutasks (e.g. per-
sonal banking). The communication modalities included speech-only, mgnamd combined
pen/voice. On average, content was written around 15% of the time akdrspoound 85% of
the time. Digits and proper names were shown to have a higher likelihood af teitten than
other textual content, and 57% of all pen-voice combined interaction weasfos the following
contrastive functionalities: ‘original input and correction’, ‘data aontmand’, and ‘digits and
text’. For example, subjects who corrected an error were significantlg fik@ly than chance to
use contrastive modalities to distinguish corrections from the original inpubjests were also
significantly more likely to use modalities contrastively to distinguish ‘data’ (i.eitsland com-
putational signs) from ‘commands’, and written data and spoken text lidédikelihood versus
a 27% likelihood for spoken data and written commands.

In (Oviatt, Cohen, & Wang, 1994), 18 subjects were studied while inteetith the same
system described above, to examine how input modality (speech, writinthiced pen/voice)
and presentation format (structured, unconstrained) influence lingodstiplexity. Highly struc-
tured form-based interfaces were seen to reduce the number of \eorgith of utterances, syntac-
tic ambiguity, perplexity, and errors. The modality writing was also seen taceedordiness and
utterance length, and led to fewer noun phrases (e.g. “James GreethffdNOA") and full sen-
tences (e.g. “Pickup car and drop off at Oakland airport”), consistisigad primarily of ‘value’
(e.g. “Oakland”) or ‘attribute+value’ input (e.g. “Name John Smith”). iRgrs most significant
was that 58% of unconstrained speech, 91% of constrained sp&eb8 @f unconstrained writ-
ing, and 100% of constrained writing consisted only of ‘value’ information.

In (Oviatt, 1996, 1997), the temporal and numeric tasks for the servinedttion system
defined in (Oviatt & Olsen, 1994) were complemented by a visual-spatiglitaskich subjects
were required to select real-estate property from a map (presented ifnaathjrstructured and a
highly structured format) using different modalities (speech, pen, ambiced pen/voice). The
goals of the study were to examine modality preference and performanes {$§i&e accuracy and
efficiency) when interacting multimodally with interactive maps. In contrast t6®3 of subjects
who preferred to interact multimodally in the verbal/temporal domain, and ti898& {minimally
structured, highly structured respectively) who preferred to interadtimodally in the compu-
tational/numeric domain, 95-100% of subjects preferred to interact multimodatheinisual-
spatial domain. Also, in contrast to the rise in preference for multimodal cttera speech-only
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interaction decreased from 39-42% in the verbal domain (minimally strugtiigduy structured),
to 11-33% in the computational domain, and to 0% in the visual-spatial domainltResther
showed that 36% of all content errors and 50% of spoken disfluenoidsl be eliminated by
permitting users to interact multimodally, and that task completion times were 10% dasitey
multimodal interaction (taking an average of 249 seconds) than duringtsjpedy (278 seconds)
and written-only interaction (410 seconds). These efficiency gains pemticularly evident for
location descriptions, where for example drawing a circle to zoom in on sehwas matched by
the spoken utterance “Show me the house at the southwest corneraxfaNmwvd Broad Streets”.

In (QOviatt & VanGent, 1996), 20 native English speakers were studhgtkwnteracting with
the service transaction system defined in (Oviatt & Olsen, 1994) to examimeubers strate-
gically adapt their use of input mode while resolving system recognitionmseimca multimodal
interface. For this purpose, 24 simulated errors were collected fromaabe subjects during
tasks which contained error rates ranging from low (6.5% of input sloth)gio (20% of input
slots). Results show that during normal interaction, speech accoumt8d.&9o of all words and
writing accounted for only 18.5% of all words. During error resolutigqoken language dropped
to 70% of all words and written language increased to 30% of all wordsulBealso show that
during non-error interactions, the base rate of spontaneously shiftidiglities from speech to
writing (or vice-versa) was 4.8 per 100 words and increased to 15.2Qfwords during er-
ror resolution. For spiral-errors (with a spiral depth of 1 to 6 repeatsdolve an error), mode
switching on the first repetition was shown to be significantly lower (14%) satching on rep-
etitions 2 to 6. Similar to above, 0.5% of all words were simultaneously spoldewitten during
non-error interactions, and this increased only to 0.7% of all words gl@niror resolution, thus
implying that people do not use simultaneous redundant spoken and wripienai; a technique
for emphasis or clarification during error resolution.

In (Oviatt et al., 1997), 18 native English speakers were studied whilagiteg with the real-
estate property task described in (Oviatt, 1996). The goal of the stuslyondetermine whether
speech and writing are used to convey specific semantic constituents (@jectSis), Verb (V),
Object (O), and Locatives (LOC)), and in the expected canonicad wader (for English: S-V-O
and S-V-O-LOC). A second goal was to determine which of the followingroand types were
most likely to be expressed multimodally: spatial commands (e.g. add, move, dymbpgcts
on the map), selection commands (e.g. zooming in on an object), and gecteyal@mmands
(e.g. print-screen). 96% of unimodal spoken utterances reserved k@ sentence-final position
and 98% also conformed to the standard S-V-O order for typical Englisicomparison, 95%
of multimodal constructs began with drawn graphics that conveyed LO@afiion (i.e. LOC-
S-V-0), but with the exception of LOCs, 97% also conformed to the stan8av-O order for
typical English. Also of relevance is that within multimodal constructs, pentimas used 100%
of the time to convey LOC information, while speech was used 100% of the tingdad V con-
stituents, and O constituents were spoken 85% of the time and provided Vid@eaf the time.
Spatial location commands were shown to account for 86% of multimodal utegsaiselection
commands accounted for 11% and general task commands for only 3% of ndatintterances,
whereby it can be noted that interactions in which an object was selecterimi@raction and
then referred to anaphorically in subsequent interactions was no lotagsified as a selection
command for the subsequent interactions. Also of interest is that 41% of md#lronstructs
contained a spoken deictic and 96% of these involved the terms: ‘hemre’ftthis’, and ‘that’.

In (Oviatt & Kuhn, 1998), linguistic constructions from 18 subjects pemiog a similar task
to that described in (Oviatt, 1996) were analysed to determine the propoftienms in multi-
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modal language that represent referring expressions such agedafid indefinite noun phrase
references, deictic references, co-reference/anaphora, guistio indirection/ellipsis. Results
show that referring expressions are significantly more common duringckgmly interaction
than with multimodal interaction and pen-only interaction. Co-referencgsfana made up 63%
of spoken referring expressions, which was significantly more than3tedd multimodal refer-
ring expressions and the 54% of pen-only referring expressionfinif@enoun phrases (e.g. the
post office) and indefinite noun phrases (e.g. a hospital, hospitalyaismbfor 60% of spoken
referring expressions, which was also significantly more than the 45% lohmodal and 45% of
pen-only referring expressions. Deictic references in contrasiuaded for 11% of multimodal
input, which was significantly more than the 0% of spoken and pen-only irddi%t of speech-
only constructions also contained linguistic indirection (e.g. “I'd like a hdosethe map] next
to the museum”), which was also significantly more than the 7% of multimodal caotistis and
2% of pen-only constructions in which linguistic indirection occurred. Imsary, these results
show that although spoken language contains significantly higher leveds-dference, defi-
nite/indefinite reference, and linguistic indirection when compared to multimaahpan-only
interaction, multimodal language contains significantly higher levels of deidiécemce com-
pared to spoken and pen-only language.

In (Oviatt, 1999), 8 native and 8 accented English speakers weresadalyhile interacting
multimodally with the QuickSet system (Cohen et al., 1997) to examine how ofteratrdis4
ambiguation might aid in the resolution of spoken and pen input, both at thd pigitssing
level (based on rankings in the individual speech and gesture Nitts$tand at the parse level
after natural language processing had occurred (based on rarnikitige multimodal N-best list).
Mutual disambiguation is defined to be the “recovery from unimodal retiogrerrors within a
multimodal architecture” (see section 2.2.4), and the author makes note thmatghitQuickSet
can process both unimodal and multimodal input, subjects were requestetivier dnly mul-
timodal commands to increase the number of interactions consisting of redunétarmation
that might benefit from mutual disambiguation. Results showed that althgegitls recognition
as a stand-alone performed poorly for accented speakers, the multireadghition rates did
not differ significantly from those of native speakers, implying that anradtie mode can act as
a stabilizer in promoting overall mutual disambiguation. For native speadigrsl-level mutual
disambiguation accounted for 8.5% of multimodal utterances being correciggarse-level mu-
tual disambiguation accounted for 25.5%. This was much higher for ntwerspeakers where
signal-level mutual disambiguation accounted for 15% of multimodal utterdreseg corrected,
and parse-level mutual disambiguation accounted for 31.7%.

The above study was then complemented in (Oviatt, 2000c, 2000b) wiileee ttzan examin-
ing the benefits of mutual disambiguation for native and non-native Englestikers, the benefits
of mutual disambiguation for mobile and stationary system use was examinedstuihyewas
conducted on 16 subjects who each performed a stationary and a mobilggaskommunity
fire and flood simulations) based on the QuickSet system. The stationarywéaskonducted
with subjects sitting in a quiet room that had an average noise level of 4gkil the mobile
task was conducted with subjects that were walking around a cafeteriaaith@n average noise
level of 49dB (the noise levels ranged from 40-60dB). User parasstah as cognitive load
were not considered and the hardware used was a Fujitsu Stylistic 12Q0hRB is a tablet PC
with a much larger physical form factor than a PDA and also possessingdiegjical power not
available on current state-of-the-art PDAs with regards to hard digkhics, memory, and CPU
(see figure 6.1). The results show that mutual disambiguation can in a simjlaowative and
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non-native speakers reduce the performance difference betvadiemary/quiet and mobile/noisy
environments, and this is further amplified by the quality of the microphone Usgghrticular,
for stationary users with a high-end noise-cancelling microphone (andhitie a low-end in-built
microphone), signal-level mutual disambiguation accounted for 7.5% ()lo##eultimodal ut-
terances being correct and parse-level mutual disambiguation acddoniel.9% (15.4%), while
for mobile users, signal-level mutual disambiguation accounted for a laigér(21.5%) of mul-
timodal utterances being corrected and parse-level mutual disambiguetiomed for a larger
16% (23.3%).

Figure 6.1 Usability demonstrators most similar to the MSA, left (Oviatt, 2000b) and right (
mar et al., 2004).

In (Oviatt et al., 2003), the interactions from 12 native English spealildfsawere exam-
ined to identify how malleable (or resistant to change) a subject’s integratiterpis, particularly
when a high error rate (40%) is applied to help force a switch in integratittarpa. The integra-
tion patterns in this study are defined as either simultaneous (i.e. where multipiditieecare
temporally overlapped) or sequential (i.e. where multiple modalities are segdmatime lags).
Novel in this study is that the analysis is compared to the principles of Gestalythad a be-
havioural/structuralist perspective. In particular, it is stated that Gélseadty would predict users
to fortify or entrench their existing integration pattern, while a behaviouratfstralist perspec-
tive would expect users to switch their integration pattern. The results tftatvthe Gestalt theory
was correct in that a subjects’ dominant multimodal integration pattern westargtsto change,
even when strong selective reinforcement through errors was dlite encourage switching
from a sequential to a simultaneous integration pattern or vice-versa.

In (Xiao et al., 2003), 15 healthy senior subjects (aged between 666ayeb8s old) had their
multimodal integration patterns compared to the results from 24 children (&gweddn 7 and 10)
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(Xiao et al., 2002) and 18 adults (Oviatt et al., 1997), during interaction avittap-based task.
The goal was to compare the integration patterns of different user giemghto determine how
predictable user integration patterns are. The results found that chddeseniors tend to be
simultaneous integrators (77% and 80% respectively), while adults tendseqoential integra-
tors (66%), although the value for adults was contradicted in a later stadingevith the effects
of varying task difficulty on unimodal and multimodal interaction (Oviatt, Couls&hunsford,
2004) in which 85.6% of interactions were delivered simultaneously rathargbquentially by a
subject pool of 10 adult participants. Results also showed that all chitdreé adults demonstrate
a dominant integration pattern which was predictable for 92% of childreth 180% of adults)
based on their very first multimodal construction. In comparison, only 87%emiors demon-
strated a dominant integration pattern, of which 85% were then predictabdel lwan their very
first multimodal construction.

As described in section 3.1.3, Kumar et al. (2004) evaluates the perfoenoda multimodal
interface under exerted conditions in which 14 male subjects were subjedtegh exertion (see
figure 6.1). The goal of this study was to analyse the relationship of Bppen-based gesture,
and multimodal recognition as a function of user exertion (stationary, rgnaimd running with
a load of around 3kg), and to also examine the rate of mutual disambiguatibesat different
exertion levels. Interaction in this study provided a solid foundation for tileation of mutual
disambiguation data in that subject’s were required to describe uniquebjadwo differing
modalities (speech and pen). Results from the study show that the recogatigs for multi-
modal interaction (with a success rate of around 81.5%) and speechctimrréaround 77%)
remained constant over the different exertion levels, while the recogméterfor gesture inter-
action decreased significantly from the stationary to the first runningiemestate. The rate of
mutual disambiguation during multimodal interaction increased over the exertiels,|&om 8%
in the stationary state to 14% and 17% in the two running states, thus showing sintlilamprevi-
ous studies that mutual disambiguation is capable of compensating for tlaeldegn in accuracy
of the individual recognizers.

6.2 Modality Preference in Private (Laboratory) and Public (Real-
world) Environments

Designed with shopping scenarios in mind, the MSA assists a user in retrignadgct informa-
tion and product comparison information while shopping in an RFID techyadogbled store.
The system easily caters for all sorts of products ranging from gyotsms such as green eggs
and ham, to electronics equipment such as PDAs and digital cameras. D@edartént spate
of digital camera models in recent years and the associated popularitglotsuices, ‘digital
cameras’ are the primary context in the usability studies that are discusleed b

The central theme that the demonstrator conveys is that of mobile and multimtetalcin
tion. The system is classified as mobile because the user is free to walldaaatore while
interacting with data containers and objects of his or her choice (e.g. shatkdigital cam-
eras respectively). However, in order to make the studies manageabjects remained in
front of a single shelf for the purposes of these usability studies. The mpdalities that a
subject could exploit when communicating with the system included speestiwhieing, intra-
gesture, and extra-gesture. Multimodal user interaction was mapped todadityrree language:
[<Query>]<Feature-<Object>+.
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The grammars employed throughout the usability studies encompassediatfzetdbf digital
cameras containing 13 objects each with 12 feature attributes. ‘Objeats’toeproducts such
as ‘PowerShot S60’ and ‘EOS 300D’, while ‘features’ refer to pretcattributes such as ‘price’,
‘megapixels’, and ‘optical zoom’. To demonstrate, a typical user inpgtaggfollows:<S="How
many megapixels does this camer&="PowerShot S50% have?’>.

Section 6.2.1 describes two usability studies that were conducted in a pabatatory en-
vironment (Wasinger et al., 2005) and in a public real-world environméfas{nger & Kiiger,
2006), while section 6.2.2 describes the quantitative results obtained femm tivo studies. Sec-
tion 6.2.3 then highlights the significant differences between the resultss# the studies, and
section 6.2.4 discusses the results from a field study on direct interactioantittopomorphized
objects (Wasinger & Wahlster, 2006). Section 6.2.5 summarizes the qualiegiviés that subjects
provided regarding interaction with the communication modes speech, hingwintra-gesture,
and extra-gesture (Wasinger & &ger, 2005).

6.2.1 Usability Study Descriptions
6.2.1.1 Study 1 - Private (Laboratory) Tests

The first usability study (Wasinger et al., 2005) was conducted at theetsity of Saarlant
in one of the department’s computer terminal rooms. This laboratory settirgsdffomn a real-
world environment in two ways. Firstly, there were few if any other peoplbénterminal room
during the times that testing was conducted, and secondly, backgrouseb veere kept to a
minimum. The study was conducted on a total of 14 subjects who were eithesligtly familiar
or completely unfamiliar with the system. The study was conducted in English wbjbcta that
could speak fluent English. 10 of the subjects were students and lecftoar the computer
science department aged between 25 and 37 years, while the remaininjgetswere not from
the computer science department and were completely unfamiliar with the systenth®testing
period for this first study, a total of 440 user interactions were loggetidgystem, averaging 31
interactions per subject.

The MSA demonstrator allowed subjects to mix-and-match modality input combisatioen
creating their feature-object dialogue inputs and also allowed them to pvadaalities when
communicating with the system. A total of 23 individual modality combinations wetedg&2
of which were non-overlapped, while the remaining 11 were overlappedturacy was not a
focus of the study and subjects were told to ignore erroneous systent aatihe study was only
concerned with their input into the system. The complete range of modality comiisdkiat
were available in the system (both those that were implemented and not implejreamtdd seen
in figure 6.4.

Task: The usability study was conducted as a within-subject design, meanind| thiath& sub-
jects performed the exact same usability test. Each test session genegaligdebetween 45
and 60 minutes to complete, of which around 10 minutes were used to brieflijeztsuon the
underlying system. Each subject was told that the system was to provigersip retrieving
product information on digital cameras, and that the study would focusemgut modalities
that they used while communicating with the system. The base modalities - spardiriing,

2University of Saarland, http://www.uni-saarland.de
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intra-gesture, and extra-gesture - were explained to the subjects andghisliowed with an ex-
planation of the modality combinations that could be used when building feabjeet dialogue
interactions, for example speech for the feature and extra-gestuhefobject. After each interac-
tion, the subjects were asked to rate the modality combination by answeringesigogu‘\Would
you use this modality combination?”. The rating scale used was a set ofgareds that were later
mapped onto a scale from 0.0 to 3.0, in which: ‘O=prefer not’, ‘1=mayhe 2e¢maybe yes’, and
‘3=prefer yes’. Subjects were told that the order of the input was raglei.e. feature then object,
or object then feature, and that system errors were to be expectsddaldl not bias their answer
as not all modality combinations had been implemented. The task given to thetswige to find
a camera that suited them best. They were told that this task was only minimally intpamta
that the focus of the study rested on how they communicated with the systemeXgtaining the
different non-overlapped and overlapped modality input combinatioeshdlse modalities were
once again repeated, subjects were asked if they had any questidribgarsability study then
began.

Procedure: The usability study was divided into two parts, the first being a ‘practicalpms
nent’ in which subjects were observed while they interacted with the systehtheisecond being
a ‘written component’ in which subjects were required to fill in a questionn&ingbjects were
given a PDA device and a headset connected to the PDA's audio jacitdbely could speak and
listen to the output. They were asked to stand in front of an instrumentedcsireHining real
physical camera boxes. Also situated on the shelf was a printed list of l@editature keywords
similar to that shown on the PDA's display.

The first part of the observation was to allow each subject to freelysehtheeir own modality
combinations and to rate them while interacting with the system. Most subjects etbaiaynd
4 to 5 different modality combinations within this part before needing to be rexdird the
remaining modality combinations. At this point, subjects were specifically told ther am which
they should use the remaining modality combinations, first those that had bdemiemped in the
system, and then those that had not been implemented in the system. For ihepleanented
modality combinations, audio output was turned off and the subjects were téddue only on
their input rather than the system output.

Following the practical component, the subjects were asked to complete a vguiktstion-
naire that again asked them to repeat their preference for each malivitbdality combination
and to also state whether or not they thought the modality combinations werevatuttr this
written component, the instructor guided the subject by demonstrating eadiitpedmbination
as they filled in the questionnaire. Several other questions relevant to rantilaultimodal inter-
action were also asked, and the survey ended with the subject statingttoeirife input modality
combination.

The involvement of the subjects (and thus the quality of the results) wakleoed high, firstly
due to each subject being tested individually by the instructor and sedoectyise the tester was
responsible for carefully guiding the subjects through the usability stutyguraging them to
explain their decisions when it was thought that they had not fully coresiciive question.

6.2.1.2 Study 2 - Public (Real-world) Tests

The primary goal of this second study was to test modality preference addlitgdntuition in
a public environment (Wasinger & Kger, 2006) and to identify how accepting people are of
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conversing with anthropomorphized products such as digital camera witthopping context
(Wasinger & Wahlster, 2006). The study complements the first study lueatends on it in sev-
eral key aspects. Firstly, the study was conducted in a real-world sedtimgy than in a laboratory,
and secondly, it encompassed nearly twice as many subjects. In addigastutty incorporated
new themes, in particular that of anthropomorphized objects. The desariftibis study and the
accompanying testing procedure is limited to include only the differencesxisatetween the
previously described laboratory study and this real-world study.

The real-world usability study took place inside an electronics store of therd&dl’ Chain.
Conrad Electronitis an electronics store that sells a range of more than 50,000 technology and
electronics products. Their marketing catalogue encompasses the folloavigg of products:
computer and office, multimedia, telephone and radio, sound and lightingriésited acces-
sories, home systems, tools and soldering, car Hi-fi and accessorigsomles and metering,
modelling, and materials. One user group that this store targets is the homgadwsiélf hob-
byist. This mindset of both the shoppers and the Conrad team was a priezegnrwhy the
experiment setup was so well accepted by Conrad. In fact, the stadfspeccommodating that
the shelf got placed in a central part of the store, as shown in figure 6.2.

Figure 6.2 MSA demonstrator installation situated at Conrad Electronic in Saeken, Ger-
many.

The experiment setup consisted of a single instrumented shelf that wasdatitite intersec-
tion of two aisles combining the telephone and answering machine section withf thatdigital
camera and computer sections. The isle dividers used at Conrad are aldtledmoulder height,
which permits customers to see a large area of the store from any giveiofoca

In comparison to the first study, subjects in this second study were subjectereal-world
environment setting, which contained the following forms of backgrournskerend disturbances:

e Loudspeaker. A loudspeaker was positioned above the location of the shelf used in the

3Conrad Electronic, Trierer StraRe 16-20, 66111 Samttem, http://www.conrad.de
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usability study. This speaker was used for calling cashiers to the shopdna played
music when not otherwise in use.

e Goods trolleys and shelf packing Goods trolleys were wheeled past the shelf from time to
time. These were used for the restocking of products, which due to thepeaidChristmas
sales preparation occurred more often than normal.

e Bystanders The test coordinator was instructed to note the number of people thatlw®uld
seen from the shelf’s location at the start of each test session. Aagavef 13.8 people
were recorded for these test sessions. The people included thosethatirectly watching
the experiment, as well as those that were looking at products in the storettzers that
were walking among the isles. The bystanders that were directly watchirexpieeiment
were among the minority and generally displayed discretion.

e Sales assistantsEach section in the store had its own specialist sales assistants to help
people in choosing a product. The usability study took place in a section sfdhe spe-
cializing in answering machines.

The testing was conducted over a two week period in November, duringr¢h€hpistmas
sales. During this period, a total of 1489 interactions were logged fromif@&ent subjects,
averaging 55 interactions per subject. Each test session generallygivodan 45 and 60 minutes
to complete.

Subject Characteristics
28

2 —

[} 21 4

(6]

= 17

2 16

82 4 1 19

5 14 2

3 7

£ - =

3 ! 9 3 - 3

1 1
NINEeE i I Y
s} <t (0] 0] 1] [0} o %] o o o 7]
) © © © o Ee] z o z z 5 o
&b & s g > 5 > 3 >
~— (30 [0 s =
\ J\ R AN J Y,
E ;rﬁanced Pri ?I(I Ex eﬂgnced
Age Sex Xp evious p
Computer User PDA Use PDA User

Figure 6.3 Summary of the demographics for subjects that partook in the real-wealnilits
study.

The sample of test persons consisted of 28 people, 16 female and 12 ndhignging in
age from 19 to 55 (mean: 28.3 years). 24 subjects were in the age ¢g8doB5, while another
4 were in the age group 36 to 64. The results from one female subject withB6tte 64 age
bracket were discounted, bringing the sample down to 27 subjects (1%efeh2amale). This
discounting was attributed to a lack of training time provided on how to use tleelspecognizer
and in issues concerning the coordination of overlapped input segnmi#htsubjects conducted
the usability study in German, while 2 did the study in English. 21 subjects wetergt) and in
comparison to the first study, only one was a computer science studenpebpte from the first
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study also took part in the second study conducted two months later, to @eosidall insight into
the differences between laboratory and real-world testing. Aside fresettwo subjects, all were
unfamiliar with the system. 17 of the 28 subjects stated that they were expatieomputer users.
5 subjects also mentioned that they had previously used a PDA, includingeopexperienced
user, 3 middle experienced users, and one not at all experienced DAth. A summary of the
subject demographics can be seen in figure 6.3, however due to the s&eplgender is the only
category for which trends were obtained.

6.2.2 Quantitative Analysis and Results

Many of the findings outlined in this section are based on methods of statistieahdalysis, and
in particular the non-parametric tests: Chi-square (used for testing gesdrf fit and indepen-
dence), Mann-Whitney U (for testing two independent samples), and Xdifc¢for testing two
dependent samples). The findings are, where relevant, also acdedhpsiiheir measure of sig-
nificance. ‘Statistical significance’ - also known as ‘p’ (p-value)@r-'refers to the probability
that an observed relationship found in a data set occurred by puneehad is thus not actually
representative of the data set. Generally speaking, significance is anmeaghe degree to which
a result can be seen as being true. In this dissertatiars@85 (i.e. 1 in 20) is used as the cutoff
value and implies that statistical significance occurs only if there is a less #ahance that a
relationship is due to chance. For more detail on the background of statédteaanalysis and
the Chi-square, Mann-Whitney U, and Wilcoxon tests, see Hill and LeW&X6).

The 23 modality combinations provided to the subjects all stem from the unimadpldge
[<Query>]<Feature-<Object-, where a ‘feature’ (FTR) may be entered via speech, handwrit-
ing, and intra-gesture, and an ‘object’ (OBJ) may be entered via spéecidwriting, intra-
gesture, and extra-gesture. As described in section 4.1.1, the indinwhality combinations
will be referred to via their abbreviations, where for example ‘SS’ is ag@ls to<Feature
modality="speech* <Object modality="speech?.

6.2.2.1 Effects of a Consolidated View

The practical results obtained from the observation component and ttienanesults obtained
from the written questionnaire show a consolidation of user prefereetveebn the time that
subjects trialled each individual modality combination in practice, and the time thatréted
each modality combination when filling in the written questionnaire. The practsallts are
useful in that they depict a subject’s initial feelings on a modality combination imredgliafter
having interacted with the system, and it is for this reason that these praeticek are taken as
the basis for evaluating all remaining aspects of the studies.

Analysing the differences between practical and written components indetag (see figure
6.4), it can be seen that only a few modality combinations exhibit large swietygebn their
practical and written values. In the laboratory study, the largest swiegs positively inclined
and encompassed the modality combinations SGI (Overlapped FTR), GHSGHBE (+0.86,
+0.64, and +0.5 preference points respectively), while the modality cotitnirtdH experienced
the largest negative swing (-0.5). The largest swings within the redthstrdy occurred for the
modality combinations HGE and GIGE, both of which dropped in value betwespr#ttical and
written components (-0.88 and -0.66 preference points respectively).

A notable trend that can be seen from the results, and in particular frolaldbeatory study
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results shown in figure 6.4A, is that those modality combinations rated better Withjgractical

component (i.e. ‘maybe yes’ and ‘prefer yes’) almost always roseainevwhen rated in the
written component, while those rated worse (‘maybe no’ and ‘prefenmerg almost always rated
lower in the written component. This (de)amplification of the preference safungher iterates
the consolidation of subject opinions that took place during the practicalaitten components

of the study.
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Figure 6.4: The effects of user preference consolidation as shown in A) thedadrgrstudy and
B) the real-world study.

Another aspect to note with regards to the results in these usability studies tisehpefer-
ence values that subjects allocated to the individual modality combinationy dae &dnd large
conservative. This is assumed to be due to subjects being allowed to implicity tedenost in-
tuitive - and thus better - modality combinations to start with, thus raising the balt Bubsequent
modality combinations that by default were less intuitive than the first modality ivatidns that

were chosen.
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6.2.2.2 Preferred Modality Combinations Ranked by Feature Group

Laboratory Study: Figure 6.5 shows the modality combinations categorized into the groups
semantically non-overlapped and overlapped. From the averagesh@wh in figure 6.5A, it can

be seen that subjects prefer non-overlapped modality combinations .68)=dver overlapped
modality combinations (Av=0.60). Using a Mann-Whitney U-test, this was alswisho be
statistically significant in 8 out of 14 subjects: U(12,&Bp, p<0.05, and only 3 subjects had a
p>0.12.

The non-overlapped combinations have been further grouped &ugoodheir feature modal-
ity (i.e. the modality used to input feature attributes like ‘price’). Analysingheaicthese non-
overlapped subgroups - speech, handwriting, and intra-gesturean ibe seen that the use of
speech for the feature (Av=2.09) is notably preferred to intra-gegéfwel.39) and handwriting
(Av=1.25). Unimodal modality combinations also received the highest doorthe subgroups
intra-gesture (GIGI, preference=1.86) and handwriting (HH, 1.&Hhjle speech (SS, 2.57) was
only marginally below the top rated modality combinations within its subgroup.

The overlapped combinations can also be categorized by their overlappjmyent types:
feature, object, or both feature and object. From figure 6.5A it candretbat subjects preferred
overlapped object information (Av=0.99) to overlapped feature informd#ie=0.31), and both
overlapped feature and object information (Av=0.24). Indeed whempeoed to the rating scale,
subjects would prefer not to use the latter two sets of combinations. The fatingerlapped
object information increases to Av=1.33 when speech is set as one oiHamped modalities and
increases further to Av=1.57 when handwriting is excluded from theilpib8es (i.e. overlapped
speech and gesture for the object). This can be taken to imply rather lodicatlgpeech (in
comparison to handwriting) is a modality that subjects prefer to use whemdprgwuplicate
information.

Real-world Study: As in the laboratory study, subjects preferred semantically non-ovextapp
combinations (Av=1.87) over semantically overlapped modality combinationsQ(A3), and

a Mann-Whitney U-test showed this to be significant in 23 out of 26 subjéd{$2,11x 35,
p<0.05. For the remaining 3 subjects: U(12,4£88, p<0.091.

In comparison to the laboratory study in which the use of speech for pngvilde feature was
the preferred modality group (5=2.09, Gl4,=1.39, H,4,=1.25), intra-gesture was the preferred
modality group in the real-world study (&}=1.98, $,,=1.83, H4,=1.80). Another difference
between the studies is that the laboratory study exhibits a much greateeniiédnetween prefer-
ence ratings for the modality groups than the real-world study, which isceeghéo be due to the
modality of speech excelling in preference when under private labgretoditions.

Similar to the real-world study, the unimodal combinations GIGI (prefereA&&s}, SS (1.96),
and HH (1.65) all rated well within their individual modality groups, although Was exceeded
by the mixed combinations HGI and HGE.

Figure 6.5B also shows the overlapped combinations grouped by thelappig segment
types: feature (Av=0.51), object (Av=0.52), and feature and olgjectbined (Av=0.19). Similar
to the laboratory study, these groups would not be used by subjects iivdresgenario. One
reason for this, as stated by the subjects was that the system workedfioetweeding to provide
duplicate information. Scenarios exhibiting a harsh environment (e.g. nasy), or where the
user is vulnerable to making mistakes (e.g. running, see Kumar et al. §2004) applications
where high levels of accuracy are required (e.g. flight controllers)pnayide differing results.
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A) Laboratory Study - Modality Combinations, Ranked by Feature

Av=1.58 Av=0.60
2 ;g A2 Av=0.99
g A=1.39 Av=1.33  Av=0.65
x 20 | AV=125 —
215 — __
10 my u |
o 1 = —
£ 0 ||| CTTE ] Av=031 —|> B p——
* 00 ‘ ‘ ‘ . 0oo : ‘D‘DDD‘D‘
B > & O > RIRIRIR IR IR IR RS
o7 o ¢ %9((’~b & L W&o oF o° \é’ MMV N N o oV W ot
CRRRP PP L L LR L
CELO OO0 0,00 .0
:2\ NS je\ 9 C’)Q/ o C’)Q/ ,\Q‘%«Q‘%«Q‘%
< & S 9 o S R > & 8 8
A
DV oY A
NIRS Q,O
o o o

2N

2%

o

Modality Combinations

B) Real-world Study - Modality Combinations, Ranked by Feature
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Figure 6.5: Preferred modality combinations ranked by feature group as showntimeAabora-
tory study and B) the real-world study. The unimodal modality combinationsegresented in a
darker colour.

6.2.2.3 Preferred Modality Combinations Ranked by Preference

Laboratory Study: Figure 6.6 shows the modality combinations ranked in order of user pref-
erence. It can be seen that SGE (2.64) is the most preferred modalitynagimb and that this

is very closely followed by SS (2.57) and SGI (2.50). Using the Mann-Vekito-test, the pref-
erence for these three modality combinations when compared to all other modatibjations
was significant in 12 out of 14 subjects: U(3,2®), p<0.05. The success of these three modality
combinations was further iterated by the comments that subjects made in the writiporeent,

and it is interesting to note that these modality combinations are directly repatgernf how
people interact with other people and in particular with sales assistants.

The benefit of allowing for deictic references can also be seen in thiath2 dop 3 modality
combinations, and 7 of the top 9 modality combinations used gesture to identiffjéne.oThe
successful pairing of the modalities speech and gesture is further exeahplithin the group of
overlapped object combinations, where the preference of SGE (Ind1$@l (1.43) was shown
to be significant in 6 from 14 subjects (U-tesk @.36) when compared to the other overlapped
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modality combinations.

A) Laboratory Study - Modality Combinations, Ranked by Preference
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Figure 6.6: Preferred modality combinations ranked by preference as shown ireAabloratory
study and B) the real-world study. The modality combinations that had natibggemented at
the time of testing are represented in a darker colour.

As shown in figure 6.6A, the 23 modality combinations have been groupeddiag to rating
point falls between the individual modality combinations, where the first df@p64 borders on
significant (Wilcoxon, z=-1.807, p=0.071). The first set of modality cimrations is preferred by
the subjects (Av=2.57), while the second set of modality combinations lie midetaelen the cat-
egories ‘maybe no’ and ‘maybe yes’ (Av=1.58), and the third set of modaditybinations has a
ranking value equivalent to ‘maybe no’ (Av=1.01). These results onatitpccombination group-
ings are expected to be applicable to many other areas in which mobile multimodatirters a
requirement. The results in effect form a guideline for implementing modality caatibirs that
users will ‘want’ to use.

The darker columns in figure 6.6 represent those modality combinations ¢énainet imple-
mented in the system, and although most of these modality combinations exist owéhneside
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of the ranking scale (implying a well thought-out system design), the vdltreeanodality com-
bination HH was clearly underestimated and should thus also be a provideattiie means in
any good multimodal design.

Real-world Study: As shown in figure 6.6B, GIGI (2.65) can be seen to be the most prdferre
modality combination tested in the real-world study, followed by HGI (2.19) a@dl &.15).
The modality combinations SGE, SS, and SGI, which were rated highest irbihratary setting
can now be seen to rank 5th (2.00), 6th (1.96), and 3rd (2.15) in thevedd- usability study
respectively, showing the clear preference that subjects had foroim@lservable modalities
such as handwriting and intra-gesture, over speech and extraggestur

Similar to the laboratory study, the use of deictic references in identifyindpatiboccurred
in 6 out of the 7 top modality combinations, implying that the use of deictic refesedien
interacting multimodally are a much liked tool. SGE (overlapped object) and S@tlépped
object) were similarly the most preferred overlapped modality combinationsaii that these
combinations although not rated very high, still stand a good chance af begepted by users.

A further grouping of the modality combinations, based on the large rating fadis occur-
ring between the individual modality combinations, shows that the first dro@6 is very close to
significant (Wilcoxon, z=-1.930, p=0.054) and that the third drop of G&38gnificant (Wilcoxon,
z=-1.978, p=0.048). The first set of modality combinations (or to be mretlie modality com-
bination GIGI) is preferred by subjects, while the second set (Av=206ates to ‘maybe yes’,
and the 3rd set (Av=1.48) lies midway between the category ‘maybe no’naaybe yes’. The
fourth set of modality combinations (marked by the significant drop of 0.8&pence points) is
made up entirely of the 11 overlapped modality combinations, which reiteratssifects’ lack
of preference for this type of interaction when in a real-world setting.
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Figure 6.7: Preferred male and female modality combinations.

Due to the increased subject population size in the real-world study, itegsdiyle to analyse
modality combination preferences based on gender, and to identify somabeeands (see figure
6.7). In particular, one can see that the most preferred combinatiomsefiorwvere GIGI (2.91),
SGI (2.45), GIGE (2.45), and SS (2.36), while those for women werel @@&7), HGI (2.13),
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HGE (2.13), and SGI (1.93). The largest differences between memwamEn were seen in the
modality combinations SGE (Object overlapped, difference of -0.81); &%), and SH (-0.61),
perhaps attributable to the observable nature of speech. Also of reteismthat the preference
ratings provided by women were more conservative than those prowdeeib (i.e. lower for all
but 3 modality combinations), as can be seen in table 6.1.

Male | Female | Difference (Female-Male)
Av (Non-overlapped) | 2.07 | 1.72 -0.35
Av (Overlapped) 0.57 | 0.32 -0.25
Av (All) 1.35 | 1.05 -0.30

Table 6.1 Male and female preferences for non-overlapped and overlappddlityocombina-
tions.

6.2.2.4 Modality Intuition

One of the conducted tests dealt with how intuitive the different modality cortibireawere to
use. Modality intuition was measured in two separate tests, the first condlwiad the written
component where subjects were asked to answer the question: “Dcaegbthét this modality
combination was intuitive to use?” (‘no’, ‘yes’), and the second cotetliduring the practical
component where the first four modality combinations used by subjectsreeveded. These
first four modality combinations were weighted exponentially, such that a lihodambination
chosen 1st received a weighting of 1000, while modality combinations ohaxse, 3rd, or 4th
received the values 100, 10, and 1 respectively. The resulting wdagttse individual modality
combinations are shown in the bottom right of figures 6.8B and 6.9B. Thlmethat only the
first four modality combinations were used as the second measure of intud®that all subjects
managed to complete four different modality combinations when initially interactitiy tve
system, but many required help after this in remembering what other combmmatibbexisted.

Laboratory Study: The written component (see figure 6.8A) showed that 5 of the 12 non-
overlapped modality combinations (SS, SGI, SGE, GIGI, and HH) weréd sigmificantly in-
tuitive by the subjects: Ch{1,N=14)>10.286, p<0.001, while 2 out of these 12 non-overlapped
modality combinations were rated significantly non-intuitive (SH and HS)}*(@M=14)>4.571,
p<0.033. In comparison, 6 of the 11 overlapped modality combinations wei s@peificantly
non-intuitive by the subjects. These included HGI (feature overlapptdl) (object overlapped),
HGE (object overlapped), and all 3 combinations with both the feature bjettooverlapped:
(Chi?(1,N=14)>4.57, p<0.033). SGI (overlapped object) and SGE (overlapped object) were ho
ever rated intuitive by the majority of subjects.

When correlated with the lower graph in figure 6.8 one can see that the maxtatityinations
SGI, SGE, SS, and GIGI were mirrored as being intuitive. The modality catibmHH was
however never selected for use by any of the subjects within their Isirfimnactions, despite 13
out of 14 subjects rating the modality combination as being intuitive during the watteponent.
Many people commented that handwriting was too slow to use, and perhapsthésreason why
the subjects never selected HH within the practical component.
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Figure 6.8 Intuitiveness of the 23 different modality combinations as rated during é&titten
and B) the practical components of the laboratory study. The modality cotidvinadhat were
rated significantly intuitive in the written component are represented in @daokour.
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Figure 6.9 Intuitiveness of the 23 different modality combinations as rated during étitten
and B) the practical components of the real-world study. The modality comibsahat were
rated significantly intuitive in the written component are represented in @deokour.
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The overlapped modality combinations, SGI (object overlapped) and 8igé&ct overlapped)
were also never used within the 1st four modality combinations, which may ese due to
the combinations simply being overlooked by subjects due to the already wide @ non-
overlapped modality combinations to choose from.

Figure 6.10A shows the number of times and the order in which subjects skthetefirst
four unique modality combinations. It shows that SGI and SGE were seléstemost often,
while GIGI was the 2nd choice, and HGI the 3rd choice for most subjedissd results further
emphasize the intuitiveness of these select modality combinations.

A) Laboratory Study - First 4 Modality Combinations
Selected by Subjects

3rd
1st 2nd
1st

1st nd

I U
i ML ]
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B) Real-world Study - First 4 Modality Combinations
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Figure 6.1Q The first 4 modality combinations selected by subjects in A) the laboratory ahdi
B) the real-world study. The classifications 1st, 2nd, and 3rd denotadee im which modality
combinations were most often selected, for example in B), SGI was selesttetbdt often.

Real-world Study: For the real-world study, the written component showed that 6 out of the 12
non-overlapped modality combinations (SS, GIGI, SGI, HH, SGE, and) M@&te rated signifi-
cantly intuitive by the subjects: CHil,N=25)>6.760, p<0.009, while the modality combinations
HS, GIS, GIH, SH, and GIGE were rated intuitive by more than half of thgestis. In compari-
son, 9 out of the 11 overlapped modality combinations - all except for &t ¢t overlapped) and
SGE (object overlapped) - were rated significantly non-intuitive by thgests: Cht(1,N=25)>9,
p<0.003.

When correlated with the lower graph in figure 6.9, one can see that the sialitgacom-
binations rated as being significantly intuitive in the written component do incfarcelate with



196 CHAPTER 6. USABILITY STUDIES ON MULTIMODAL INTERACTION

the practical component. Furthermore, these combinations also encompass tassified as
significantly intuitive in the laboratory study.

Similar to the laboratory study, figure 6.10B shows the number of times anddaeinwhich
subjects selected their first four unique modality combinations during théigalacomponent.
GIGI, SGI, and HGI, all rate highly in this section, further emphasizing thditiseness of these
modality combinations, not just under laboratory conditions, but also uedémorld settings.

6.2.2.5 Modality Usage in Public and Private Environments

A topic that was covered inside the scope of the written questionnaire hadaidldhow the sub-

jects would feel using the modalities speech, handwriting, intra-gestutes)xdra-gesture, firstly
within a public environment (e.g. in a shopping mall), and secondly within afgenvironment

(e.g. at home). These public and private settings were taken to be anskogbe real-world and
laboratory settings in which the studies took place. A twist to the task was thjgctsithat took

part in the laboratory study had to hypothesize about how they woulomMeeh using the base
modalities in a real-world setting, and those subjects that took part in the celal-study had to

conversely hypothesize about modality usage in a laboratory setting. calee@ovided to the
subjects for this task was: ‘comfortable’, ‘hesitant’, and ‘embarrdssed

Chi-square tests showed that the subjects who took part in the laboratdyvgould (hypo-
thetically) feel comfortable using intra-gesture, extra-gesture, andwréting (but not speech)
within a public environment: CA{2,N=14)>8.714, p<0.013, and would feel comfortable using
all base modalities in a private environment: €RiN=14)>8.714, p<0.013. These results were
identical with those generated from the real-world study, in which subjectBrmed that they
would feel comfortable using intra-gesture, handwriting, and extraugefout not speech) within
a public environment: CA{2,N=27)>12.667, p<0.002, and would (hypothetically) feel comfort-
able using all base modalities in a private environment?@iN=27)>10.889, p<0.004.

Interesting to note is that as shown in figure 6.11, for both the laborataryhenreal-world
studies, the values provided for intra-gesture and handwriting remaieeshthe when used in
public and private environments, while the values provided for extrasgeand speech changed.
This affirms the notion that modalities which may be witnessed by surroundopgeyelthough
often rated as preferred, have a trade-off with respect to usexgyrier both public and private
environments.

The modality of handwriting provided mixed results with regards to comfortabditg the
reasons for this are thought to be two-fold. Firstly, many subjects saidhbanodality was
impractical to use because it took too long to write on the small display. Secsudigcts often
stated that they were very self-conscious about the legibility of their hamagy regardless of
whether or not their input was accurately recognized.

With regards to gender, the non-observable modalities were rated similabgtbymen and
women, while the observable modalities showed notable differences, paniiioerhen used in
a public environment. Gender differences for the observable modaliteshamwn in table 6.2.
In a public environment, only 33% of women said they would feel comfortableguspeech
in comparison to 67% of men, and only 40% of women would feel comfortabtey Lextra-
gesture in comparison to 83% of men. In a private environment, the main ryéiffdeence for
the observable modalities was with regards to extra-gesture, where éalgi8omen would feel
comfortable using extra-gesture in comparison to 100% of men.
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Figure 6.11 Modality usage in public and private environments as shown in the labysticaty
(A and B) and the real-world study (C and D).

Public Environment Private Environment
Speech Extra-Gesture Speech Extra-Gesture
Female | Male | Female | Male || Female | Male | Female | Male
Comfortable 33% 67% | 40% 83% 73% 75% | 53% | 100%
Hesitant 40% | 25% | 53% 17% 20% 8% 40% 0%
Embarrassed| 27% 8% 7% 0% 7% 17% 7% 0%

Table 6.2 Modality usage in public and private environments illustrating gender diffegs.
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6.2.2.6 The Effects of Observability on Modality Combination Preferene

Modality combinations that are (non)observable by surrounding peoplaszd as an index for
measuring concerns that a user might have when interacting with certainitiesda public
or in private. In comparison to the above section, which analysed thetetfeat public and
private environments might have on the base modalities speech, handwritraggésture, and
extra-gesture, this section focuses on a subset of individual modaiitpioations and draws its
results from the preference ratings that subjects provided througheuiractical components
of each study. For the purpose of this task, the two most preferredegntibservable’ and
the two most preferred ‘entirely non-observable’ modality combinations@mgpared. Entirely
observable modality combinations refer to those comprised only of the modaligestsand
extra-gesture (SGE, SS), while the entirely non-observable modality catrdris refer to those
comprised only of the modalities handwriting and intra-gesture (GIGI, HH, I&G).

Within the laboratory study, the two most preferred entirely observable modalitypinations
(SGE=2.64, SS=2.57, Av=2.61) rated higher than the two most prefentagly non-observable
modality combinations (GIGI=1.86, HH=1.57, Av=1.72). This implies that attleashe prod-
uct type ‘digital cameras’, the feelings of embarrassment and hesitatgmmiloked in the above
section had little effect on modality combination preference under a labgrsétiing. For the
real-world study however, where an average of 13.8 people coulddrefsom the shelf’s loca-
tion during each of the tests, a notable shift in subject preference waiesl. In particular, for
this real-world setting the two most preferred non-observable modality cotidnedGIGI=2.65,
HGI=2.19, Av=2.42) were rated higher than the two most preferredrefiske modality combi-
nations (SGE=2.00, SS=1.96, Av=1.98). As outlined in table 6.3, theskse&aply a significant
modality preference shift towards non-observable modalities when inle mudvironment and a
significant modality preference shift towards observable modalities wheeprinate environment.

Laboratory Study | Real-world Study | Difference (Real-Lab)
Observable MCs Av=2.61 Av=1.98 -0.63
(SGE, SS) U(14,26)=96, p=0.011
Non-observable MCs| Av=1.72 Av=2.42 +0.70
(GIGI, HH) U(14,26)=116, p=0.056
Difference -0.89 +0.44

Table 6.3 Effects of observability on Modality Combination (MC) preferences dyiitteraction
in private (laboratory) and public (real-world) environments, and etied by Mann-Whitney
U-test significance values.

This trend was also well supported by subject comments made throughouudiess For
example, subjects stated that they did not like the observable nature chspeed extra-gesture
was also seen to exhibit an observable nature because third partiegasilyddentify the objects
that one physically interacted with. For these two modalities, subjects commeatdtdir use
of the modality would be situation-dependent (e.g. dependent on whethendbality might
disturb surrounding people or arouse undesired attention from otloptede The use of these
modalities was also said to be product-dependent, as some subjects commeanisththspeech
interaction on a can of baked beans would be excessive, but wouldited $0 products with
complex functionality such as a TV. Furthering this, subjects stated that thelg wot (or could
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imagine not being permitted to) use extra-gesture on fragile products (ergel@in) or high-
value products (e.g. jewellery). Socially sensitive products, such #srgoundergarments, was
another area for which subjects stated they would be weary in usinghspedcextra-gesture.
Finally, the comments from subjects indicate that liking a modality is also usendept and this
has significant effect on the observable modalities speech and esttagyeFor example, some
subjects stated that they like to talk, and yet other subjects said that they matuhind using
extra-gesture in a public environment because touching a product isfpplae buying process.

6.2.2.7 General Results Regarding the MSA Demonstrator

One set of questions that the subjects in the real-world usability study sked 0 answer dealt
with general aspects on interaction with the system, such as what theiritevmodality com-
bination was, whether or not they would ever consider using overlapmethlity combinations
(‘'vyes’, ‘maybe’, ‘no"), how they would rate the learnability of the systéeasy’, ‘ok’, ‘not easy’),
and whether or not they would consider using the presented form ppsigas an alternative to
their current practices (‘yes’, ‘maybe’, ‘no’). The results are@mivs:

¢ GIGI was noticeably rated the favourite modality combination in the real-worlgysti3
out of 27 subjects). This was then followed by the modality combinations SGlb{dcs)
and SGI (3 subjects).

e 21 subjects would not consider using overlapped modality combinations, \wehsignifi-
cant: Cht(2,N=27)>24.889, p<0.000. However, as stated earlier, this result is not repre-
sentative of all mobile scenarios as the recognition accuracy of the MSA&mywas fairly
high and thus did not warrant the subject supplying additional (redunhitdormation.

e 23 subjects thought that the system was easy to learn, which is signifidan2 8l=27)>
32.889, p<0.000.

e 18 subjects would consider using the presented form of shopping dtearative to their
current shopping practices: Ct2,N=27)>14, p<0.001, while another 6 might, and only 3
would not. Aside from emphasizing that applications supporting multimodal cttereare
beneficial to users, these results show that the pool of subjects wasampew interaction
techniques and thus change in general.

6.2.3 Quantitative Comparisons Between the Studies

The goal of this section is to highlight the significant differences that mediwbetween the lab-
oratory and the real-world studies through direct comparison of thétsg$\lasinger & Kiiger,
2006).

As seen in table 6.4, a first distinction is that when compared to the laboratiolyy subjects
in the real-world study rated non-overlapped modality combinations better &ytieference of
Av=1.87 versus 1.58) and overlapped modality combinations worse (witfarpnce of Av=0.43
versus 0.60). This preference (de)amplification for modality combinatiosstigothought to be
due to the differences between public and private environment settungs4s privacy concerns).

Another interesting result arising from the comparison of the laborataytiza real-world
studies is the difference in individual modality preference ratings provimethe subjects, as
shown in figure 6.12. Using the Mann-Whitney U-test, this difference Wwa&s to be significant
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in 9 of the modality combinations, whose asymptotic 2-tailed significance valeeshain in
table 6.5. Note that these significance values are based on the combirédi8etamples (14
subjects from the laboratory study and 26 subjects form the real-wodg)stind that no subject
took part in both studies. These results further support the diffetbiatexists between the use
of observable and non-observable modality combinations in a privatewdlid pnvironment.

All Combinations Non-overlapped Overlapped

Av Max | Min || Av Max | Min Av Max | Min
Laboratory | 1.11| 2.64 | 0.14 || 1.58 | 2.64 | 0.64 | 0.60 | 1.71 | 0.14
Real-world | 1.18 | 2.65 | 0.19 || 1.87 | 2.65 | 1.19 | 0.43 | 0.81 | 0.19
Difference +0.29 | +0.01| +0.55| -0.17 | -0.90 | +0.05

Table 6.4 Summary of the differences in modality combination preference betweerbihatary
and the real-world studies, where ‘O=prefer not’, ‘1=maybe not’maybe yes’, and ‘3=prefer

1

yes’.

Significant Differences between Modality Combination Preferences
(Laboratory versus Real-world)

0.073 0=0.013 0=0.006

Preference Rating

2
© Laboratory Study %Q\ o A
B Real-world Study Modality Combinations A

Figure 6.12 Comparison of modality combinations for the laboratory and the real-woréliestu
showing significant differences ] in user preference.

Figure 6.13 illustrates the similarities in non-overlapped modality intuition that esistd®n
studies. It can be seen that the modality combinations rated most intuitive,(&3GHH, SGI, and
to a lesser extent SGE) correlate well between studies, implying that the ietg$is of modality
combinations is not affected by a change in environment setting. Althougsigraficant, this
trend was confirmed by a Mann-Whitney U-test (U(13, 25)), which testeahull-hypothesis to
show that the differences ‘were’ due to chance (i.ex=50.75).

Another difference worthy of mention is with regards to the hypothesizkesdhat subjects
provided for using a modality in public, based only on their experience withytsiem in a private
environment, and vice-versa. As illustrated in figure 6.14, testing the nptthgsis shows that
handwriting and intra-gesture correlate well for both public and privatg@ments (p>= 0.75),
while speech and extra-gesture do not. The lack of correlation fock@e®l extra-gesture might
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Modality Laboratory | Real-world | Difference | Asymp. Significance
Combination | Values Values Real-Lab | (2-tailed)

SS 2.57 1.96 -0.61 U(14,26)=123.5, p=0.073
SH 0.64 1.19 +0.55 U(14,26)=123.0, p=0.077
SGE 2.64 2.00 -0.64 U(14,26)=101.0, p=0.013
HGI 1.36 2.19 +0.83 U(14,26)=104.0, p=0.020
HGE 1.00 1.92 +0.92 U(14,26)=92.0, p=0.008
GIH 0.93 1.50 +0.57 U(14,26)=121.5, p=0.068
GIGI 1.86 2.65 +0.79 U(14,26)=99.5, p=0.006
SGI (ObjOv.) | 1.43 0.73 -0.70 U(14,26)=107.5, p=0.02%
SGE (ObjOv.)| 1.71 0.81 -0.90 U(14,26)=83.5, p=0.003

Table 6.5 Modality combinations exhibiting a significant difference in preferendgvéen the
laboratory and real-world studies.

Significant Differences between Modality Combination Intuition
(Laboratory versus Real-world)
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B Real-world Study Non-overlapped Modality Combinations

Figure 6.13 Significant differences between modality combination intuition arising froraitizd-
ysis of results across both studies.
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imply that subjects cannot easily estimate the impact of using observable modalftigsimand
private environments without first obtaining hands-on experience witteth@dalities in such
settings.

Interaction in a Private Environment Interaction in a Public Environment

- (Actual and Hypothesized) (Hypothesized and Actual)

c
2 5 0=0292 0=1.0 0=0171 o 0=1.0
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=
§ o 1 1 1.07
=
SN o - 0 .
qE) Speech  Handwriting Intra- Extra- Speech  Handwriting Intra- Extra-
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‘D Laboratory Study B Real-world Study ‘

Figure 6.14 Differences between hypothesized and actual modality prefereheesvia the real-
world and laboratory studies.

6.2.4 Anthropomorphized Objects

The usability studies that were conducted also analysed the concepitlmfopomorphized ob-
jects’, and ‘indirect’ versus ‘direct’ interaction. As outlined in section 4/thropomorphization
is the tendency for people to think of inanimate objects as having human-likeatéastics. To
realize this, the MSA had two different operating modes, one in which thetshgiéed not take on
human-like characteristics (the default mode used for the majority of the)sandyone in which
the objects spoke directly to the subjects. During the laboratory usability, stutjects were
asked to complete a written component that asked them whether or not tly (egpotheti-
cally) prefer to interact with the digital camera objects indirectly (e.g. “Whéhesprice of this
camera?”) or directly (e.g. “What is your price?”). These results fioenlaboratory study were
then complemented with a larger set of results from the real-world studyeh#twith direct and
indirect interaction and anthropomorphization. The testing of these ctntmk the form of a
practical and written component, which was conducted after subjectsohgpleted the tasks on
modality combination preferences as described in the previous sectiotmigsecond set of tests,
the MSA was set to support product anthropomorphization and subjecésimstructed to select
an object from the shelf and to ask it about several of its features tlngnd person tense, for
example “What is your price?” and “How many megapixels do you havedjecds that were
picked up from the shelf automatically initiated dialogues with the subjects by inthogl them-
selves, for example “Hi there, I'm the new camera from Canon with 5 meeglaf). All further
output by the objects was also conducted in the 1st person tense, foplexavly price is€599”
and “My focal length is 35 to 105mm”. User interaction with the system in this medelly
lasted around five minutes, which was sufficient time for the subjects to staddrthe underlying
concepts of anthropomorphization and (in)direct interaction. During this Soigects were given
a series of smaller sub tasks to complete such as to find the cheapest cartte¥asbelf and to
find the camera with the largest number of megapixels.
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6.2.4.1 Direct and Indirect Interaction

Laboratory Study: From the 14 subjects studied in the laboratory setting, 11 (or 79%) said that
given a choice between direct and indirect interaction they could imagefergng to interact
indirectly with the products. From these 11 subjects, 8 would howeveecoiovdirect interaction
if the system was designed to only support output of a direct naturealiligy to coerce a user
into direct interaction with products was also supported by comments made bylijeets. For
example, subjects stated that their choice in interacting directly with the systerhbeigffected
by their instinct to follow the objects’ lead, or might arise out of courtesyfaindess to the object.
Several subjects stated that efficiency might be an advantage of dite@dtion because nouns
such as ‘PowerShot S70’ and ‘camera’ can be replaced by simpleymersuch as the personal
pronoun ‘you’. One condition that was stated to be a necessity for ditecaction is that it would
need to appear natural to talk to the object. Those that preferred inidite@tction were generally
of the opinion that it was not natural to talk to objects and that they wouldsfieltalking to a
product because it was not human.

These results from the laboratory usability study provide only a brief ib&gb user accep-
tance for anthropomorphization and (in)direct interaction. The remaiesigts discussed in this
section summarize the findings on anthropomorphization obtained from theadd usability
study.

Real-world Study: The results from the real-world usability study show a much larger prefer-
ence for direct interaction than that which was depicted in the laboratady.sfthis is perhaps
attributable to the subjects gaining a firsthand experience in interacting dinatttlthe anthropo-
morphized shopping products, and it is perhaps also due to the novelty obtitepts that were
tested.

The first question that subjects were asked was which of the two interamtides they pre-
ferred most. The proportion of subjects that preferred direct interactier indirect interaction
(18 from 27 subjects, 66%) signified a trend for direct interaction angldinthropomorphization:
Chi?(1,N=27)=3.00, p=0.083. This tendency was also seen much more cleargrirthan in
women (see table 6.6), where 10 from 12 men (83%) stated that theyrpretirect interaction:
Chi?(1,N=12)=5.22, p=0.021, which is significant.

Sex
Male | Female | Total
Direct Interaction 10 8 18
Indirect Interaction | 2 7 9
Total 12 15 27

Table 6.6 Male and female preferences for direct and indirect interaction.

Similar to the laboratory study, subjects were again asked if they would aaioveirect
interaction if the system was only able to support output of a direct naflines increased the
overall number of subjects that would communicate directly with the objects Ifta 22 out of
a total of 27 subjects (an increase from 67% to 81%), resulting in the lbweraber of subjects
(22 from 27) being significant: Ch{1,N=27)=10.70, p=0.001. From the 9 people who originally
stated that they would prefer indirect interaction, 7 were female and 2 mwale Important to
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note is that a subject not willing to convert would end up in a dialogue with tsiesycontaining
incoherent language similar to the following:

U: “What is the price of thiscGesture- camera?”

O: “My price is€599”

U: “How many megapixels does this camera hav&zesture-"
O: “I have 5 megapixels”

6.2.4.2 User-Product Relationships

One question that subjects were asked, was whether they would be miaredrto interact di-
rectly with an object if the relationship between them and the object weregstiroh3 out of 26
people (60% of all women, and 36% of all men) agreed that a strongéioredhip with a partic-
ular object (e.g. something that they were particularly fond of) would mad tmore likely to
interact directly with the object. When asked what types of objects they woulsider talking di-
rectly too, the subjects mentioned: plants, soft toys, strategic computer gele@sonic devices
such as TVs and refrigerators, and houses. Several subjects thad¢he objects would need to
be intelligent, technical, or complex. Food was split both ways, and thrg@gegopeommented that
they would be happy to talk to anything and everything.
The notion that relationship has an effect in encouraging some usersracind@ectly with

products is further supported in that the likeliness of direct interactiana fiange of different
products, was always higher when the subject was classified as aaroather than as a ‘buyer’.

6.2.4.3 Direct Interaction with a Range of Products as a Buyer and aan Owner

A final question asked of the subjects was whether they would interactliglisgith a range of
different product types (soap, digital camera, personal computdraaar), first as a buyer (B)
and then as the owner (O) of the product (see figure 6.15). For brewity the resulting signif-
icance values that were obtained from non-parametric chi-square testsparted, where df=1,
NBuyer=27, and Nyner=22. While only around 30% of subjects would interact directly with a
bar of soap (as B: p=0.034, as O: p=0.201), around 70% of subpdtshait they would interact
directly with digital cameras (as B: p=0.034, as O: p=0.033), persomapaters (as B: p=0.012,
as O: p=0.003) and cars (as B: p=0.336, as O: p=0.003). It careletisat most of these values
are significant. Another visible trend is that subjects prefer interactingttjireith the products
as the owner rather than as a buyer, and this difference is best sabe firoduct ‘car’ (59% as
a buyer, 82% as an owner), in which a Wilcoxon signed rank test shivigdlifference to be
near-significant (z=-1.890, p=0.059).

Analysing differences between gender, men were more inclined to iniractly with the
products ‘personal computer’ and ‘car’ when classified as the o@@0% of men vs. 69% of
women, for both product types). A Mann-Whitney U-test showed thigitrergender difference
to be: U(16,12)=40.5, which equates to p=0.072 for both product tyypes.were in general more
willing to interact directly with the products, and non-parametric chi-squate sfow (with df=1,
NBuyer=12, and Ny,ne-=9) that although men would ‘not’ for example talk to soap (B: p=0.021,
0O: p=0.317), they would talk to digital cameras (B: p=0.021, O: p=0.096}sgnal computers (B:
p=0.004, O: p=0.003), and cars (B: p=0.248, O: p=0.003). Subjeats#id they would interact
directly with a car often stated that a car was a kind of family member, while aleudrjects said
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Figure 6.15 The effect that being the owner or a buyer can have on direct intienaeith a range
of different products.

that they would not interact directly with a car because of the similarity of thised #80’s TV
series ‘Knight Rider’.

6.2.5 Qualitative Observations from the Studies

In this section, the qualitative results that were obtained from the aboweiloks studies are
outlined. As discussed in (Wasinger & iger, 2005), these results form a general guideline in
determining which base modalities and modality combinations to use when designmglbile
users, and the results may also be taken as a starting point for future exrgiigies. The section
starts with a discussion of the comments that subjects provided for the ingivithdalities and
then summarizes the criterion that subjects saw to be important for multimodakiitarto be
accepted by the public.

6.2.5.1 Modalities and their Combinations

Speech: Some subjects found the camera names (i.e. the object referents) sirdwasShot
S11S’ and ‘FinePixA202’ non-intuitive to pronounce via speech. Osibjects expressed concern
about their spoken dialects, despite the system correctly understanelinguttd despite being told
to disregard system failures. Subjects mentioned that they would find thditpoflapeech better

if no buttons were required to start and stop the speech engine, whidbsaised to require some
training. A single press to start (and an automatic stop via silence detectisrglseestated to be
a possible improvement to the modality. Subjects stated that allowing for semargiogllyr dia-
logue structures when providing speech input was also important (e lgat‘/the price of this?”
and “What does this cost?”), as too was allowing for shorter and loregeesces (e.g. “Price?”,
“What is the price?”, and “What is the price of this camera?”). One stilyjas left-handed, and
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commented that the start/stop button was not in an intuitive location (the button vatadtie
speech recognizer was located on the lower left side of the PDA). lergersubjects stated that
speech was an “excellent no-fuss modality”. They said it was fast, atebie, interactive, and
one subject made it very clear that she liked the modality because she &tiyg.

Handwriting:  Subjects commonly stated that it took too long to write, but that the use of abbre-
viations might improve the modality’s efficiency, for example ‘S70’ insteadP@iwerShot S70'.
When writing both feature and object information, the problems of handwniieige amplified.
Subjects stated that the display space was too small and that the interactiooatdarkg in com-
parison to the other modalities. One subject said that they preferred nottéoon top of the
product images on the PDA display. More so than in the other modalities, subyjece very
self-conscious of their handwriting and feared that their input wouldatselly recognized by the
system. Some subjects stated that there were more comfortable modalities tthamitiagn For
the number of objects present in the product database (13), gestiserato be a better modality
to use when selecting objects. It was however noted that similar to intrargglséundwriting was
not easily observable and would thus be useful if privacy were reduifo this extent, handwrit-
ing was also said to be good in that it would not disturb other people.

Intra-gesture: Regarding the use of intra-gesture for the selection of features (i.e.ishal-v

WCIS scroll bar), subjects commonly stated that the system would be bettee i€auld see
all of the options at the same time. It was stated that the modality was very fashabwne

had to wait at times, depending on whether the relevant keyword wasntiyrvisible. Some
subjects stated that they would prefer the text not to scroll, while otherctabjgentioned that
it was important to be able to change the speed of the scrolling text (espdoialprge data

sets), and still other subjects would have preferred a larger font size tsed for the scrolling
text. Catering for such comments would however require more of the limited disp&ece to be
allocated to the visual-WCIS scroll bar. The general consensus wiasdaiching and waiting
for a feature to become visible was not good and that the modality would $iuffee user was

under time pressure. Although the implemented visual-WCIS scroll bar veasmsio have some
weaknesses, it requires less mouse clicks when compared to a typicalsingcture and does
not remove a user from their current context by concealing largeoptiops of the display. Intra-
gesture for object selection was seen by most subjects as an excelladitynadd even likened
to a natural reflex.

Extra-gesture: Several subjects mentioned that touching a product was a fundamentmere
ment of shopping and also part of the buying process. It was suggenstejust pointing at an
object (or using the PDA as a pointing device) might be an appealing aligrnftne’s hands
were also required by other modalities like handwritinglthough the weight of the empty cam-
era boxes was insignificant, large or heavy objects were seen to pose ddimfiba extra-gesture
interaction, as did product placement (e.g. high-up or low-down ptsfluSome subjects stated
that extra-gestures would be even better if the scenario entailed onlyghangthe objects (i.e.
no PDA), or a headset instead of the PDA so that the hands were stillOme extension to the

“When using the demonstrator, one hand is required to hold the PDA assaelktart and stop the speech recog-
nizer, while the other hand is required to differing degrees by the modatitiesgesture, extra-gesture, and handwrit-

ing



6.2. MODALITY PREFERENCE IN PRIVATE (LABORATORY) AND PUBLC (REAL-WORLD)
ENVIRONMENTS 207

scenario that is being considered for the future, is to port the MSA to & RBlevhich could then
be mounted onto a shopping trolley to free up the user’'s hands as well@witepa larger display
for the user to write on. Subjects also stated that the boxes on the shdli &leoreplaced with
the actual cameras, and it was also stated that it would be important foroidhegis on the PDA's
display to be sorted in a similar order to the products on the shelf to ease fivlojiecis when
navigating in a mixed-reality world. In general, extra-gesture was seea torband interactive,
but also one of the slower modalities.

Overlapped modality combinations: Some subjects formed fixed ideas early on during the
usability study in that they categorized all overlapped modality combinationsiag tegrible.
Subjects stated that these modality combinations were too complicated, took ardeo$tanding
and coordination, were time-consuming, and that the system should be ainlddarstand a user
without needing redundant information. Despite most of these modality cotithiaaeceiving a
poor rating, subjects were generally aware that duplicate information veeulefit the system, for
example in ensuring that user input was correctly understood. Some of¢nhlapped modality
combinations drew similarities to the process of thinking aloud, such as haindwaverlapped
with speech, but for this combination subjects also stated that they felt siljubec¢hey would
slur the spoken words due to handwriting being a much slower modality thaotspe

6.2.5.2 Characteristics Considered Important for Multimodal Interaction

During the studies, subjects identified several aspects as being impantantultimodal inter-
action. These included: comfort, enjoyment, familiarity, speed, accusaeye, accessibility,
privacy, intuition, and the complexity of a modality combination.

Speech was for example seen as being ‘comfortable’ to use, as too veagesture for object
selection on the PDA display. Extra-gesture (i.e. picking up and putting dealrworld camera
boxes) was considered comfortable for the given scenario, but vauie been rated uncomfort-
able had the subjects already have been carrying shopping bagstbetagects have been large
and/or heavy. Handwriting (which required the use of both hands) wasiadered less comfort-
able to use. Extra-gesture was described as being ‘enjoyable’ by mbjgcts in comparison to
intra-gesture, where subjects said that “clicking is boring”. Subjecte Wwewever very ‘famil-
iar’ with the modality of intra-gesture, which closely resembles mouse interaciiba ‘speed’
of the modalities also had an effect on modality preference, for exampbihiimg was seen
to be a slow modality when compared to speech and intra-gesture. Thé/pdreecuracy’ of
handwriting was also low despite the recognition being quite good.

Speech and handwriting were said to ‘scale’ better than gesture forfleagee and object
databases, in which it would be easier to speak out a product name thast tosfiially find a
product and then point to it via intra-gesture. Speech and handwriting also said to be better
if an object were not ‘accessible’ (e.g. behind glass or out of sto¢kle observable modali-
ties speech and extra-gesture were seen to disregard ‘privapgcialy when used in a public
environment. In comparison, the non-observable modalities handwritingntmegesture were
noted by subjects to perhaps be beneficial when dealing with sensitivdbieivacy was stated
to be a greater concern for object information than for feature informat®wrme multimodal
combinations (e.g. HS and GIS) and most overlapped modality combinatioesseen to be
less ‘intuitive’ than their non-overlapped and unimodal counterpartger&emodality combina-
tions also incurred ‘complexity’ costs arising through modality switching, whiak particularly
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evident for combinations consisting of both on- and off-device interagtisunch as HGE, in com-
parison to just on- or just off-device interaction (e.g. HGI) and unimodataction (e.g. SS). The
benefits (but more often the disadvantages) of each modality combinatierfreguently ampli-
fied based on the individual characteristics of the encompassed modalities,was particularly
visible from the subject ratings for overlapped modality combinations.

6.2.6 Usability Study Conclusions

The results from these usability studies have highlighted many importantctéwdstics about
mobile multimodal interaction. Most importantly, the studies have shown that fren23hdif-
ferent modality combinations offered to subjects within a mobile shopping soeimdra-gesture
and intra-gesture (GIGI), handwriting and intra-gesture (HGI), geegsh and intra-gesture (SGI)
were the most preferred combinations in a real-world or public environmégnle speech and
extra-gesture (SGE), speech and speech (SS), and speech argksttrre (SGI) were the most
preferred combinations in a laboratory or private environment. Foaj@ienvironments, the
combinations are also representative of how people would interact with ptlople. Unimodal
interaction was well liked by the subjects perhaps due to the simplicity in notngetswitch
between modalities. The results also suggest that certain modalities might besbiette to spe-
cific types of information, for example in the laboratory study gesture wefeped for entering
object information and speech was preferred for entering featuramiatmn.

The observable nature of the modality combinations was also shown to hasffeanon
modality use in private and public environments, with a significant shift ingpeeice towards the
non-observable modality combinations (GIGI, HGI) in a public environmedtanear-significant
shift in preference towards the observable modality combinations (SGEn &$rivate environ-
ment. Related to this, it was shown that the modalities intra-gesture, extraegemtal hand-
writing (but not speech) are comfortable to use in a public environmentathmdodalities are
comfortable to use in a private environment. A strong correlation betweemaldality combi-
nations rated intuitive and non-intuitive in the laboratory study and the redthstudy was also
shown to exist, with SS, GIGI, SGI, HH, and SGE all being rated significantiytive in both
studies. These results on modality intuition are expected to be useful figndes of interfaces
that need to be learnt quickly by users (e.g. exhibitions in a museum), whitdifteeences be-
tween observable and non-observable combinations highlight that teenfisay need to cater for
users differently when situated in public and private environments. Taktafive concerns that
subjects had regarding modality use can be taken to form a general geishedietermining which
base modalities and modality combinations are best to use when designing fite useps.

Regarding the overlapped modality combinations, it was seen that nolagved modality
combinations were significantly preferred to overlapped combinationspadeason for this is
almost certainly that subjects did not see the need for these more comptappesl interactions
when the same functionality was offered by easier and similarly robust modalitpioations.
Scenarios exhibiting a harsher environment (e.g. noisy), or wherestirasimore vulnerable to
making mistakes (e.g. running), or in applications where high levels of acgare vital (e.g. en-
tering in credit card details), may however provide differing results, asvtmuld a study focused
on system accuracy rather than user preference for differentlityoctambinations. Nonetheless,
it was shown that overlapped object information was more preferredaventapped feature in-
formation and that the modalities speech and gesture were better to combirmithlaimations
comprising handwriting.
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Finally, it was shown that direct interaction with anthropomorphized obje@sdspted and
indeed preferred by a majority of subjects, the results of which are signifior men. The prod-
uct type (e.g. cosmetics, electronics, automotive), relationship to a gréelgc buyer, owner),
and gender (male, female) were also shown to have an effect on atsupjeéerence for direct
interaction with anthropomorphized objects. These findings have alreayexploited in two
other projects in which interactive installations for museums and theme parkeiag developed
(Ndiaye et al., 2005).
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V4 CONCLUSIONS

This chapter outlines the scientific and practical contributions as well aothmercial signifi-
cance of this dissertation on multimodal interaction for mobile users. The chagteludes with
a discussion of the opportunities for future research that have coméstdaged on the findings
presented in this work.

7.1 Scientific Contributions

Previous approaches in dealing with multimodal interaction often dealt withydiwgited num-
ber of modalities and/or modality combinations, and in fact many focused onditeexisting
unimodal spoken dialogue systems to account only for complementaryrsplekatic gesture in-
teractions. Previous approaches rarely dealt with semantically ovedappet, nor did these
approaches appreciate the importance in re-weighting confidence talggsove recognizer bi-
ases. Past work has also been unable to incorporate modern interachioigtes well-suited to
mobile users such as tangible interaction. Mobile contexts were also vely agidressed, despite
these contexts having an abundance to gain from flexible and natural multimaaction and
modality fusion. In addition, previous approaches most often opted fothdited architectures
based on powerful but stationary computers, rather than embedded wmibeiting devices like
PDAs, which the user can carry in his or her pocket and access atdilhaany environment. Past
approaches were as a result also rarely able to conduct applicablitysaudies for multimodal
interaction suited to mobile contexts like shopping and navigation.

The following scientific achievements resulting from the work conducted indikisertation are
worth highlighting:

e A formal classification for multimodal input : Past work has tried to categorize the many
different types of multimodal input, but these definitions are only partialraodtly used
only to express the possibilities in one particular system. In section 4.2, thisrtdiss
tion provides a formal classification for multimodal input based on time, semaatick
source origin. The classification covers unimodal and multimodal input/apped and
non-overlapped input, and the individual modality combinations that caa fids fusing
base modalities.

o A flexible modality fusion architecture: Designed with the goal to demonstrate modality
fusion for a wide range of modalities and modality combinations, the MSA/BP Nt
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recognizers currently in use as well as new recognizers that may leel dnldhe future.
This is achieved by the mobile device’s modality fusion blackboard, to whicbgrizers
can write interaction events.

e An algorithm to re-weight confidence values To support both existing and future inter-
action devices, an approach was designed to account for biases\idirecognizer
confidence values, based on the analysis of accumulated user inputAdataunting for
biases in recognizer accuracy is a fundamental requirement for multirsggi@Ems that
are capable of fusing semantically overlapped information. The numbeichfsystems is
expected to increase, particularly for instrumented environments where ieshime-type
recognizers will provide many benefits for minimum extra investment.

e A method for resolving conflicts in semantically overlapped input This work demon-
strates how certainty factors and N-best lists can be effectively usedatve conflicts be-
tween semantically overlapped elements within a communication act. Similar to the above
point on re-weighting confidence values, such a method is vital for multinsydééms that
expect to be able to interpret semantically overlapped input from sameahypdifferent-
type recognition devices.

In addition to the contributions to the theory of multimodal interaction and modalityriyaipri-
mary highlight of this work has also been the creation and analysis of nesadétiten metaphors,
which is further supported by real-world usability field studies.

e Multimodal interface design to support the limited resources of molile-devices Lim-
itations inherent in mobile devices can affect the design and implementatiofieofives
multimodal systems. Such limitations include the lack of commercially available software
packages, constraints relating to the form-factor of the device (e.g. limitplhdispace and
no keyboard), and computational constraints (e.g. processing padevaking memory).
Despite the restrictions that are accompanied with stand-alone applicatisignete for
embedded devices like PDAs, user feedback collected during field-sttoidirms that the
multimodal systems designed as part of this work provide a powerfully sspee robust,
efficient, and intuitive interface for mobile navigation and shopping.

e Analysis of supplementary and complementary input This work has surpassed past
work with regards to the wide range of modality input combinations that haee imten-
sively analysed. These combinations, totalling 23 in all, encompassed s\gibey and
complementary input as well as semantically overlapped input capturedhirdtiple rec-
ognizers. Such analysis was made possible by carefully designing all auication modes
to be equally powerful; a task that itself required the implementation of novehitten
metaphors such as the visual What-Can-I-Say scrolling text bar. Theswaidety of input
combinations can be seen to help cater for individual user prefereacdsdynamically
changing environment characteristics including privacy and backdroaise.

¢ Analysis of tangible real-world interaction: In addition to the flexible and natural commu-
nication modes speech and handwriting, this work has focussed on thgiagmchi tangible
interaction with the real physical world, through the design of pickup, gwitgl and point
actions that are well suited for proximal and distal interaction with real-waisjdcts.
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e Analysis of anthropomorphized objects This work has created a reusable platform for
analysing the concept of anthropomorphism. Anthropomorphized objemts analysed
as a means to modify multimodal interaction from both an input and output [tixspe
Aside from modifying the person tense to create the notion of anthropomsaorphbbjects
were given individual voices and thus personalities with which to communi¢aeuse of
anthropomorphized objects was analysed in real-world environmentsdage of different
product types, and results from usability field studies can be seen tgtteanthe case for
anthropomorphism, which has been shown to contrast to previous bélsfgaral leading
researchers.

e A strategy for selecting modalities for presentation output In addition to the research
that has been conducted on multimodal input, this work also contributes to multimoda
output presentation, by providing a strategy in which output modalities caasily and
flexibly selected, and in which user- and system-defined templates cardiéexpfor the
presentation of output, e.g. based on context or mimic. The presentatianpft @lso
addressed synchronization issues between modalities and the formattintpof t suit
the inclusion of different semantic constituents (e.g. feature, object,)vafugthermore,
output presentation was designed to account not just for on-devigadtite but also for
off-device interaction. This is supported through the use of public dewgecally situated
in an instrumented environment such as projected displays, plasma dismhalypublic
audio.

e An extension to the concept of symmetric multimodality This work demonstrated that
the modalities used to present output can be selected not just based ordthldiesoused
for providing input, but rather also on the specific semantic constituentghémwtare to
present. Such an extension provides enhanced solutions in the caseoni@cy may be a
requirement for certain types of information.

e Usability field studies conducted under realistic environment conditios. The real-
world analysis of different interaction metaphors, as described ab@geachieved through
a series of usability field studies. The main study focused on user preéeamd modality
intuition for a wide range of modality input combinations, both unimodal and multilnoda
and semantically overlapped. To the author’s best knowledge, with 23 atiff modality
combinations, this study encompasses one of the largest sets of input ctonisiaaalysed.
Additional usability field studies were also conducted on modality accuratefiiciency
as well as user acceptance for anthropomorphized objects.

e Implementation of a multimodal demonstrator: The mobile pedestrian navigation and
shopping applications that were designed and implemented as part of tleidaties form
a multimodal demonstrator that is capable of presenting rich interaction possshalitiab
the concepts of anthropomorphization and symmetric multimodality. This demomnsiagto
since become a critical foundation for continuing research into intelligest ingerface
design as outlined in the next section.
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7.2 Practical Contributions

The multimodal demonstrator described in this dissertation has become a sdtidgvaliatform
for continuing research on Human-Computer Interaction (HCI) and Intelliggser Interfaces
(IUl). The MSA/BPN code-base has been reused in the project CCB&HAsIan et al., 2005),
an initiative that will see the creation of a mobile, multimodal, and multilingual tourigtegu
for visitors of the Beijing 2008 Olympic Games. The user interactions that eanedorded by
the MSA/BPN have also become a knowledge source for the SPECTERHrimjbct (Schneider
et al., 2006), where an open personal memong(ier et al., 2006) is used to record a history of a
user’s experiences in order to deliver ad-hoc and subsequeteixtdependent user support. The
MSA/BPN demonstrator is also being used for ongoing research into itirae instrumented
environments, where digital projectors (Spassova et al., 2005), spata (Schmitz & Butz,
2006), migrating characters (Kruppa, 2006), instrumented shoppillgysdSchneider, 2003),
and ubiquitous user models (Heckmann, 2005) are being used to funthemae communication
with users. The MSA/BPN has furthermore provided the foundationsefeeral bachelor and
master theses dealing with topics such as usability issues with mobile systems usoigle
eye tracker (Norlien, 2002), the generation of environment descripbiased on auditive percep-
tion (Maier, 2005), anthropomorphized objects (Schmidt, 2005), modaltgyudplanning, and
embedded Augmented Reality (AR) tag recognition for mobile de%ices

7.3 Commercial Significance and Contributions to Public Awareness

The multimodal demonstrator has provided an extensive code-base f@aute of communica-
tion modes and sensor input, modality fusion strategies, the blackboaitketare, and support-
ing databases. The contributions of this work do not however end Adre.demonstrator has,
for example, been shown to the public at a variety of exhibitions (see belogvjo a number of
prominent people including the ambassador of Australia to the FederabReptiGermany and
the ambassador of the United States of America to the Federal Republicrob@®erThe demon-
strator has at differing stages of development also been shown to coiaheeropanies with the
aim of helping to shorten the path that language technology requires to noowdHe laboratory
into realistic application’s Some of the companies that the multimodal demonstrator has been
shown to include: Fuji Research, ScanSoft, Siemens, BMW, T-Systenagniofer ISST, NTT
DoCoMo, and most recently the METRO Group Future Store Initiative. titimeh, the system
has been broadcast on televisi@nd illustrated in the newspaperFinally, aspects of the work
have been published in books, journals, and leading internationalreos and workshops, as
also outlined below:

e Exhibitions: The following is a list of exhibitions at which the MSA/BPN demonstrator has
been shown to the public (sorted by date).

— Saarland University Open Day: 01.07.2006.

1A current bachelor thesis: ‘Planung der Ausgabe des Mobile ShigtAss

2A current bachelor thesis: ‘Kamera und Marker basierte InteraktibiViabilen Geaten’

3This is the primary goal of the COLLATE project as outlined at http://collake.dé

4SR-1 TV Reportage on Zentruriif Sprachforschung, Aktueller Bericht, 17.06.2005. ‘Das spredh Regal’
SComputer Zeitung, Brennpunkt: Cebit - Leben und Arbeiten in der digitalett, pg. 12, 07.03.2005
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— CeBIT Fair, Hannover: 09.03.2006 - 15.03.2006.

— Voice Day, Bonn: 20.10.2005 - 21.10.2005.

— CeBIT Fair, Hannover: 10.03.2005 -16.03.2005.

— Empower Germany, Saakimken: 30.06.2004.

— DFKI Language Technology Summit, Sadrbken: 11.05.2004.

e Journal and book chapters Contributions have been made to the book “True Visions”
by Aarts and Encarna@o (2006) and to the special journal issue on “Conversational User
Interfaces” by Wahister (2004).

¢ International conferences Parts of this work have been presented at international confer-
ences on intelligent environments (IE 2006 in Athens), intelligent user atesf(IUI 2006
in Sydney and 1UI 2004 in Madeira), mixed and augmented reality (ISMAG526 Vi-
enna), pervasive computing (Pervasive 2005 in Munich), human demimteraction with
mobile devices (Mobile HCI 2003 in Udine), and speech communication anddéxdy
(Eurospeech 2003 in Geneva).

e International workshops: Parts of this work have also been presented at international
workshops on user-experience design for pervasive computitfggiakintelligence in mo-
bile systems, invisible and transparent interfaces, multi-user and ubiquieunterfaces,
adaptivity and user modelling in interactive software systems, physicahatien, person-
alization for the mobile world, and intelligent situation-aware media and pragerda

7.4 Opportunities for Further Research

The previous sections have outlined the scientific, practical, and commeagnes that have al-
ready been realized through this dissertation. In the current secttang iesearch directions that
have become discernable through this work are highlighted, and this is éallevith possible
future extensions to the work outlined in this dissertation.

e Multimodal communication: This work has highlighted that mobile users require new in-
teraction paradigms. Tangible interaction is one such paradigm that sheatspgtential
and could be extended to include more than the selection-gestures thabwtiared for
the MSA/BPN. In addition to the linguistic communication modes speech and hiimgyvr
non-linguistic communicative modes like facial expression, eye, hand; myements,
and emotion are another largely untapped source of communication thad Sudtuwell
to multimodal systems, particularly as a form of additional passive input. @tipg such
communication is the need for new types of device and new methods for integosen-
sor data (e.g. biosensors). The MSA/BPN is capable of interpreting frgoat multiple
same-type recognizers, and this would be another interesting field of parntigularly with
respect to natural language processing, which is not readily availabéerfbedded devices
but would, as part of a distributed architecture, complement the finite-siatengars used
in the MSA/BPN.

e Multi-user and multiparty interaction : One area that this work has briefly described is
that of multi-user interaction, in which multiple users can interact with the sanwf det
vices at the same time (e.g. real-world shelves and shopping products irsthesdé¢nario).
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Future research might like to consider multiparty interaction, in which partipsagle can
collaborate in everyday tasks like shopping and pedestrian navigatioexa@mple group
that would benefit from multiparty designs are families. Families generallyistorfspar-
ents and children, both of which can have different goals and objsciwen partaking
in the same task. Designing for multiple parties will require interaction paradigrae to
adapted to the specific individuals, and additional functionality such asbitigy & com-
municate and locate other people in the party will also need to be addressed.

Multimodal interaction with mobile referents : One natural path for future research fol-
lowing on from this dissertation on mobile multimodal interaction is that of multimodal
interaction where not the user is mobile but rather the referents. Frommercial stand-
point, such interaction would suit well to ubiquitous advertising. Interactiuiccas a first
step take place with stationary real-world billboards and later on with movingtsbjes-
ible within digital video streams (e.g. movies and soap operas). Interactiod eeen be
extended to encompass moving real-world objects such as nearby pedpieeaclothes
and accessories that they are currently wearing.

Usability studies A variety of additional usability studies would also benefit the design of
future state-of-the-art multimodal systems. User preference for ingivVitiodality combi-
nations could be conducted for mobile applications in different environe@mniexts and
for different user groups (e.g. children, adults, and the elderly@sé&lstudies could also be
extended to research how modality characteristics like accuracy andrmafficare affected

in such contexts. Another topic requiring further research is that of@mdmorphization,

for which studies could focus on a broader set of product types sadgroups than that
discussed in this work. Such studies could also focus on user accefitaraoss-selling
(and up-selling) and user acceptance for anthropomorphized olgestinalities that are
based on a particular product (or product type) and user (or usepyy

Several topics relating to the specific implementations described in this wanelynapplication
scalability and modality fusion, also provide ground for interesting futusearch.

¢ Application scalability: Domains like shopping and navigation can contain very large num-

bers of objects. Although a realistic implementation for interaction with the ptdgipe
‘digital cameras’ was achieved in this work, this product type represmnysone from a
possible many thousands of products and product types that a storecoighin. As a
result, access to a realistic database of objects would be a crucial retd steting aspects
like the accuracy of the system. One factor influencing accuracy is thefdlze associated
grammars. This issue has largely been avoided in the current work thibeguse of a
dialog management strategy that requests the user to select one typeovffimisjeall of
those that are otherwise available. A more flexible solution might however inedgo-
rate user-positioning technology (Brandherm & Schwartz, 2005) tdifgleelevant object
types nearby to the user’s current location. Incorporating the ability toaicttevith multiple
product types would then also permit the use of information on partial senwvatitap, as
described in section 5.3.5.

The grammars that are currently used in the MSA/BPN have been hawedicfaf each
product type. This is acceptable when many products all have the sametatr{e.qg.
digital cameras), but is less acceptable when many different produes gxast, as is the
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case when modelling the entire product range of a store. One solution todhid e to
automatically generate the grammars based on keywords available in theséaaddased
on the type of questions that users may ask (e.g. wh-questions ancgtiens).

e Modality fusion: The modality fusion component outlined in chapter 5 contained several
simplifications that could be extended upon in future work. As describegkiios 5.3.3.1,
only a means to collect user feedback on recognition accuracy hasrbelemented. Ma-
chine learning principles could however be applied such that userdekdbllected during
runtime is automatically integrated into future confidence weightings. Accutaty has
also only been accumulated based on each recognizer, each modaliBac@ndemantic
constituent (e.g. feature and object). An extension to this would be to defmeacy in
terms of each semantic constituent’s value (e.g. ‘price’ and ‘Power&oL. $\s described
in section 5.3.6, the MSA/BPN also only accounts for the fusion of two seméntizeer-
lapped elements. Certainty factors can however account for more thaimpgwiostreams
and this would then better permit for the use of even more communication modiesi-in
ing the use of multiple same-type recognizers. Finally, now that usability fiedliesttnave
been conducted to identify accuracy rates based on the individugmeeos, it would also
be useful to conduct studies that determine by how much the use of thismatfon has
improved the recognition of multimodal interaction in the MSA/BPN.
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