
REPL/\CG1EilT ALGORITH~1S BASI NG 
ON GE NERA LIZED MODE LS FOR 

PROGRAM BEHAV IOUR 

A 73 - 12 

BY 

Ono SPANIOL 



- 1 -

1 . Introduction 

Derivations of good replac ement algorithms for virtual 

memory computers usual l y a re based on intuitive consi de

rations and on models which are either very r estrictive 
or hard to realize . 

King [5] for example uses the unrealistic as sumption that 
the prob abilities of r eferencing the pages of a program do 
not change during the execution of t he progr am (cf. Aho , 
Denning and Ullman [1], o-order s tationari ty of progr ams ) . 

Various other approa ches (including the very inte r esting 
"working set model") are describe d in papers of Denning 
[2 - 4]. 

Mostly discussion is restricted on demand paging stra te gies 
(only the page cont a ining t he reference s a ddress is loaded 

into the fast memory unit if it is not yet p r esent t her e ). 
Thus the remaining problem is to determine t he page wh ich 

should be displaced from fast memory; this page must be re
loaded into main memory if its cont ents have b een changed 

during the residency of this page in fast memory . li'urthermcre 

in the cited papers the effects caused by program behaviour 

are ne glected or insufficiently discussed. 

In our opinion [7J Via s the first pap er deriving a reI) l acement 

algorithm on the base of two models of reference strine;s , 
namely the sequences of the addresse s of referenced instructions 

and data respectively. 

In the present paper results are derived for models of pro
gram behaviour which are more adequate to realistic situations 
than the models used in [7J. Furthermore a discussion of the 

new models is made if we are restricted on demand paging algo
rithms. Moreover , fo r mulas are generalized on the case of 
not - I"Iarkowian conditions of program structure . Finally a 
replacement algorithm is derived which consists in a compro

mi se between the strategy derived in [~ and customary stra
tegi es (e . g . LRU); by this modif i cations some difficulties 
are removed whi ch are challenged by spec i fic program behaviour 

which i s not easy to express i n f ormulas . 
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2. Summary of definitions and main r esults of ~] 

A two-level storage hierarchy is considered where main 

memory ( MM ) and fas t memory (FM) are di vided into instruction 

memory I and data memory D. 

A reference string is the sequence x , ••• , x 1'x, ••• of 
-r -

instruction (or data) addresses a progr~l needs during its 

execution. 

Let B , ••• ,B 1,B, ••• be the correspondi ng page s in I'IH and -r -
let x be the address of the instruction (or dat a ) actually 

referenced . 

For the actual contents X of FI'I we assume XC 
-1 V B. 

. 1 l=-r 
i. e. t he FI"l only contains pages of t he running program . 

Now l et f- 1 (y) be the l"'f..I"l-address of an i nstruction (or data) 

y in the FM. 

Definition 1: 

z = z(x) is said to be the previous data address (PD ) of x E I"m 

if \f-1 (z) - xl ~ If-1(u) - xl for all u c X. 

If t he re are at least two addre sse s z with this property 

then t ake anyone of them as PD of x. 

The difference f- 1 (z) - x is said to be a jump . 

We assume jumps being independent r andom variables and dis

tributions yI and yD (of the length of jump s in I and D respec

tively) being time-varying but maintaining some charact eri stic 

properties (y. ~ y. 1 and y . ~ y . 1 for i ~ 0) during the 
1 - 1+ -1 - -1- -

execution of the program. 

Furthermore as a Markow-condition we assume that the hitrate 

(probability of x € X) depends on x and the PD z of x but not 

on previous other data. 

Now let B1 , ••• ,Ba be the pages a program needs for dat a (or 

instructions respectively) and a ssume that the FM consists of 

n pages (n L:. a) of size k then for the hitrate Q we have 
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a 
Q = p( X lE X ) = L 

i=1 

a 
'L w . • Q. · r 

m= 1 m, l l - m,m ill 

",ith the abb r eviations : 

VI • · - p ( B . t!f X I r 1 (x) € B ) 
m,l l m 

Q .. · - p( f-\x) E B . I f - \z) lE B . 
l,J J+i J 

rm · - p( f - \z) € B ) m 

B . . <ii 
J+l X ) 

A replacement algorithm i s said to b e optimal if Q is maxi mi zed . 

Hanting to do so the replacement probabilities \'I . have to be m,l 
ch oosen opt i mally . Since we ar e not restricted on demand paginG 
strategi es the derivation of optimal Vi • is very easy because 

.':1 ,~ 

in t h is case the rows of t he matrix W : = (\'I . ) can be consim, l 
dered as mutually i ndependent . 

Theorem 1 ( (7J ) : 

To maximize Q it i s sufficient to maximize 

a 
Q': = .r \'Im i · Qi - m m 

l =1 ' , 

by the const r a int s 

a r w . = n (m = 1 , ••• , a) 
i=1 m,l 

(m = 1, •.• , a) 

atld 

Hence Q' and Q are maximized if ( given m) we ass i gn 1 to t he 

n probab i l ities w . belonging to the greatest numbers of t he m,l 
corresponding probabilities Qi-m,m. 

Theorem 2 ( [i l ) : 

Let Qi,m ~ Qj ,m for 0 ~ lil < Ijl ~ a 

Then for n odd \'le have: 

w = (w .) = m,l 

For n even t here is a 

similar form of ',.j , 

cf. [7]. 

1 ...• 1 . 
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The assumptions of theorem 2 are thoroughly discussed in [7J. 

As a result of this theorem we conclude that the hitrate is 

maximized if the neighbourhoo d of the PD of the actual data x 
is present in the FM . 

~Ie are not sure that the page containing x will be the page 
of the PD of the address x 1 referenc ed in t he next step but 

in account of the characteristic properties of the distri
butions yI and yD and the Mar kow-condition this v/ill be the 

best estimation of the page of the PD of x1 ( maxi mum likelihood) . 

That is why the best we can do is to load the neighbourhood 

of the referenced data address x, if the corresponding page is 
missed in FM . Pages of t h i s neighbourhood which are already 

present in Fl1 are obviously excluded from this replacement 
process. 

3. Subdivision of l'm and FI"I by addretls regions 

In section 2, I-m and FI"I are divided into two parts (for data 

and instructions respectively) . This is caused by the diffe
rent structure of the corresponding reference strings . 

Testing the replacement algorithm described i.n (7] by means 
of simulations one remarks that the assumptions made for the 

data part D of Ml1 are not realistic. This comes from t he fact 
that D splits into different blocs or re gions , each one cor

responding to different data blocs. For example constants , 
simple variables , arrays and so on are stored in different 
(not necessarily coherent) re gions of D. 

That i s why the application of the algorithm described in [7] 
leads to many superfl uous replacement operations wherlever 

the region of x doesnot coincide vIi th the region of x - 1 . 

On the other hand for a suitable partition of D (and a cor
responding partition of the FI'1 belonging to D) into regions 

the assumpt i ons made in [7J hold (local l y) for each of these 
r egions. 
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Definition 2 : 

Let S* : = [ E1, ••• ,Bal . - {b 1 , •• ••• ,bkaJ be the address 

space for data (or instructions) a progr am needs . Page E . 
1 

of size k i s i dent ified with its addresses b(i_1)k+1 ,. ,. ,b ik• 

* s c s S= { B. , ••• , B .. } 1 " i<i+j < a 
1 l+J 

is a r ePlion 

r. { 01 '··· ,Sr } 
* . - i s a partition of S into regions 

r 
* 

~ V S . = S ; S . f\ S . = 0 ( i t j ) 
i=1 1 1 J 

The actual contents X = { X1 , ••• ,Xn1 at time t of the Fl'1 

are Ci yen by a mapping 

* f t : S ) X 

{ :j 
if page j of Fl1 contains 1\ 

with ft( Bi ) = 
if B. is not present in n! at 

1 

* The partition of S induc es a . partition of X: 

Ft : L ~ P (X) 

"'~ S . ~ L 1 V {ft( E)} 
B E S . 

1 

time 

If IFt (Si )1 ~ 1 (by lHI we denote the number of pages of H) 

t hen : Ft(Su) A Ft(Sv) = 0 (u t v) 

(beciJ.use X only contains dat a of the 
running pro 3r 8;1} ) • 

Defini tion 3: (PD relative to a re gion S If L ) 
Let x E S EL be the data actually referenced. 

z E S is said to be PD of x in S , if: 

1. z E Ft(S) 
-1 

2 . I f t (z) - x I 
= 

-1 
1ft (u) - xl 

t 
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Let r n~t) = n 
. 1 ~ 
~= 

In the followin B sections we assume n i : = nit) for all t , 
i. e . the partition,of FM i nto parts corre s ponding to the 
t he regions S1 , ••• ,Sr i s fixed . This assumpt ion is discuss ed 
and vleakened in the last section of the pape r . 

\oIe are now ready to gene r a lize the main results of [ 7J in 
tvlO ways . 

3. Generalization of t he 11arkow-condition 

Results s i milar to those derived in [7] a r e obt a ined if 
ins tead of the i1ar kow- condi tion vie assume that the hi trate 
depends on at most m data (m > 1 f i xed) 0f the past . 

Definit i on 4 : (m- t h PD of x) 

zm i s said to b e t he m- th pr evious data (I'D) of x E S € ~ iff 

1. z. is I'D of z. 1 in S (j = 2 , ..• ,i ) 
J J -

2 . z1 i s PD of x in S (cf. Def. 3). 

I n the fol l o\'ling vIe assume that Q depends on at mos t m 

prev ious data z1, ••• , zm ' 

Let 'l m : = (i1 ,··.,im) 
and 

i . € [1: aJ 
J 

for j = 1 , •.• ,m 

w'J . 
m'~ 

. - p( Bi E Ft ( S) I f :;; \ z1) E Bi1 ; • • • ; f :;;\z ) E B. 
m ~m 

) 

Q. ~ . - p( f:;;\X)€ Bi I Bi EF t ( S ) ; f:;;\ z . )eB. for j = 1 , •• • ,m 
~, m J ~j 

..... 
Not e t hat for m = 1 the definition of Qi 'J i s slightly 
varied compared with the corresponding '1 

defi n i t ion in sect i on 2 . Thi s variat ion l eads to a s implifi
cation of the follol'iing formulas . 

) 
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Theorem 3: 

Let x EO S /s/ = a 

a. Q = 

a 
b. L w') m,i = nS f or a ll 'lm E [1 : a] m 

i=1 

Proof : 

Q = p( 

a 
= .[ 

1=1 
a 

= L 
i=1 

x€ Ft(S) ) 

p( (;;1 (x) EO B . 1 and B. EO 1 Ft(S) ) 

a 

> p( f:;;1 ( x) E Bi Bi EO Ft( S) ; 

i 1 ,···,im =1 
(;;\ z1) E Bi1 f:;;1(z ) E B . ; ... ; m 1jn 

• 

a 
= L 

i=1 

nS 
L p( Bi contained i n C

J
. E Ft( S) I ..... 

j =1 

1 = 

B. 
1 

) 

) 

) 

Si milar to the I"Iarkowian case (m=1) the hitrate and conse
quently t he eff iciency of the repl acement algorithm i s deter
mined by the replacement probabilities w~ . • 

"m,l 
Not b eing restricted on demand paging strategies we obtain 
(using the methods of section 2) the following result : 



- 8 -

Theor em 4 : 

An optimal replacement algorithm i s obtained by choos ing 

( and-carrying out t he re sultinG replacement operations) 

such that 
a 

" I'l .• Q . 'J is maximized .L-1 :J ,l l , 
l= m m 

Q' = 

by the constraint s 
a 
L w'J . 

i =1 m,l 
and o < < 1 • 

Henc e we have to ass i gn 1 to those of the probabilities VI" • 
J , l 

which belong to t he nS greatest of the corresponding Qi g m 
(:J m fixed) and 0 to the othe r w'J . (i E {1 , ••• , a J ) . ' m 

m,l 

To applJ' this theorem vie have to determine an a dequat e partition 

of the address spaces I and D in re gions and , f urther more , 

to derive relations between the probabil ities Q . " which 
l ,'" 

are t ime- independent , generally valid and , l as t m 

not least, simple (since t he implementation of t he re sulting 

r ep lacement algorithm should not be too expensive) . 

If ID = 1 (i . e . the Markow- condition of section 2) t he deri

vation of such r elat ions i s possibl e but here a lready these 

r e lations are sens i t ive to perturbations wea..lcening the 

time-independence. 

If m > 1 the derivation of s ilnp le and "stable " relations 

(i . e . insensitive agai nst perturbations) seems to b e 

hopeles s . 

That is why the rest of this paper is restricted again on 

the Markow- condition m = 1. 
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5. Analysis of demand pap.;inf'j a l gorithms 

5.1. Introduction 

When restricting on demand paging t he me t hods developed in 

sections 2 and 4 are not any longe r applicab le since in any 
step (of time) at most one page may b e disp l aced from the Ft-1 ; 

for t h is re as on the rows of the matrix W - (w . ) are by no fi , l 
means independent . 

He vJant to maximize t he following expression : 

Q. (t) and r (t ) 
, -"l - m , In m · 

Hereby the superscrip t (t) indicates time or numb er of t he step . 

As in section 2 of t he paper we assume that t here are time- inde-
pendent reala tions bet.,een the prob ab i lities Q. : l - m, m 

> Q\t) 
- J ,m 

==> Q(t+1) '> Q (~+1) for all i , m, j and t. 
l ,m - J ,m 

The coefficients r m( t+1) are influenced by t he choice of \/ t+1) , 
ffi ,l 

i . e . by t he repl a cement in step t . 

In account of the relations holding between the Q~t~ (cf. sect . 2) , l , J 
the r'l arkow- condition and the fact tha t in the case of demand 

paging the replacement of at most one pare in step t cannot 
change significantly the probabilities r t+1) compared with 
the corresponding r(t)we may re Gard the v:lues of r(t) as 

estimations of the n~mbers r(!+1); these estimationsfiare choosen 

according to the maxi mum- likelihood principle. 

Since r e!) is not i nfluenced by a r eplacement in step t vIe try 

t o sol ve the simpl ified problem 

t 
i -1 

by the same constr a i nt s as in s~ction 2 . 

max 
(t+1) w . 

m,l. 

In case of non demand pagi ng a l gor ithms the solution of the 
s i mpl i fied problem could be received by maxi miz i ng the sums 

over t he r ows of the matrix v, , but if ,le ar e rest rict ed on demand 
pagi ng \,/t "!"1) depends on w(t~ and on \,ct~'1) (r t m) . 

m,l m,l r ,l 
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5~ 2. Relations between w( t+:) and \0,( t ~ 
m,l m,l 

Let v ~ S E ~ be the pag e of the data referenced at time t. 

The n i n a demand p a g i n g environment this pag e will be pre s ent 
. Fl\l t t· t 1· ( t + 1 ) 1 ln 1 a lme +, 1. e. w =. m,v 

There a r e sev eral cases to be discus s ed : 

(t) } 5.2.1. Let w = 1 for some mE" {1, ••• ,a • m,v 

(t) (t+1) . Then w . = w . for 1 = 1, ••• ,a. m,l m,l 

No replacements are carried out, rJW m of W rema ins uncha n ge d . 

5 .• 2.2. ]~e t .. ./t) = 1 - d < 1 f o r some m € { 1 , • •• , a}. 
1'1 ,V m 

L e t 1 t : = {i1 ,···, in} b e the set of paGe numb e r s of r egion S 

which a r e p res ent in FI"I at time t. 

5.2.2.1. Let v c Jt , i. e. no r eplac ement at time t. 

To guarantee w(t+1) = 1 and t w(t~ = f v/ t +:) = n " , 
m,v i=1 m 1 i=1 m 1 0 

the prob abilities w(t+:) must be multip lie d b y a factor d > 0 
m, J 

if i = v 

if i + v 

Obviously : d 

5.2.2.2. v * 'J t • 

Only in this c a se Q(t+1)* may be improved by an appropriat e 

choice of the page which is to be replaced in favour of v. 

Whitout knowledge of the criteria of the r ep l a c ement al gorithm 

no new relations between w(t+:) and \/t~ (i + v) a re obt aine d. 
m,l m,l 

This is explained by the following discussion for two i mp or-

tant classes of replacement algorithms. 
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A. Random r ep l a c ement 

if i E::1 t 

i f i ~!1 t 

If the disp l a c ed page i s cho o sen a t r andom 

{

1 if i = v 

w(t+:) = (n -1)/n
S 

if ' i ~ 1t 
m,l s { 1 

o if i f. J t v v J 

then 

B. t-de t ermi nis t i c rep l a c ement a l gorithms 

Definition 5: 

A deman d paging rep laceme n t algorithm is said to b e 

t-determi n is t ic if and on l y i f at t ime t t he ( numbe r of 

t he ) page w to be r ep l a c ed (if a r eplac ement ope r a tion 

is nec e ssary ) is u n ique l y de t e r mine d b y t he a ctua l content s 

of the corresponding part of the FM, i. e. vI = f(J t). 

For t-de t e r mi n i stic s tra t egi es we hav e 

w(t+1) = 1 and w(t+1) = w(t +1()) O. 
m,v ID,W m,f 't 

The othe r page s are not i nf l uenc e d b y t he rep l a c ement of 

v by w (concer n i ng t he ir presence i n bh e FM ) but t he 

prob ab ilities of p r e senc e in FM are change d; thi s i s c ause d 

by the con stra int s 

w(t+:) = 0 

Therefore {1 

m,l (t) 
h ·'11 • 

m,l 

where wet) = 1 - d m,v m 

a (t) L W . 
i=1 m,l 

if i 

if i 

if i 

<: 1 

and h = 1 -
d -e ID ID 

v 

w 

t v,w 

wet) em > 0 ID,W 

(t+1) 
Hence W m,i decreases if dm > em' increases, if dm ~ em 

and remains unch anged, if dm em (as one p resume s from 

an intuitive aspect). 
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(t+1)· 5 •. 3. Evaluation of Q for t-deterministic algori thrns 

Suppressing i ndices (t) we have 

Q(t+1)* r r • f w(t+:) . Q. 
m=1 ID i=1 m,l l-m, m 

Now l e t c 1 ' C 2 E {i1 , ••• ,ins] (c1 f c 2 ) be t v.fO p os s ibl e c h oices 

of replaced pages _ 

Let Q * be t he hitrate Q(t+1) * if c. i s disp lac e d (j = 1, 2 ). 
c. J 

J * * Then according to t he sign of t he expression Q := Q - Q c 1 c 2 we prefer to r eplace c 1 (if Q > 0) or to rep l ace 

c 2 (if Q <0). 

For t-deterministic algorithms we have: 

a 
'[" r • ((,~ + h( c .) • 

m=1 ID "V-m , m J 

1 _ ,,/t) 
m,v 

1 -
ns _ \/t) 

m,v 

Hence 

* * Q = Qc - Qc 
1 2 

a 
L 

i=1 
it c . ,v 
_ ,,) t) 

m,c. 
J 

(-t) 
1,:V m,c j 

r r m·( h(c ). r w(t!_Q. 
m=1 1 i=1 m,l l-m,m 

itc 1 

(t) 
vJ •• ( 1 . ) 

Ll ,l "l- m, m 

Because of the great number of par ameters a general deter

mination of the sign of Q seems to be imp ossible. 
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In the following we discuss the simplifications we obtain 

for the class of strongly deter~inistic demand paging 

algorithms , a class containing most uf the usual demand paGing 

strategies. 

5.4. Strongly deterministic d emand Daging al gorithms 

Definition 6: 

A demand paging algorithm is strongly deterministic 

if i ~ 1t 

if if 1t 
for all i, m, t, 

for all re g ions S of MM 

and for all corre sponding 

part s '1 t = '.J t ( S ) 0 f FH. 

Roughly spoken all al gorithms which never displ a ce at random 

are strongly deterministic . 

For strongly deterministic algorithms vie have the following 

obvious results: 

a. The rows of \./ ( w(t!) 
m,l are equal. 

b. Let XEV~ :Jt; let w = fc'.J t ) be t he replaced page . 

£: if i E 'JtV {v} '{w} 
Def ~ 

Then: (t+1) t+1 w . 
m,l if i <t :J t+1 

Now we establish a rep lacement criterion for strongly 

deterministic replacement algorithms: 

Theorem 5: 

For str. determ. alg. a maximum of Q(t+1)*is obtained as follows: 

If x E v f J t then displace w E I] t where w is given by the 

condition 

a r r - 0 
m;=:1 m '-'W-m ,m min for w t 1 t • 
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Proof: 

Using the formulas of section 5.2. we see that 5.2.2.1. i s 

impossible whereas for 5.2.2.2.B. we have dm em = 1, 

i. e. h h(C
j

) = 1, 

whence 

* Q c 

That is why 

a 
is maximized if ~ r Q is minimized for c E Jt • 

rk;-1 m c-m ,m 

Even here a general decision of the sign of Q seems to be 

impossible by reason of the complicated structure of t h e r i • 

But since the previous data (PD) relative to re gion S of t he 

data x 1 E S referenced at time t+1 is likely to lie in page v 

or in another page of Ft(S) belonging to the nI'l-neighbourhood 

of v and since we assume that the relations bet'\,wen the 
probabilities Q ~t) hold independently of t we see tha t 

J ,m 
(to obtain a simple replacement criterion) we should displace 

from Ft(S) the page which (in l'II'1 ) has greatest distance of v. 

This criterion is also motivated by t he following informal 

discussion: 

'" '" Let rv» r i (i + v). Then Q - Q ~ r (-Q + Qc -v v)· c 1 c2 v c 1-v,v 2' 

'" '" That is \'lhy Q ) Q ~ Q > Q c 1 = c2 c2-v,v = c 1-v,v 

This condition is satisfied if IC 1 - v I ) I c;::> - v I (in I'm). 
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If the maximum of the r i is not rv but ru (where u is near to v) 

then perhaps it would be better to displace page c E 'J t which 

is given by Ic - u / 1 max for cE ~t. 

N 01tl by reason of maxi mum like lihood ru cannot by much greater 

than rv; furthermore tv - ul is small and the probabilities 

Q . k are small too (for large j); for these reasons the dis-
J , 

placement of a page c' "\'Jh ich i s- (letermined by the condition 
I 

tc' - v i ~ max for C'€ ~t invokes at most an insigni f icant 
(t+1)* reduction of the hitrate compared with the op tima l v a lue Q • 

6. Descrip tion of a realizab le non-demand paging r epl. a l gorithm 

The a lgorithms derived in sections 2 - 5 have some properties 

weakening their applicability for real programs: 

a. Slight perturbations of the assumptions may result in 

many superfluous replacement op erations. 

b. The automatic determination of a good partition of HI'I int o 

re gions for VJhich jumps are distributed in accordance to 

the assumptions is difficult. 

c. If a region S' is ne glected (if for example S = S'v S" 

is regarded as a section which - to obtain a better par

tition - should be subdivided into two smaller r egions 

S ' and S") the assumptions we made about pnegram behaviour 

are by no means satisfied; many replacements are n ecessary 

whenever a data of S' is referenced and the PD of that data 

belongs to S" and vice versa. 

d. If a section S'" is idle during an interval [t 1 ,t2] (t 1«t2 ) 

of time then by reason of the fixed partition of the FH 

into regions Ft(S) (i.e. JFt(S)1 = nS for all t) the region 

Ft(S"') is inefficiently used during [ t 1 ,t2]. 

e. Since activity of regions chan~es by time we should extend 

our formulas to dt(S) : = /Ft( S)1 -IFt _ 1 (S)f t 0, but 1tlhat 

should vie do to answer satisfactorily the following questions: 

1. Find conditions to determine times t and regions S 

for which dt(S) t O. (Nevertheless in the majority of 

times the, partition of FI'1 should remain unchanged). 
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2 . If dt( S) > ° (i . e . S was very act ive in the past and 
t his activity caused many page faults) , which parts 
of other region(s) are to be displaced to enlarge 
Ft(S) compared with Ft _1 (S) ? 

3. If dt( S) < 0 , which parts of Ft _1 (S) are to be p l aced 
at the disposal of enlarging re gions ? 

By this reasons a fixed partition of 1"1'1 into regions seems 

not to be a good policy . 

On the other side the progr am behaviour of NI'I (principle of 
locality , dominance of small jumps) favours an organization of 

1'11'1 according to the algorithm derived in [7], i. e . loading a 

coherent part of a region S vlhen a replacement t akes place . 

Since \;e recommend a new form of organization for FI'J the part 

of a r egion S wh ich is contained in FI"i is not a coherent one 
and t he number of pages which are to b e loaded and repl aced 

is not det ermined by first ( in sections 2 - 5 this number 

was g iven by Ft(S) ) . 

Hence even her e an activity mode l could be introduced by which 
more pages 3-r e replaced for regions \oli th greater acti vi ty and 

vic e ver sa. 

The simplest model (with regard of the implementation) is to 

load a neighbourhood of the missing page ,olhich ahlclys cons i sts 

of a fixed number of pages . 

The rema i ning prob l em 
is the organization of 

FM , i. e . the de termi
nation of pages which 
have to be displaced 

i n f avour of t he incom
ing new pages : 

a. A page a lready p r e 
sent in FI'I (if there 

i s any) has not to 

be replaced. 

. . . 
0, 

I 1'111 

I 
I 

page of 
mi ss i ng data 

FM 

Replacement a l gorithm prop osed in 
this section. (Pages di splaced from 
l!'~1 are dete r mined by LHU e . g . ) . 
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b . The other pages (at l east one for each r ep lacement step) 
shoul d be choosen by the criteria of a customary r epl ace
ment algorit~~ (e . g . LRU ) . 

Results of simulations sho'll tha t this compromise betwe en LRU 
and the replacement a l gorithm given in [7J i s superior to 
usual strategies for most FOTITRAN-like programs . 
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