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1. Introduction

Derivations of good replacement algorithms for virtual
memory computers usually are based on intuitive conside-
rations and on models which are either very restrictive

or hard to realize.

King [6] for example uses the unrealistic assumption that
the probabilities of referencing the pages of a program do
not change during the execution of the program (cf. Aho,
Denning and Ullman [1], o-order stationarity of programs).
Various other apnroaches (including the very interesting
"working set model") are described in papers of Denning

[2 - 4].

Mostly discussion 1is restricted on demand paging strategies
Lonly the page containing the references address is loaded
into the fast memory unit if it is not yet present there).
Thus the remaining problem is to determine the page which
should be displaced from fast memory; this page must be re-
loaded into main memory if its contents have been changed
during the residency of this page in fast memory. Furthermore
in the cited papers the effects caused by program behaviour

are neglected or insufficiently discussed.

In our opinion [7] was the first paper deriving a replacement
algorithm on the base of two models of reference strings,

namely the sequences of the addresses of referenced instructions
and data respectively.

In the present paper results are derived for models of pro-
gram behaviour which are more adequate to realistic situations
than the models used in [7]. Furthermore a discussion of the
new models is made if we are restricted on demand paging algo-
rithms. Moreover, formulas are generalized on the case of
not-lMarkowian conditions of program structure. Finally a
replacement algorithm is derived which consists in a compro-
mise between the strategy derived in [ﬂ and customary stra-
tegies (e. g. LRU); by this modifications some difficulties
are removed which are challenged by specific program behaviour
which is not easy to express in formulas.



2. Summary of definitions and main results of (7]

A two-level storage hierarchy is considered where main
memory (MM) and fast memory (FM) are divided into instruction
memory I and data memory D.

A reference string is the sequence X_nyeeesX_q9Xyeee of
instruction (or data) addresses a program needs during its

execution.

Let B_r,...,B_q,B,... be the corresponding pages in IMM and
let x be the address of the instruction (or data) actually

referenced.
- B

For the actual contents X of FM we assume X C 1

i=-7
i. e. the FM only contains pages of the running program.

Now let f—q(y) be the MM-address of an instruction (or data)
y in the FM.

Definition 1:

z = z(x) is said to be the previous data address (PD) of x€& MM

if |1£7(z) - x| < 1£7Nu) - x| for all u € X.

If there are at least two addresses z with this property
then take anyone of them as PD of x.

The difference f_q(z) - x is said to be a jJjump.

We assume Jjumps being independent random variables and dis-
tributions yI and yD (of the length of jumps in I and D respec-
tively) being time-varying but maintaining some characteristic

properties (yi >y and y_; 2 y_5_q for i3 0) during the

i+
execution of the program.

Furthermore as a Markow-condition we assume that the hitrate
(probability of x € X) depends on x and the PD z of x but not

on previous other data.

Now let B,‘,...,Ba be the pages a program needs for data (or
instructions respectively) and assume that the FM consists of
n pages (n ¢« a) of size k then for the hitrate Q we have



with the abbreviations:

w

1}

P( B, € X | £ x) e B )

m,i
Pt | . = . i
Qi’j := P £7 (%) € Bj+i | £7'(z) € BJ. i Bj+iC X )
-1
- (=
B = P( £ (z) B )

A replacement algorithm is said to be optimal if ¢ is maximized.
Wanting to do so the replacement probabilities wm,i have to be
choosen optimally. Since we are not restricted on demand vaging
strategies the derivation of optimal wn,i 1S very easy because
in this case the rows of the matrix W := (wm i) can be consi-

?
dered as mutually independent.

Theorem 1 ({7]1):

To maximize ( it is sufficient to maximize

a

C% HES ig,-l wm,j_.Q‘i--m,m (m = 1’...,51)

by the constraints

1Wm,i=n (m=’|,...,a) aﬂd Ofw . g/] e

’_l.
n ™M

Hence Q° and Q are maximized if (given m) we assign 1 to the
n probabilities L belonging to the greatest numbers of the
9
corresponding probabilities (. .
p | B I %1—m,m
Theorem 2 ([71):

Let Qi,m > Q.

for 0 <€ |i]| < [3] € a .

J,a
Then for n odd we have: ST . 4
100
01 1
1 1 | 5
w= (w ') = .. ..
s 101
1 10
For n even there is a 1 1 _—
similar form of W, a a } 2

cf. [7]. = I......,n_./‘



The assumptions of theorem 2 are thoroughly discussed in ﬁﬂ.

As a result of this theorem we conclude that the hitrate is
maximized if the neighbourhood of the PD of the actual data x
is present in the FM.

We are not sure that the page containing x will be the page
of the PD of the address XA referenced in the next step but
in account of the characteristic properties of the distri-
butions yI and yD and the Markow-condition this will be the

best estimation of the page of the D of x, (maximum likelihood).

That is why the best we can do is to load the neighbourhood
of the referenced data address x, if the corresponding page is
missed in FM. Pages of this neighbourhood which are already
present in FIM are obviously excluded from this replacement

process.

Subdivision of MM and FM by address regions

In section 2, MM and FM are divided into two parts (for data
and instructions respectively). This is caused by the diffe-

rent structure of the corresponding reference strings.

Testing the replacement algorithm described in ﬁﬂ by means
of simulations one remarks that the assumptions made for the
data part D of MM are not realistic. This comes from the fact
that D splits into different blocs or regions, each one cor-
responding to different data blocs. TFor example constants,
simple variables, arrays and so on are stored in different
(not necessarily coherent) regions of D.

That is why the application of the algorithm described in [?]
leads to many superfluous replacement operations whenever
the region of x doesnot coincide with the region of X_qe

On the other hand for a suitable partition of D (and a cor-
responding partition of the FM belonging to D) into regions
the assumptions made in [7] hold (locally) for each of these
regions.



Definition 2

Let 8 :={B,,.0es8,} := {b,yeeecsby} be the address

space for data (or instructions) a program needs. Page By

of size k is identified with its addreésses Db b

(i=1)k+1%°% "1 ik*
e
S €S is a region <& &5 = '{Bi""’Bi+j} 141« i+j € a
*
Z: 1= {51,...,sr} is a partition of S into regions
I *
& UV 5. =8 ;8.n8,.=¢gCitj)
j21 1 i J

The actual contents X = {Xq,...,Xn} at time t of the TN
are given by a mapping

£, 18 —>X

t

; if page j of FM contains Bi
with ft(B.) = J
* @

if Bi is not present in FM at time ¢
*

The partition of 8 induces a partition of X:

Fo e Z-—-—-)?Z(X)

S8, — U {£. (B}

B€ 5.
1

If IFt(SiH > 1 (by 14| we denote the number of pages of H)

then: F (5 )n F (8,) =& (u  v)

r
LIFt(Su) = X (because X only contains data of the
= running prozram).

Definition 3: (PD relative to a region Sej. )

Let x € 3 € ). be the data actually referenced.
z € S is said to be PD of x in 5, if:
1. 2 int(S)

=
2. {£, (2) -x| £ Ift (u) - x| for all u e F, (8)



5
- . (t) _
Let n:"/ := [F (8] L n% =n
i=1
In the following sections we assume n, := ngt) for all t,

i. e. the partition, of FIM into parts corresponding to the
the regions 811""Sr is fixed. This assumption is discussed
and weakened in the last section of the paper.

We are now ready to generalize the main results of [7] in
two ways.

3. Generalization of the Markow-condition

Results similar to those derived in [7] are obtained if
instead of the lMarkow-condition we assume that the hitrate
depends on at most m data (m > 1 fixed) of the past.

Definition 4: (m-th PD of x)

z, is said to be the m-th previous data (PD) of x € Sez R

1. ZJ- iS PD Of Za-_/] il'l S (J‘ = 2,--.,5_)

2. z, is PD of x in 8 (el Def. 3)e

In the following we assume that { depends on at most m
previous data ZayesesDpye

m

Let T i= (i,,000,1) 1€ [1:6] for j = 1yeuym
and.
W - P( B,€F ()| 7 (z,) €B. ; ; £77(z JeB, )

7 ,i i€ Y t S84 € By, 0 eee § Ty 2,/ € By

m m

i -1 P— .

Qi’gm = P( £ (x)eB,|Ber. (8) ; £ (zj)GBij fOr § = 1yeee,m )
T =p( £2(2.)€B. ; . (2 )e B, )

: 1 g EIE Ry, § swede § S A PE 0

Note that for m = 1 the definition of Qi,ﬂ is slightly
varied compared with the corresponding

definition in section 2. This variation leads to a simplifi-
cation of the following formulas.



Theorem 3:

Let x € S 'S,= a |Ft(SN

a. Q= 2 g ,iT%i,1

l,l/l’---,lm=’|

a

m
b. E;% wﬂm,i = ng for all 95‘6 ﬁ.a] .
Proof:
Q =P( x € Ft(S) )

a
=7 B, o
i; P( £y (x) € B, and B; € F.(8) )

w®] o
Z: E P( ft (x)e'Bi : Bie Ft(b) :

i=1 3 ,...,1 =" el . o= -
1 Toe (z,l)tf_-’ﬁBj_/I s oeee 5 Ty (zm)e Dim )

a

= 21_ IR B T

 ESTC T

a a
nl o —1 , . - .
izzqwgm,i $ P(B;eF.(8)| £y (z)€B, 5 «un 5 £77(z,)EB; )

Hie=H 1 m

M

=N

-

Z P( B, contained in Cje Ft(S) l P )

=X

J:

Iu?

= =1
. Z_ P( FL(Cy) = By cmemy D

1= l:

.
B
[¢8]

]
.
Il

R

(o]
1
.Y

Similar to the Markowian case (m=1) the hitrate and conse-
quently the efficiency of the replacement algorithm is deter-
mined by the replacement probabilities wg ie

m!

Not beilng restricted on demand paging strategies we obtain
(using the methods of section 2) the following result:



Theorem 4:
An optimal replacement algorithm is obtained by choosing the Vg4
™2
(and—carrying out the resulting replacement operations) =
such that
a
’ - o o 1 1 1 A m
Q7 = Z Vg i Qi g is maximized (7m€ [:4]
i="1l Ym m
by the constraints
a
Ywy ;= |F.(8)] and 0<w . <€1.
i=1 e E R

Hence we have to assign 1 to those of the probabilities Wy
which belong to the Ng greatest of the corresponding Ql g n?

(9, fixed) and O to the other "y (ie{1,...,a}).

To apply this theorem we have to determine an adequate partition
of the address spaces I and D in regions and, furthermore,
to derive relations between the probabilities Qi,? which
are time-independent, generally valid and, last "
not least, simple (since the implementation of the resulting

replacement algorithm should not be too expensive).

Ifm =1 (i. e. the Markow-condition of section 2) the deri-
vation of such relations is possible but here already these
relations are sensitive to perturbations weakening the
time~independence.

If m > 1 the derivation of simple and "stable" relations
(i. e. insensitive against perturbations) seems to be
hopeless.

That is why the rest of this paper is restricted again on
the Markow-condition m = 1.
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5. Analyvsis of demand vaging algorithms

5¢7. Introduction

When restricting on demand paging the methods developed in
sections 2 and 4 are not any longer applicable since in any
step (of time) at most one page may be displaced from the FI;
for this reason the rows of the matrix W = (wm,i) are by no

means independent.

We want to maximize the following expression:
(h+1) .. = ¢ . 05),. 0641, (54 T)
& T iz% ggﬂ wm,i %i—m,m Tn

éfi sy Q (t) and rét).

iven w ;
& “i-m,m

Hereby the superscript (t) indicates time or number of the step.
As in section 2 of the paper we assume that there are time-inde-
pendent realations between the probabilities Qi

-m,m"

(5) () L6 L L 0E%T) ; . .
Qi,m 2 Qj,m = Q im 2 Q 3 . for all i, m, j and t.

(t+1)
m

i.e. by the replacement in step t.

(t+71)

The coefficients r o
)a'.,

are influenced by the choice of w

In account of the relations holding between the Qgtg (ef. sect. 2),
9
the Markow-condition and the fact that in the case of demand

paging the replacement of at most one page in step t cannot

(t+1)

change significantly the probabilities r compared with

the corresponding r E we may regard the values of r(g) as
estimations of the numbers r($+q); these estimations are choosen

according to the maximum-likelihood principle.

Since r(g) is not influenced by a replacement in step t we try
to solve the simplified problem
(t+1)* S & (t+1) . (t+1). (%) !
Q = 2 2 wpi e T = WAk
i=1m=1 Tt LI T (541)
m,i
by the same constraints as in section 2.

In case of non demand paging algorithms the solution of the

simplified problem could be received by maximizing the sums

over the rows of the matrix W, but if we are restricted on demand
: (t+1) (t) (t+1) ;

paging wm,i depends on wm,i and on wr,i (r $# m).



5. 2. Relations between w

w B

(t+1) (t)
11 and wm,i

Let v € S & z: be the page of the data referenced at time t.

Then in a demand paging environment this page will be present

(t+1) _ 1.

in FM at time t+1, 1. €. W n,v

There are several cases to be discussed:

(t)
5.2.1. Let LM 1 for some mef{ﬂ,...,a}.

(t) w<t+q) for i = 1,s6048s

Then =
he W m,i

No replacements are carried out, row m of W remains unchanged.

I (t) _
5.2.2. Let Vv S 1 =-4d,< 7T for some n € {1,...,&}.

o

Let 7£ ¥ = {iq,...,ind} be the set of page numbers of region S
O

which are present in FM at time t.
5.2.2.7. Let v € g i. e. no replacement at time t.

(£+71) : (t) s B+ _
To guarantee w' " 7 = 1 and %; = ig%w mi =P

the probabilities w($+j) must be multiplied by a factor 4 » O
9
1 if i = v
(t+1)
Wyl
d-w(;+2) ifi4v
9
, d,
Obviously: 4 = 1 -
nS-1+d

5.2.2.2. v¢ I,

*
Only in this case Q(t+1> may be improved by an appropriate
choice of the page which is to be replaced in favour of v.

Whitout knowledge of the criteria of the replacement algorithm

(t+1) (t)
m,i and w; e (i 4 v) are obtained.

This is explained by the following dlscu551on for two impor-

no new relations between w

tant classes of replacement algorithms.
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A. Random replacement

1 if ied
Let wéti = {- & and let x € v & 7t
0 if ictlit

If the displaced page is choosen at random
if i =¥
then w(t+?) = (n_-1)/n if i€ 7
B oy S S
Q if 1.¢ 7 V{v

B. t-deterministic replacement algorithms

Definition 5:

A demand paging replacement algorithm is said to be
t-deterministic if and only if at time t the (number of
the) page w to be replaced (if a replacement operation

is necessary) is uniquely determined by the actual contents
of the corresponding part of the FM, i. e. w = f(jt)'

For t-deterministic strategies we have

(t+1) (t+1) _ (t+1) 3
The other pages are not influenced by the replacement of
v by w (concerning their presence in the FM) but the

probabilities of presence in FM are changed; this is caused

by the constraints (t) i} z:w(t+1>
Feat m i 4 m,1 Hey =
T?ere?ore 1 it 4 = v
t+1 _ . B
m,i = 0 if i1 = w

(% o
h wé,% if 1 4 v,w

(t) _ (t) _
where wm,v =1 - dm <1 ,w =e 20

m,w m
d _-e
and h =1 - z Z :
ng-"1 + (d-ep)
(t+1) . . )
Hence w m,i decreases if dm > e,, lncreases, g dm,< ey

and remains unchanged, if dm = ey (as one presumes from
an intuitive aspect).
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%=
5.3. Evaluation of Q(t+1) for t-deterministic algorithms

Suppressing indices (t) we have
t+1)* _ ¢ LB,
Q< - g lzﬁ m,i Ql—m,m ;

Now let ¢, c,€ {iﬂ”"’ino} (cq e 02) be two possible choices
of replaced pages. =

I * i L(B+1)* . . .
et Q, be the hitrate Q if cy is displaced (j = 1,2).

— *
Then according to the sign of the expression @ := QC - @

we prefer to replace c, (if Q > 0) or to replace
Ch (if @ €0).

For t-deterministic algorithms we have:

Q{"Cj = mg/] I’m-ig/] W m l ‘(.(l i-m,m
11;0'j
a
2 (O (t+1)
- ;gq ro <%V—m,m + 2w o "y )
ifcj,v
a a
= . \ - (t) )
) mg/l i (C:bv—m?m i h<cj> 1§1 VIEl,i.Q"‘i—I_"l,mD
i%cg,v
t) t)
1 - w( - W
G
where h(c.) := 1 - - A .
J S 5 Y
S m,v MyC .
J
Hence
T=Q, -Q.
P s
- : (t). (t)
—fr(h(c)zw (“1mm-h(c)lzqwmlc“-m,m>
1*0 ite,

Because of the great number of parameters a general deter-
mination of the sign of § seems to be impossible.
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In the following we discuss the simplifications we obtain
for the class of strongly deteraninistic demand paging
algorithms, a class containing most uf the usual demand paging

strategies.

5.4. Strongly deterministic demand paging algorithms

Befinition 6:

A demand paging algorithm is strongly deterministic

O {1 ir iedy

A for all i, m, ¢t
m,d 0 ir 17, I

for all regions S of MM
and for all corresponding
parts T, = J.(8) of Fm.

t
Roughly spoken all algorithms which never displace at random
are strongly deterministic.,
For strongly deterministic algorithms we have the following
obvious results:
a. The rows of W = (wéti) are equal.
k]
b. Let xe v ¢ gt; let w = f(gt) be the replaced page.
i A Def
N =
(£+1) _ {" it 1€ Jv fof s} PR

Then: w . =
My L o irig¢d

t+1

Now we establish a replacement criterion for strongly

deterministic replacement algorithms:

Theorem 5:

*
For str. determ. alg. a maximum of Q(t+q> is obtained as follows:

if x€ V'¢-7t then displace w € 7t where w is given by the
condition

a
mgﬂ rm.Qw-m,m = min for w € 7t .



Proof:

Using the formulas of section 5.2. we see that 5.2.2.7. is

impossible whereas for 5.2.2.2.B. we have d, = B, = Ty
i. €. h = h(cj) = 7,
whence

QD™ fl‘m'i NEON

a
- g;%rm'( E:;;:: Q1—m,m do-m,m 7
1€ tV;(v}

That is why
Q. - . f Q )

— fd +
”c/| Ch o 1—m,m Co=T,Mm

. ¥ £ g
and QC is maximized if &g: L - ,m is minimized for c€

Even here a general decision of the sign of § seems to be
impossible by reason of the complicated structure of the T e
But since the previous data (PD) relative to region S of the
data X, € S referenced at time t+1 is likely to lie in page v
or in another page of Ft(S) belonging to the lMM-neighbourhood
of v and since we assume that the relations between the

g hold independently of t we see that

(to obtain a s1mﬁle replacement criterion) we should displace
from Ft(S) the page which (in MM) has greatest distance of wv.

probabilities Q(

This criterion is also motivated by the following informal

discussion:
*
Let r > r (l * V) Then Q, ’| 02 = rV<_Q'C,I"‘V,V + QC2—V,V>.
. 2 0
That is why QC/I 2 QCZ = ch_v,v 2 Qc/l_v,v

This condition is satisfied if [c, - v| 2 |c, - v| (in M.
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If the maximum of the Ty is not Ty but T, (where u is near to V)
then perhaps it would be better to displace page c € jt which

is given by |c - u| L nax for cé'gt.

Now by reason of maximum likelihood Ty cannot by much greater
than T, furthermore [v - u| is small and the probabilities
Qj,k are small too (for large j); for these reasons the dis-
placement of a page ¢’ which is determined by the condition
le” - vl i max for c’e 7t invokes at most an insignificant

- *
reduction of the hitrate compared with the optimal value Q(t+1> .

Description of a realizable non-demand paging repl. algorithm

The algorithms derived in sections 2 - 5 have some properties
weakening their applicability for real programs:

a. Slight perturbations of the assumptions may result in
many superfluous replacement operations.

b. The automatic determination of a good partition of MY into
regions for which Jjumps are distributed in accordance'to
the assumptions is difficult.

c. IT a region 8° is neglected (if for example S = 8'v 8”7
is regarded as a section which - to obtain a better par-
tition — should be subdivided into two smaller regions
87 and 877) the assumptions we made about program behaviour

are by no means satisfied; many replacements are necessary

whenever a data of S° is referenced and the PD of that data
belongs to S°° and vice versa.

LR a4

d. If a section S is idle during an interval [tq,tgj (t1<<t2)
of time then by reason of the fixed partition of the FM
into regions Ft(S) (i.e. |Ft(S)| = ng for all t) the region

P (8"7") is inefficiently used during [t,,t,].

e. Yince activity of regions changes by time we should extend
our formulas to d.(8) :=|F (8) -|F,_,(8)| + O, but what
should we do to answer satisfactorily the following questions:
7. Find conditions to determine times t and regions S

for which dt(S) $ 0. (Nevertheless in the majority of
times the. partition of FM should remain unchanged).
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2. If dt(S) > 0 (i.e. B8 was very active in the past and
this activity caused many page faults), which parts
of other region(s) are to be displaced to enlarge
Ft(S) compared with Ftuq(s) ?

ba LT dt(S) < 0, which parts of Ftﬂq(S) are to be placed
at the disposal of enlarging regions ?

By this reasons a fixed partition of Fl into regions seems
not to be a good policy.

On the other side the program behaviour of MM (principle of
locality, dominance of small Jjumps) favours an organization of
MM according to the algorithm derived in [7], i.e. loading a

~

coherent part of a region S when a replacement takes place.

Since we recommend a new form of organization for FM the part
of a region S which is contained in FM is not a coherent one
and the number of pages which are to be loaded and replaced
is not determined by first (in sections 2 - 5 this number

was given by Ft(S) e

Hence even here an activity model could be introduced by which
more pages are replaced for regions with greater activity and
vice versa.

The simplest model (with regard of the implementation) is to
load a neighbourhood of the missing page which always consists
of a fixed number of pages.

The remaining problem ksq_q@,52__ﬂés7_ﬂ . ..
is the organization of 2

FM, i. e. the determi- |
nation of pages which .« o . MM
have to be disvplaced ‘

in favour of the incom-
page of

1ng new pages: missing data

8. A page already pre-

sent in FM (if there
is any) has not to FM
be replaced. | V= S

Replacement algorithm proposed in
this section. (Pages displaced from
FM are determined by LRU e. g.).
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b. The other pages (at least one for each replacement step)
should be choosen by the criteria of a customary replace-
ment algorithm (e. g. LRU).

Results of simulations show that this compromise between LRU
and the replacement algorithm given in [7] is superior to
usual strategies for most FORTRAN-like programs.

References

1 Aho, A. V., Denning, P. J. and Ullman, J. D.:
Principles of Optimal Page Replacement Algorithms.
J. ACM 18, 80 - 93 (1971)

2 Denning, P. J.:
The Working Set Model for Program Behaviour.
Comm. ACM 11, 323 - 333 (1968)

3 Denning, P. Jde:
Virtual Memory.
Computing Surveys 2, 153 - 189 (1970)

4 Denning, P. J. and Schwartz, S. C.:
Properties of the Working Set Model.
Comm. ACM 15, 191 - 198 (1972)
Comm. ACM 16, 122 (1973)

5 Gelenbe, E.:
A unified Approach to the Evaluation of a Class
of Replacement Algorithms.
IEEE Trans. Computers 22, 611 - 618 (1973)

6 King, W. F.:
Analysis of Demand Paging Algorithms.
IFIP 71, 485 - 490 (1972)

7 Spaniol, O.:
Optimale Nachladestrategien fir Pufferspeicher unter
Bericksichtigung der Programmstruktur.
Fachbereich Angewandte lMathematik und Informatik der
Universitiat des Saarlandes; D - 6600 Saarbriicken
Bericht Nr. A 73 - 02,
(To appear in Acta Informatica).



	fb73-12_0001_f
	fb73-12_0002_f
	fb73-12_0003_f
	fb73-12_0004_f
	fb73-12_0005_f
	fb73-12_0006_f
	fb73-12_0007_f
	fb73-12_0008_f
	fb73-12_0009_f
	fb73-12_0010_f
	fb73-12_0011_f
	fb73-12_0012_f
	fb73-12_0013_f
	fb73-12_0014_f
	fb73-12_0015_f
	fb73-12_0016_f
	fb73-12_0017_f
	fb73-12_0018_f_2

