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Summary

A model faor program behaviour is5 developed which 15 well

suftable for hiaoher level languaae proarams.

On the basis of this model a demand prepancina rule
and a look=-ahead alogorithm (LAA) is derived which
turns put to be superior to the usual demand panine

algarithms.

fusammenfassunag

Es wird ein Programmstrukturmodell heschrieben, welches
in besonderem MaRe Lokalititseigenschaften von Proorammen

in hiheren Programmiersprachen bherlicksichtiot.

Auf der Grundlage dieses “odells wird ein Look=-ahead-
Nachladealgorithmus entwickelt, der leistungsfihiger

ist als die iiblichen Nemand-Pagina-Alaorithmen.
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1. DESCRIPTION OF THE MODEL

1.1 Replacement algorithms

In this paper a two-level paged memory system ist studied.
It will be presumed that only the first level { main

mepory MM )} is directly addressable; moreover it is assumed
that the second level {secondary memory 5M) is large enouah

toa keep all of the program and the data.

A replacement process is composed of two parts
a) Loading a page ﬁi € 5M, which 15 not yet present in MM,
Ik S AR » SR
and
b) Reloading the old contents of IJ{i} back into 5M.
The reloading may be suppressed if there are still free
pages in MM, or if the contents of Ij{ij have not changed
during the residency of :j{i] fin MH { this may be recognized

by a read-only bit ).

A replacement algorithm is determined by the following

attributes

1. Look-ahead criterion : Determination of times at which
replacements are made.

2, Loading problem : Which pages { and how many ) should be
loaded at a time 7

3. Replacement problem : 1f MM is full, which pages are to

be replaced in favour of the fncoming ones ?



Besides the choice of a special algorithm, the traffic hetween
SM and MM is governed by the page sfize, the utilization of
words in a page, the costs of replacing a group of pages, the

style of programming etc. { cf[2]).
Since any page fault reduces the speed of computation { if SM
is not directly addressable [124]), the choice of the replacement

algorithm will be a very crucial problem,

Pedindition |

al let w » x, x X, ... X be the aeference staing of a

- i T
paogham [ compufafion ), L.e. Lhe dequence of addresses the

progaam meeds suceessively.
| The aeason jor choosing The afring of addresses insfead
of the sining of pages redenenced wilf become cfean faom

the discussiond in section ? of Lhe papea ).

(£ .
b) RA = { B, | X

[ 4ei of pages Lo be broughi im at Lime ¢ by a aeplacemend

* H{ it Lime © 0}

afgoenithm RA |,

c) The ceosds of Loading a group of k pages are given by a
mapping
h, N, = Ry
where hie)l = = o, A{1) + = 1, hiR] 2 hik-T).
Except faom Zhese resfaicdions which should be safisdied
fon any inteaprefaiian of " coais ", mapping h may be

arbitrany.
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Interpretations of h(k) could be : time of loading a group of

k pages or equipment costs or other meaningful criteria or

combinations of such criteria.

In part c) of definition 1, only the leoading costs are regarded.
This simplification will be motivated by the fact, that in
practice the replacement costs tend to be a fixed fraction of
the l1pading costs EE]. An exact consideration of reloading

costs results in an unsuitable complication,

Definition 2

I 1]
C [ RA, n, w} = F h{|RA™])
Ford

[ totad ecosts of processdng a neference sfning W using a main

memony condisting 04 n pages and RA a4 a repfacement policy |.

The objective is to determine a replacement algarithm RA which
is casy to implement and which results in minimal or near

minimal costs for the class of reference strings which gorres-

pond to meaningful programs.

Classification of replacement algorithms

According to the criterion which causes the lpading { and re-

loading, if MM is full ) of one or more pages at a time the

following classes of replacement algorithms will he distinguished



Class Loading condition | ralt)

Demand paging x, ¢ W' (page fault) 1

Demand prepaging Xe ¢ HH{tl » 1 (includinao
(t) (t) the missing one)

Look-ahead L ¢ MM - > 0

The subset IZI“:1II of '.'J'II'-'IH:I characterizes the lnok-ahead behaviour
of the algorithm,

The set of pages to be lpaded in advance may be empty, even if
the loading condition is satisfied [ if there is no pace fault,
f.e. Ky € Dﬁt]. and all pages which are candidates to bhe loaded

are already present in HM{t} ¥.

1.2.1 UDemand paging

Mest of the papers are confined to demand paging replacement
algorithms ( DRA ) only. For this class of algorithms there
is no lonading decision [ pages are Tpaded at page faults

only ). Thus the structure of demand paging is much simpler

than the behaviour of non-demand paging algorithms.

Furthermore, h {]DHA{L}lj = Iﬂﬁhttll and therefore
T ' T

¢ (DRA,n) = § [oRAlEN) L F el
k=l t=1

1 paqge fault at time t
where Et =

no page fault
Hence the hitrate ( probahility of finding a data in MM )
should be a better { but not necessarily optimal [ﬂ] ) per=

formance criterion for DRA than for non-0ORA.
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Another reason for the restriction on DRA is the following

result [Ii]:

Theorem 1

14 hik] » k& (kpel then for any replacement afgondithm RA
there exdisfs a demand paging alqonithm URA sarisfying

C IPRA,n,w) £ C (RA, n,w)

fox alf n and all w.

Proof :
DRA defers any look ahead replacement made by RA until the
time when the corresponding page is referenced.

If hik) » k, the costs of DRA never exceed the costs of RA.

A formal proof is given inm Eli] and [ﬁ].

The condition h{k) » k seems to be satisfied for some storage

systems and some interpretalions of the cost functions, where-

As for other systems ( rotating devices etc, ) h{k)sleeg(k=-1)<ck

(kaZ) may be motivated.

Moreover, if the costs are interpretated as time of tramsport,

it should be possible to get h(k)<k (k32) even for nonrotating

devices by providing mechanisms which enable us to load in

parallel. For example, {f switching times are rising logarith-

mically and are negligible compared to transport times,

hik)=lee' [1d(k)] <k (k»2) may be motivated.

In Lthese cases Lhe study of properties of non-demand paging

algorithms will be interesting.



The demand paging algorithms only differ in the replacement

criterion ( LRU, FIFO, RANDOM, ﬂﬂ. Eﬂ. CYCLE nyue. ).

There are interesting subclasses of demand paging, e.0.
stack algorithms and priority algorithms [SJ . It will turn
oul that for the look=-ahead algorithm LAA, which 95 derived

in this paper, the stack property is not fulfilled.

1.2.2 Demand prepaging and look-ahead algorithms

To the authors knowledge only two papers ( [:EJ - [:lu] ) deal
with the construction of non-demand paging algorithms ( if

only the first storage level is directly addressable },

Baers version of OBL ( One Block Look-ahead )} and its modi-
fications SL ( Spatial Locality ) and TL { Temporal Locality )
are demand prepaging algorithmswhereas Josephs OBL and the
extension SP { Simple Prediction ) of OBL are look-ahead-

algorithms.

In summary, Baers OBL works as follows : hesides the missing
page B { which is placed on the top of the LRU-Stack } its
q

neighbour B { if not yet present in MM )} is loaded { on

q+ 1
the bottom place of the stack ).

Thus Eq+1 is replaced at the accurence of the next page fault

if there was n? reference on this page in the mean time.

By this organization which is closely related to the LRU-

principle, MM 15 not burdened with pages which have heen

prepaged superfluously, but on the other side the effect of
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prepaging s qgreatly reduced.

Josephs version of OBL is a look-ahead-algorithm, because
Bq+2 is loaded in advance if a prepaged page Bq+1 is re-

ferenced.

In the extended version SP of OBL, more than one position of
MM is reserved to hold pages which are loaded in advance.

It will turn out that bath DBL and 5P are special cases af
LAA which will be constructed in section 3 by means af a
mathematical model. It should be noted that OBL, 5P, 5L

and TL have been derived mainly by heuristical arguments.

Locality, Models of proqgram bhehaviour

A demand paging algorithm 95 eptimal if it replaces the page
of MM which has qreatest forward distance hy the paae
Wwith smallest forward distance, i, e, by the missing

page { algorithm Hu of Belady [d] i

Correspondingly an optimal demand prepaqging algorithm which is
able to load k pages at the same time will replace the k pages
of MM with greatest forward distance by the k pages which are

not yet present in ¥M and which have smallest forward distances.

If the reference string is not known in advance we are forced
to predict the future behaviour of the references by the recent
past and to replace pages which we gxpect to have greatest for-

ward distances. The same applies for look-ahead algorithms.

By doing 5o, it is assumed implicitly that any meaningful pro-
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gram doesnot refer to its pages or its addresses at random.
For most programs the following properties of locality are

more or less satisfied [ﬁ] ' [1é}l

L ! : Refenences are concenfrafed nonuniformlfy oven the

pages [ oa the addresses | of a progaam.

L 2 : Coanefation of necent past and immediate {ufune Lends

o be high, cf. the working sel model [ﬁ - i]+

L 3 : Thexre ane special nefenence patftlenns whieh ang ob-
seaved again and again. This i3 due fo fhe fLooping
sfaucfune of many programs, programing siyle and

ofhen Aeasomns,

There i5 a 1ot of other locality assumptions which are fitting
to some extent for a given program. The following property

which is very restrictive should bhe mentioned [5].

L 4 : As a function of time, the frequency with which a page

is aefenenced, L3 quasi-siationary.

In the last few years many models of prooram behaviour have
been derived which consider to some extent properties L1 - L4

{ cf. [13] jor properties of special storage systems {H]_

Most of the models are praobalistic; their agreemant with real

programs has to be tested by simulations.
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escription of another model of program behaviour,

4.

Regions of a proqram

In the following a mathematical model is presented which
introduces properties of locality which are ohserved for
many parts of [ FORTRAN- | prodrams, On Lhe base of this
model which may he wsed especially for looping programs,

demand prepaging and laak-ahead algarithms will he derived.

REeqions

Programmers tend to concentrate data of the same " type
in contiguous storage areas [ regions ) El, PE,-.- . This
is due to programming halhits and the structure of prograrming

langquages,

Far example, we nave a region 1 of the dinstructions of &
program, a region V¥V of a simple variables, recions Al' EE....

output catch=

of arrays, a region C of constants ( called

ment area® in [2, 11]) etc.

Numerical results of Gibson {?] and Joseph [Iil show that
for many programs a partition of 5" into 4 or 5 regions will
be sufficient, To some extent, this holds indepedently of

the page size.

The numher of panes which a reaicn occupies in ™Y varies
with the time t. Analoqously the number of pages in "™
which are associated to a reqglion should he influenced

by the activity and the structure of the renoion cancerned.

In this section, however, the following simplifications are

introduced
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l, To each region qutj of 3M corresponds an area Iift]-
of MM. No fragmentation problems are considered,

i. e, hoth H1ttﬁ and 1i{1: consfist of fyull paoes.

¢. Both Hi and K1 are assumed as independent of time t { for

extensians of these assumption see 3.2.).

Thus we may restrict on one region B, one area X and

)
a substring HH:nxl'.....xET of & { containina onlv the

R
addresses of region R},
For denaotational purposes, R fs comoosed nf pages

B ""'Ba of size &

1

a

H:&luj Bi:={].....:-a} I a page will be fidentified with
inl

the set af addresses which are contained in it ).

Moreover, X consists of nda pages of the same size.

3. Finally let us suppose that ¥ fs Tilled with distinct
pages of R,

I cn-{ i=i'--r|-n'.:'l 'i:'

; .ij{H:j}.

{ There is neither placement nor replfacement problem if
there are 5till free places in MM - with the exception

of filling ¥ as quick as possible with pages of E ).

1.4.2 Distribution of address jumps

Let x R be the address of region R which has been referenced

t-1
most recently.

=]

In order to predict = ’ from x ?l‘ !t:?““' we define a

1 o
previous address ztR nf xtﬂ. The difference of these addresses
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is a random variable whose properties are discussed 1in 1.4, 3.

Pefindtion 3 :

K 4 K 4 R
£

: ztﬁ - “-:J-E:,ﬂ & E"'I { ”x?a y

2 IxrR - 1{q| < |1IE - ngil fon A=1,. iF

3. IIR - ziﬂ| € |1:H - :r¥:| fon L=1,...,4 =1
b Fi,f (£] 2= Pr [ xtR - ziE = £ | ZIE = ]

g R " g 2 i
Thus Y, (£) &= [Hi,zir:JLEE t4 the distnibution of addaess

Jumps 1tH—sz in neglon R sfanting from a posifion z of Lthe

previous addreds.
Now we are ready for our basicassumptiansg of localitys

L 1®;: Addaess jumps ane neqanded as independent nandom variables.
Horeover, Lt La asdumed Lhal Lthene are aefations
R K
Viz WOIE v, 2 18)
I.IIJ"IEH.E :{-'lj'E'l] :I X Ilx”ﬂ‘*ll'rjrluiﬂlt{'ﬁlauqt.}]-l'+}

and ® and 1 ane independent of £,

The stnucture of J and the refationsdl wilf be discussed

for several regions eof impantance,
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]
L 2 : Addiess jumps axe assumed as independent of the past
with Lhe excepiion o4 the posilion z of ztE‘

R ol T3 o
I4 h =1, this {8 The nsual Markow-condition.

Remarks :
a) Since time=indepency of relations & is assumed, the time
index of the distributions ¥i.2 will be suppressed in Lhe
k]

following.

b) Contrary to most of the models which have heen presented by
other authors I!l:.F.[lE]]- our model is free fram restrictive

stationary assumptions. The probabilities ¥z i may chanage
¥

I
significantly in time without invaliditating the relations f.

c) The structure of yzn depends on the window size hq,

Ubviously |an - ztﬂ’ decreases §f hR increases,

1f hH is large, smaller address jumps will dominate over the

larger ones.

d) A windowsize hn = p is of very limited interest since in this

case any prediction basing on ztn is impossibhle.

1.4.3.1

Discussion of yzn for regions R of interest

Region | of instructions

In practice the sequence of instruction addresses consists of
strings of purely sequential addresses connected by an address

Jump of length § 1.

Thus for hI = 1 we have
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V1,2 > ¥y,z 1) (zfken)

or even

| [ [
¥i.z2* j;l Fj.z {i.e. ¥y.2 2 0.5).

Other regions are governed by similar relations :

For example, if the difference of subsequent array elements
fs a constant, say m, in most cases ( a.q. in matrix multi-
plication etc, ) then

g k=a=-m m>o

}:-y.:'fnr_ji.m;z
J B m mao
Very often, we have m=] for the distance e¢f two array elements

which are referenced successively. In this case the distributions

A

¥

and sz are almost identical.

Region ¥V of simple variables

Simple variable are rarely daclared " at random *, f.e. there
is a correlation between the use of twn simple variable one after
another and the distance of these varfables in the declaration

part of the program.

Therefore we may assume that smaller address jumps domineer

over larger jumps in reglion V

v v
Ii.z * JII'1111.;

V v i»D {*}
y-!,z » JII'—‘141.1

If the page size k is sufficient { greater page sizes are

smoothing many irregularities ) the majority of relation [ # )



R . S

should be satisfied for many programs even for the window-
W W W v

size h” = 1 or h7 = 2. Similarly, relations ¥, , & ¥_ 5 .

{ 0« 12 min [ ak-z, z-1 })) may be motivated. A failure of

these relations for some values of i is compensated in many

cases ( cf, section 2.3, of the paper ).

There are other regions, e.9. the region C of constants ( " out-

put catchment area " [9]). for which the structure of the address

jump distributfon is similar to yz¥‘



2. THE HITRATE AS A PERFORMANCE CRITERION FOR LOOK-AHEAD ALGORITHMS

S S S E S S S S S S S S SN ErF TS E R S S RIS S E R E RS S S E oSS Eo S-S =o====E

2.1 A farmula for the hitrate 1

Let x,. 2z, ¢ N o= _L.I' B, = { 1,...,k-a }.

n
X = I X b (5,

X, = Eji{} { = lyaeusn ¢ J{¥) e { 1yoooam } J.

[f the replacement algorithm with which the reference string
W is processed 15 non=demand paging, the hitrate D{t]: =

Pr ( x_ £ X ) is not necessarily a good performance criterion

t
since rising U{tF { by prepaging additional paoces at time t - 1 )
may result in high costs at time t - 1 as well as in a decline

of the hitrate q[t+t] { i*>0) at later times. This well be seen
from anm example in section 2.2, Thus, increasing q{t} might

blow up the total costs of processing the reference string for

several reasons,

Nevertheless the hitrate will be, in geperal, & good criterion
if the number of pages which are prepaged at the same time is

severely Timited [ hy 2 or 3 ).

This restriction will be very important for the constructian

of our look-ahead algorithm LARA,

From our locality assumptions 8 b and L2™ we obtain for the

hitrate ﬂit]



ﬂ{t}-Pr[nt;l‘_}

|
-1EIFrtltEH1.H1‘:I}
i a
= iEI .ElFr [ x, eB. ,z eB , Hi S |
a4 a
(E),q (L) , (L)
" iEl mglum'i II:'i-m.rn ™ m
where
ni?i tw Pr Ei e % Xy € Ei y It 3 Bm )

of®) e Pr(x, e

145
) = Pr { r, € B }

Since z, is not affected by the contents of X (cf. defini-
tion 3), rI:} and ugt! are dependent of the reference

¥
string and the distribution of the address jumps but

independent of the replacement algorithm,

2'") may be increased by restructuring methods Mlo]

{1. &. by changinag y, and ﬂf.s} in order to guarantee that
most of the address jumps remain in the same page, but

in this paper only those regions are considered which

are structured 1ike regions I and V (cf. 1.4.3.).

It will be shown that for these regions Ett] fs increased
if at time t-1 the neighbours Eq-l and qul of the page
B, of x,_, (which coincides with z  if el possible

q
choice) are loaded together with Bq.
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2.2. Increasinag ﬂ{t} by loading the neighbours,

In the following the time indices of Q. v Woogoand ro

m,m m,i

are suppressed.,

Let L By- Then we have the following result:
Theohem ¢
i a 1
ez o't te Ta o Tw .0
mo - m,L “it-m,m
me | im] T .
o d
|
pltl . E R T T,
m.r 'E-.]' L } . e
a. let
. F 1 = i
P w,ut d L3 me=u , je
L-_Im'u_l_j: re T df itm =, | = e+ signfel
Wy othemnwide
whehe ;
E- f A = i!
> Lok d? ¢ jI v @yF F “u,ute ¢
) i '
Cg = Hu,u*r*&i_qn[r]
I B = TR -
Iﬂ -\'-‘L,".l # .\_H!u 'iﬂ"'! [} 4 M & a

b, Let A
ity A T e
" pither m=ta , [ = e+sdgric)
w i 4 iy 44
;e u,uty 2 oA mew , § = -e-sdanfe)
jat . othermrise
|1T],'J.‘|'_j
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1{ 0 = di F d] and g._u z ﬂ'_u for 0 g 1i| <« 'm! 5 a

E

Remark: The foffowing nather unuspal dedimitiom of

sign (x) has been uded:

J’+I if e>p
sdanie| := -1 4 e ¢ 0

L lox -1 &fcet,

Proof:

i
2. 0{Y) 2 ol®) 4 ¢ (g -4, - 0

CLU :+qun{t}.u+dE] :

"
(t) (t)
Thes @ =1 o w9 2 Dessignic).u'92

This condition is satisfied by assumption.

b, is proved similarly.

As an immediate consequence of theorem 2 wa aobtain

the followinno:

Theorem § :

Let x, , ¢ Eq.

1{ the assumptions of theonem ? [nelations between 2

"

and Q.‘ul kold fox a windowsize L (cf. section 2.3.]
then u - ¢ and ﬂ{i] i4 dncreased by Loadinag at time £-1

the nelghbours eqr, Eq:f s +ss Of the page Eq of X, 4.
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If the relations in question hold for hn = h™ > 1 only
then according to theorem 2 the page Eu of zy and itsg

neighbours B .o {(if missing from MM) should be

qu'ButE"
loaded at time t-1. But if h™ > 1 then not necessarily
U= q; the greater h™, the less information about u will be

available if the reference string is unknown in advance,

If w 4 g then the loading of neighbours af Eq may be very
inefficient. This will be seen immediately if one attempts

to generalize theorem 3 on h™ = 1.

But if the reference string is reqular in some sense
then even for larger windowsizes some results may be obtained
concerning the loading problem. This will be seen from

the following example:

Example :

Consider a region 5 in which small address jumps (and

thus small page jumps, cf. 2.3.) domineer for windowsizes

h5 s 2 but not far I-|5 = 1, This will be the case if a

region is composed of two arrays whose elements are referen-

ced alternatively (e. g. matrix multiplication).

s %
Thus z] = x,7, (in general).

5

Now let x ta?

3 E eq‘: I{”h D{t} and x

€1 e B (r # a).

According to theorem 2 the greatest value of u{t] will be

obtained if at time t-1 the page B of 2% and as many neiqh-

bours of Br as possible are lopaded into MM,



n-?n-

r

Thus I{tj consists of Eq. B_ and n-2 neighbours of Br'
Analogously ﬂ{t+1} is increased as much as possible

; t+l)
fF ol i : .
i consists of Br. Eq and n-2 neighbours of B

Hence if Ett} is maximized, not only many replacements
(which result in higher costs) are needed at time t-1
but also at time t {since maximizing n{t} results in a

decline of ﬂ{t+131. at time t+1l and so on.

The best we can do in our example is to Timit the number

of pages which may be replaced at a time on |X|/2 or less,
i.e. to partition 5§ into 5 = 51 L EE {correspanding to the
two arrays which are contained in S5) and X into X = K[ s !E
where |11| = |xz|, Thus for the subregions $;, 5, we have

that small address jumps domineer even for windowsizes

The follewing remarkable conclusions should be drawn from

this example:

a. The number N of pages which may be replaced at the same
time has to be 1imited severely. Above all this will be
necessary for regions which require a windowsize greater
than 1 in order to guarantee the preponderance of small

address jumps,

b. Moreover if N is small (compared to the size of the
region) the hitrate at later times will (in general)

not be reduced improperly by look-ahead replacements.
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c. Finally a 1imitation of N (on N = 2 or N = 3) allows
us to neglect the partition of 5M and MM into regions
and image areas without deterioring unduly the perfor-
mance of the algorithm. Thus the very difficult problems
of the determination of reaions Ry fn SM and of the
adaptation of the image areas xi in MM according to the

changing activity of a regien may he evercome,

These considerations will be very important for the
construction of non-demand-paging alagarithms in sectiaon 3

of the paper.

2.3, Discussion of the assumptions of theorem 2 for several

Egjiﬁni of interest

Let 2z := IE € {ly...sk-al be the position of the previous

address of ::.

If 2eB, (se(l,...,a)) then z = (6-1)k¢r [0 £ r € k)

def
H a,
Pr [ 2 = a, )
Let Pe i
Pr{ z B, )
Thus “1,: =Pr (xec B, | z = .. )
k
= rler { =« Bi+5 | z = L ) Pr.s
k
= § Pr{ isk-rel g x-z g (H¢l)k=r | z=a_ )-p. .
r=1 £
f [i+lgk=r
- p * ¥
pal ToS jojk-psel deBg
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2.3.,1., Regions structured like V

Theohem 4

a. I{ yfrﬂl E Hj+¢iﬂn1j]+h,am [ § & [Li-T1R+T,{i+1)k-1] |

(i 4 0]

e

b, Let v e [-T,+1},

Ii:
J=l,iah=1  [w = +1]
;. H’. v ["__ .ﬁl:”'[
jlﬂ:ﬁ ji“:r-_l'r_ J:'Jp-l-th"-t |'|.-' - _-II
frl, . ..h=n fv = +71]
o Moo By aranynn, fon
faa, fradignily| h,uﬁ Tl
min[a-1,k=n|
R | : = I ol i 3 0
7 jEn H"'j,ﬂh [u*[h-j!.ﬂ#
FHRE QE,& ? Qu,a
Proof:
i et Df+5ign{i},5

(i+1) k-7

k
"~ ipkateye Ly ~ 45 : ) 3 0.
V£1 T35 faik-rel I.a, Jesion{j)-k,a
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-1
where d, = ] [y -y )
) je-rsl 3% J+k.a,
d, = y =y
2 0.3, t,lr
k-r
d: = jEl (rj "'!r = Fj*_t'lr: } o .

By assumption the following is obtained for d!:

1. r & kf2 + 1 :

min(r=1,k=r)

r=1
dl " ngtrjnﬂr-yk'jqﬂr} - {:"jlnr-yh"jlar}

j=1
2. r* kjZ + ] :
k=1 k-1
R jEI"J.a ’h-j,;r] JEr{'j.af'rk-J lr]
k=r
=0 4 Eliri:i Ye-ga )
min{k=r,r=1)
. i1 Erj_lr-rk_j‘,rl

Hence! dl + dE = T 2 0 by assumption

and therefore qu,s - ql,s >0 .

II. Let v » =] :



w DA

1. r> k/2 + 1

min(k-r,r-1)

By = (¥.3 4 = ¥opis u)
3 iul jsa, k+J,ar
2. r g k/2 +1
kil kil
€, = (Yo 2 =Y pei a ) - Y oh . Fopia s )
3 5217 dsan Tk4dsay Sukopgl  md el TekEiLaL
min(k-r,r-1)
= (y_s = Yoksig )
3=1 ol TrihaA,
Thus e, + e, = T > o0 concluding the proof.
Remarks:

a. Except from the assumption T > o all the conditions
of theorem 4 are consequences of the relations
yi,ar > yi+sign(i),ar (it0)

Y., = Y=1,a (o5 isg min(a-k-ar,ar-l) )

r r

which have been motivated in 1.4.3.2. for region V.

If yi,ar > yi+sign(i),ar for i e [-k+1,k-1]

then only the term d2 (or ez) of T might be negative.

In all cases of practical interest this term should be
compensated by the other terms. Moreover, these conside-
rations indicate that our assumptions are satisfied
rather for larger k than for small values of the

page size.
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c.

The validity of the relation 0 = 0 even for
0,5 l,s
small windowsizes is supported by simulation results

of Joseph [11].

. As a result of theorem 4 in addition to page Bq of

LI (if missing from M) its neighbours Hq-l and Hq+1

should be loaded at time t-1.
This is supported by the fact that stronger assumptians

are needed to establish uﬂ 5 = 0 than to derivate
¥

t1,s

ntl,s > utE,s etc,

2.3.2. Regions structured like 1

Theorem 5

.

Q =

i i £ v o0, 441 ) hotds 44 the following
Ll

L, 4

asttumpiiond are satisfied:

(1w , > 1 y; o, Lzt kal
i1
111 Fil‘&‘ " ph'#
k-1
™ fgﬂngf'ﬂi+y'j*“hl+y"*“h+ i Yia,
Fi3 Gelli-1Thetr, [is1)k-1]
> Yie,a,
14) Wiiw * Cim, forn § e [1é-11ke1, ik]



|

b. Let yj.I = 'n,z ko g,m e [-a+l,...,a) ~ fo,11
L1y > ¥;, Lztak, ito, ji
then QI,A * Qs fon (sta) v [ifl-a+1,...
11. 14
k
¢§rp*'* Iy“‘“ﬁ‘yr'“u-yh'iu_yﬁ+"“nl
¥ Fh,¢'[y-h+:,nh*yh+:.ah] ¥ E’Fk,a'?r,qk
then Qﬂ,a > ﬁ!,ﬁ .
Proof:
A qu.s -0y .
f kfr (141} k=r
= :'I' - :".
=1 Pros’ jn-r+1 deay j=ik-rs1 J o3y
hil kir (i+1l)k=r
» P, Y + ¥
r=2 "% j==rsl J"‘r jI Js alr Jrik-r+l Tha,
NED!
kil {{ul-%}k'l
T . ¥s )
T8 lgee el gagr Tdey
0 ik
& Pl ¥ 3 ¥
kaS jﬂgk-rl 323y j-{iEI}IH-l Iy
kil [i+i]k~l
> P (1w *y = ¥ )
1:.! j=ﬂ .j.al lial j=ik j!a!
i+l
0 1k

+p | i
ks J=-E+1yj'ah J’{igllk+lya'uh }

+=11]



{kil (1+1)k-1
> p * Y. + ¥ - ¥
1as Myag 303 j§1 il jgik 1ty
i#l
E P )
+ ¥ - y
jackel 303 jaric1)ke1 do2y
k-1
z ”1.5'{j§n{fj.ul+’-j+ak} Y, T Yikgay
jel
+
jc[[i-l;k+1,{1+]}k-11yj'al ]
j*1
>0 .
If 1 # o then
Dl.s z q1.5
E EEir {14'1 k=r
= T ¥ - W )
rel 705 Cjakorsl 403 jajkopsl 30

" pt.5+[ Yy © F{i-]]krl.it )

k

If = th = 0 d
5 a en ’1,ak an Ql,a

>0 , 1, e. for 1 ¢ [-a+l,..,-1}.

b3 qi_a fails

Y a-1)ee,a,

If s 4 a then by assumption ylulhh y{i-l}k+l.ah

whence ﬂl ik Qi & for all 1.

11. qu.s 3 ql,s

. E k-r 2k-1

-~ |

- Y )
j--r+lrj'ar j-tgr+1 j"‘r

r=1
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k-1
- [ g +y - ¥ - ¥ )
r;t rt‘ n'.f lllr h.‘r k+|.lr

. ph.“{ rﬂ.'h - rh.‘t " r’t‘l.‘t 3 ,I.It 1

3z 0 (by assumption).

Remarks:
k
a. Since rglnris -1, nu,s > “1,5 (i 40 ,141)

holds even 1f some of the probabilities P, ¢ 2re
L]

rerao.

b. Theorem 5 shows that besides the “"actual”® page Eq

of x,_ 4 1ts neighbour Eq+1 has the highest priority
of being loaded in advance (in comparison with all

the other pages).

c. Similar results are obtained for the region A of

A A

an array satisfying: Y g 2P *1.:

for j ¥+ m .

If the page size k is notless |m| (this should
include most cases of interest) then in addition

to B_ the page B should be loaded in

q q+sign(m)
advance.

If &k < [m]| the prepaging of B  iciim)- |m/k + 1]

may be motivated.
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d. Most of the assumptions of theorem 5 are conclusions
of the discussions made in 1.4.3.1.; they should he
satisfied in any case of practical interest. The
conditions may be weakened in many cases hut none
of them may be omitted without more ado; this will

be seen from the following rather artificial example:

Let
0.5 ¢ df2 if j=1
yj 2 = 0.5 = df2 if j=i-k for r = 1,...,%
v
o otherwWwice
Pp,s " P gt 0O (d>0,5 423}

Thus only assumption (3) of theorem 5 is viclated.

We obtain:

k=1
Q.5 ° q],s c rglpr.s'yl.al s ?ilpr,;'vik.al

f"“t,s]'lfl.al"ik.all B Fr,a‘fik.al

(1 - pk,sj'Fl.a] 2 yﬁk.al

<0 if py i? 2d/(1+d) .

Thus if p . 4 o then there exists d > o with
¥
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3. CONSTRUCTION OF REPLACEMENT ALGODRITHMS

3.1. A prepaqing rule PN applicable to all regions of interest

Summarizing the results of section 2 the following pages

should be Toaded at time t-1 in additien to page B_ of x

f Tk
a, Bq_] 5 Hq+1 { region V }
b. EIq+1 ( region 1 )
c B { region A, ¥ A By A {j#¢m), pagesize k < m )
; q+l 9 B s ?

] m 1] -
d. EQHI ( A k < -m }
The subcases b, - d. are contained in the loading rule

"prepaging of the neighbours (PN}" which has been proposed

for region V.

Furthermore, considering region I for example, we remark

that Eq-l wWwill he present in most cases when Hq is referenced;

thus the loading rules for I and V coincide very often.

Solutions of the replacement problem and the look-ahead

problem (i, e. the determination of a subset IZI“::| aof K{t}
characterizing look-ahead replacements) which are basing
on PN as a loading rule will he studied in the following

sections of the paper.
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3.2, The demand prepaging algorithm DPA

It is easy to see that the demand prepaging algorithm DPA
which is governed by PN as a loading rule and LRU as a
replacement policy is an extension of Baers version of
0BL ( One Block Lookahead, cf. [3] ).

e alt) [utf}. cree s at:]] are the contents of the
LRU=stack of the image area ¥ of region R { where a{$] Are
the numbers of the pages which are present in X at time t )

then DPA works as follows:

I. X, € Bq where g = a{:} { 1gmgn)
plt+l) .| :n.‘{}l. . i { [t} . -l{:}:
. ag s 8, 4 o4 MY,
 [a.af}) . calt), qe1,9-1) if (1)
[q-i{:];---iitéuﬂiz:};‘ ir (2)
[q.a{;],.i.,aaf] {t}j if (3)
A{t+ll=.| rq.l{t}._‘_.’aﬁlfi {t%‘l.[t}] 1F {q}
[q l:tl ...,aifl qev if (5)
fq.ltt]..a. tt] {!}1q*g] if (6)
L[q.ltt}....,a{t} alt qev)  ir (1)

(1) : a=-1, g+l ¢ alt)
{the order of the neighbour pages is motivated by the
fact that for most regions of interest ﬂt ¢ ¥ 5_1 4
| ] L]
will be satisfied)



(2) : q=-1 , q#l ¢ n‘t] - [n{ﬁj]

(3) + q=v = alt) L qav e al® S pallhy

3 PO 13 | _ {t}
(4] = q=y =2’ " , gy = 3.4
(5) = q+v ¢ A[t} v 0¥ £ ﬂ{t? H—{a[ % I:t"ll-
(6) : qrv ¢ ALY | qov . ﬂ{::'

{ v e {=1,+#1} )
(1) ¢ asv & ALY | gy = alt]
i ) "
The organization of an ensemble of regions Hl’ ..« sR_ and
" L Y e N

of image areas II. ST 'ﬁm (where each pair [E1.11] is

qoverned "locally" by HHHJ is simplified considerably by
e Pig m "
extending DRA on R := lJ H and % := U L {"qlobal" DRA).
=] i=1

"

This modification doesnot present any problem far R, since each
M
Hi i5s governed by the sams lpading rule; this is independent

aof the region concerned,

u

If ¥ is to he orgamized globkally in agreement with LRI, then
T

instead of 1 or 2 paositions for each of the Ii we should
T

reseryve o positions ( m £ n £ 2m ) of ¥ to keep the pages

iy a

which are loaded in advance from the subreginns Il,....I

A, m

Thus X splits into a LRU=-part A{t} ([containmning the pages

which have bean referenced in the recent past) and a "lonk-

ahead"-part E{t}‘
If we confine us to a system which allows the existence of at

most m image arecas at the same time then 0= ?Ettjl = m
might be a rather good choice because in most cases only one
page is to be prepaged at a time.

Thus if no multiprogramming i5s allowed and if a program may
he partitioned into 4 or 5 regions of activity [9.11] a look-

ahead-part consisting of o = 4 pages should be sufficient.



But even in a multiprogramming environment it will be expected
that it §s possible to work efficiently with 18(¥)| « 8 in

most cases.

The organization of h{t} and E{t} will be discussed in detail
for the look-ahead-algorithm LAA which is presented in the

next section.

3.3. The look=-ahead algorithm LAA

As proposed in 3.2., I"II'-'r{t:I splits into a LRU=part alt) and
into a look=ahead part B[t}.

For convenience, Bft} ‘= Ett} {(i. . look-ahead replacements
will be made only if the data referenced is present in the
look-ahead part of HH{t} ).

Moreover it will be assumed that |E{t)r = |B| = const.

Thus, if the size of u ( E) is a constant the size of Att]

doesnot vary in time.

A{t} i [u{%},....&[:}]t Eft} i Eb{g},,...biélj

where 3, bi e (1,...,al.

Furthermore, E{t} will be governed by the FIFO-principle

since E{t} only contains pages which have not been referenced

in the recent past.

Clearly there are other possibilities of organizing ﬁ{t}and

E!“”l Some minor problems will not be regarded in the follo-

wing, e. g. formulas for |A| < 3, the loading problem for



T

marginal panes aof MM etc. ; it will be ohvious to complete the

organization,

To shorten the notation the following abbreviations will be used:

Pefindtion 4 ¢

Let L be the number of Lthe page whiech {4 referenced at time 2.

Jr.i i= "'i+1 W JI'.;: 1= .tt—l' . Et i '['J'L+ 5 J':;_} .
By Eitr we demofe the page of A[:I which wilf be treplaced
by L
ol E] (t)
1, o B rt a B A
{tel}) {t) (t) _(t) t
A - [rt.n 1 ""'ﬂmﬂl’ﬂm+1""‘uih ]
H{t+1:| iy E{t:
3.3.2. r, # alt)
According to the LRU=-principle we have a{t:]} =y

The neighbours of r_ are Toaded into B{t*l} if they are not

t
yet present in A{t} v E{t}. 1f ry € H{t} this will be a real
look-ahead step which may be done without interruptina the
program. Thus if costs are given by "time" the definition of
the costs of a replacement algorithm {cf, definition 1)
should be modified in such a way that only non-look-ahead

replacement costs are regarded. This presents an interesting

argument in favour of non-demand-paging algorithms.
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The top of E{IH'I'I'5 consists of the page tit] which is replaced
rrom ALY (17 e(f) ¢ R,) and of the incoming neighbour(s)

of ry whereas the bottom pages of E{t} are replaced.

3.3.2.1. Organization of alt+l)

Two possible organizations are discussed in the following:

LRU 1 (replacement of E{R} = afﬁl e

AET) o e af8) e B,

17 el) ¢ Ry, then bl .. .‘;i (cf. 3.3.2.2.).

LRU 2 {replacement of the page of A[t} which is not a member

of Ht and which has been Teast recently used):
[ t t t
[rt.ailj....,a|i111] ir alt) ¢ g,

(t) (t)

A‘t-l-l} ™y [rt-a 1 """Iﬂ]-f’n‘:‘] if ﬂi:‘itﬂ.t . ﬂ-:rﬁ,,ll-j,EH

'

t t tye .,
ht'l"t.-+--.IlEL|la.ﬂlilililihgjﬂ»hffh“iﬂ
Thus Etﬁ} 3 Ht it A{t} is nroanfzed with LB 2,

3.3.2.2. Organization of E{t*ll

The organization of B{t+1] depends on whether r, ¢ Ett]
or ry ¢ I!':t'J as well as on whether e{EI £ Rt (which 1s im-

possible {f ﬂ{t] is governed by LRU 2) or Efﬁ} ¢ “t*
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3.31.2.2.1. ry ® h{;T i n':”| ; ,!;1 q "t

& - t t t :
n[t*ll [rt‘rt'hill""hi-l‘h;+ir'-rh]af311 if f:-ftiﬂ“{t}

[H[rt}.h‘f}....,hif .hi: ...,hiﬁi] otherwise

wharg
F' & & t
ry L wn(t)
N(r,) :=§ r, i rr et e gt
'E{:} i g 5 e wn(t)
-« wlt) (t £)
3.3.2.2.2. r,=b'2 c Yi - .{A € P,
Let u{:} . r: ( e (+,-]).
Using the abbreviation:
= | 2
i ry At reeory
I‘l =
¢ ey’ AT o wrg
we obtain:
{ti-l} {I—P:Ibigj|-!Ih£13llh'$|:i|l+rib1ai] 1f T': E “"‘T[tj
B tm
A ¥ (t) (t) .(t) (t) 8 g oalt)
[rt'rt'h 1 "*‘hm-{'bm+l""h1ﬂ|-1] A Tt g
3.3.2.2.3.  r, ¢t (%) g q

The nefghbours of r_ are loaded (1f missing from “4).

t
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It has to be guaranteed that loading r: doesnot replace

e (1f rE - bl ).
plt) if (1)
Lt orgadt it 19 ir (2)
8!8 ad LefniP  iiny (P i (3)
[rl'hfgg higl' hlafj 1 (%)
(S RC S LT R LT

(1) : rp o rp e it

(2) : r} o rp & wnl®)

(3) e rgé mul®) | ri = m( N o)

(4) : rg t ult) 'i 4 h[;r . a0t} oroanized with LRU 1

(§) ¢ r: t nu(E) . ri = hFEI . alt) organized with LRU 2

1.3.2.2.8, multd E{;} R,
Let t::I = r: (e {+,-} ]
r,t_,t.h[tl rgf}i1 i (1)
gltel) .4 AL U T e A e
el] L 1 R LR
Pt it PO by$Fl,.0ig0] if (47)
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(1°) = ry ¢ wnl®)

(2°y ri e mult) rh!tr}

(37) rf . hfg , 2% organized with LRU 1
(4°) ¢ Fi - hrtr . alt) arganized with LRU 2

3.3.3. Summary. Implemantation of LAA

By the look-ahead algorithm LAA u pages ( o § u § 3 )
e T T ¢ Hﬂttlh Bft}*

To simplify the organization some of the replacement rules

are loaded simultanecusly if x

may be omitied without reducing significantly the perfor-
mance of the algorithm.

A version of LAR {(governed by LRU 1 and disregarding
unusual replacements) has been simulated on the CD 3300
and TR 44p0 computers of "Universitidt des Saarlandes,
saarbricken (W-Germany)". Simulation results are given in

the appendix.

3.4, Properties of LAA

3.4.1. Extensfion of OBL and SP

Any complete implementation of LAA is an extension of

oBL [3,11] and SP [11].

For both OPL and 5P the number of pages to he brought in at
the same time is restricted by 2 {whereas up to 3 pages

are loaded simultaneously by LAA),
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Each of the algorithms OBL, SP and LAA §s governed hy the
PN-principle (prepéging of neighbours); this differs from
the modifications SL (spatial Tocallity) and TL (temporal

locality) of OBL which have bteen discussed in [3].

Furthermore
1 oBL
elt} . - $p
g (Mg o< 2m) LAA

where m denotes the number of image areas which are simul-
tancously present in MM,

Simulation results of Joseph are obtained for IEttj' =
(considering the fact that for many programs four areas

of activity are sufficient).

J.4.2, Non=stack-property of LAA

S5ince B{t} is governed by FIFD (which is not a stack alao-
rithm) and !A{t}[ and IE{t}F have been assumed to be time-
invariant, LAA is not a stack algorithm.

To show this explicitly we must construct & reference string
(of page numbers) w = FifpeecsFp + @ number 1 ¢ N

and & time t with:
LR NETRT - LR P )

where E{t}{1,mj are the contents of the look-ahead-part
B of MM at time t, if !B! = i and the reference string

w is processed,



-i-.ln-

Example 1 (Organization of A{t] with LRU 1):

Let |alt)) o 2,

- " alt) i) e (%) (5 )

1 2

2 fi 2 . | 3,1

k| 1o 6,2 L T S O |

a a lo,6 11,9,7.5 11.8,7.5.3

5 16 4,10 1.5,11.9 11.9.7.5.3
(-] 16,4 17 .15,3,5 17.15,11,9.,7

Example 2 (Organization of 2l witn LRU 2):

et |Al%)] < 2.

t Fe alt) 8t (auw) pl (5w

1 2

4 & 4 3,1 3,1

3 B 5.2 6,4,1,1 6,4,3,1

4 2 8,5 9,7,6,4 9,7,6,4,3
s 11 2,8 3:1:5,7 1,9,7,6,3
6 11,2 12,10,3,1 12,10,1,9,7

Thus for both LRU 1 and LRU 2: Btﬁjtl.w].¢ Blﬁ}[ﬁ,u]
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J.4.3, Stack property of n{t] :‘Hﬂitl

Alt} is governed either by LRU 1 (fin this case the stack

property is obvious) or by LRU 2.

Theoaem &

A e wy e aAV®) ier,w) don att £, ¢ and w.

Proof:

We restricton LRU 2 - organfzation of ﬁ{t] and on 1 > 2,
For 1§ § 2 the proof will be similar.
If to is the first time when l{t] (consisting of 1 paaes)
will be full then obviously :

A (5,0 ¢ Al (iene) for t gt

Now we proceed by induction on t to show the following:
ﬁ[tlti,w] . [ql,...,qi_z.a.h]

. *{tJ{1+1.m} ” [ql,...,q{'z,:,dlej for t 3 t,
where [a.b,r]
fedye] =4 [a,r,n]

[r.a.0]

Three different cases will be considered:

1. Py € n“'"[i.u]

In this case obviously: Att'l}{i.mj :'ltt'1]{1+[.w]



allEe

e Al iar,w) , r 6 A0y Ll e, =

. r
(1 ¢

t

AU (501,0) = [riage. .. 19 p0800]

[r.ql,....q{_g.a] ifhinR,
t+l
H{ j{1|”] = [rrqlr-qinq{JE,b] 1f b E Rt i O * Ht

[r.ﬂ]....ﬁi_j.a,h] if ﬂ,b E Ht

S B e

In dependence of the number e of the page which will be

replaced from lit}{i+l.w] we obtain:

1. e, = 1}
Al (5a1,0) = [roagpeeee00;.002.8]
Alt*1) g oy - [res@yeess sy get,o]
where [c.d] Effﬂi_z.a].[h1_2,h].[a.h]l

2. e, = b

A{t+1}{1+1_w} . {{rt'ql"“'ni-zlalrj
[rt:qllii*rq1_zir|31

A{t*l*”[{’m] - [rt_ql S _qi_?,.]

3. ey = ¥

[res@ysecesls_naber]
A[t+1]{i+1,W} - . t 1 i ?
[rtiqli"'iqin?lrlh]

Ait*l}{i,wj L] frt.q1|1n+1qi_?|h}



- 43 =

Appendix

The performance of LAA has been compared with the behaviour
of usual demand paging algorithms (RANDOM, FIFOD, LRU).
Simulation results for two programs (matrix inversion and
sorting) are pictured in the following.

As A& page size, k = 16 was choosen. Moreaver the region I
of instructions has been excluded from the simulations.

If the page size is increased andfor the instruction code
is included, the advantages of LAA would certainly he even

more convincing., Finally, E{t}was restricted on & pages.

[t will be remarked immediately that LAA behaves very bhad
if the size of MM 15 very small since in this case many
active parts of the programs are dislocated by the pages

which are loaded in advance.

dn the other side, if there is a sufficient number of pages
{ 2 16 or 3 20 in our examples )} the missing rate is
reduced and LAA turns out to be favorable if h{i) < i

for 1 = 2 and 1 = 3 (¢f. definition 1).

Finally the dominance of LAA over demand paging almorithms
will become clear from the fact that LAA speeds up the
computation since look-ahead replacements may be carried

out without interrupting the execution of the proaram.
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