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1. Introduction 

Automatic design systems, e.g. CALC OS (Lauther) and PI 
(Rivest), for integrated circuits divide the routing problem 
into several stages. 

1) Determine a global routing for every net. A net is u 
set of points which have to be connected and a global routing 

fixes the global shape of the reali~ation of the net, i.e. ho>< 
the net runs with respect to the subcireuits (cf. Figures 1 
and 2). 

Z) Cut the routing region into regions of simple shape, 
e.g. channels. 

3) Determine for every net the exact positions where it 
crosses channel boundaries. 

4) Route each channel. 

I n some systems, e.l!. CALCOS, stages 3 and 4 arc combined into 
a single stage. Channels arc routed one by one and the r outings 
in the first i channels fix thc positions of nets which leave 
thcse channels. In all stal!es Ileuristic algorithms arc usually 
used. In this paper we show that stages 2) to 4) can be combined 
to n single stage (called the lo~al routing problem (LRP» wllieh 
can be solved efficiently. More precisely, we will show tllat 
LRP's for t'."o-terminal nets can be solved in time O(n(log n)2) 
where n is the size of the routing region and that LRP's for 
multi-terminal nets can be solved approximately in that time 
bound. An exact statement is givell ill section 2. 

Previous theoretical work on routing concelltrated on routing 
regions wi th "simple" shapes. Very good routers for channels 
(Rivest/ Barratz/ Miller, Preparata/ Lipski, Baker/ Bhatt/ 
Leighton), switchboxes (Mehlhorn/ Preparata, Frank) and 
generali~ed swi tchboxes (Kaufmann/ Mehlhorn) "'CI"e found. 
Routing in general plana r graphs was considered by Okamura/ 
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Se ymo ur and Becker/ Mehlhorn. Note hO"'e"er that all papers 
mentioned require the terminals of all nets to be on the 
boundary of the same face of the routing region. A notable 
exception i s til e paper by Baker! Pinter wllo consi dered l'iver 

routing within 11 ring of pads. Ne sho uld finally mellt ion 

that the combinatioll of stages 1) to 4) is NP-complete 
(Kramerl v. Leeuwen). 

This pape r is organized as follO'.~s . In section 2 we give a 

precise definiti.on of the LRP for two-terminal nets, the 
multi - terminal net case can be found in section 6 . Section :; 
gives the algorithm, in section 4 we prove it correct and in 
section 5 we describe an implementation and analyse it s 

running time. 

Z. I'racise Problem Definition 

The plallar rec tansular grid consists of vertices 

{ (x ,y) ; X,)' € Z) and edges {«(x,y), (x' ,y')) 

lx-x'i + Iy-y 'l ~ I ) . A routing region R is u finite subgruph 

of the planar rectangular grid. A routing re gion is a full 
polygon i f every finite face of R has exactly four vertices. 

In the sequel R always denotes a routing region. Let M be the 
set of finite faces of It which ha ve five or more boundary 

vertices and l et M be ~I togather with t he i nfinite face. Let 
Il bc the set of vertices of R with degree at mo s t three. No te 
that a vertex v € B lies on the bounda!')' of a face r € M. 

A 10c(11 routing is a path in the routing region 

routings p and 'I are clelllcnla rily equ ivalent if 

Pl,P2,qZ'P:; such that p ; PIPZ P3' 'I • Pl q 2P3 and 

It . Two local 

there arc paths 
- 1 - 1 

pzqz (qz 

is the reverse of path q zl is the boundary cycle of a face r t M. 
Two local routings J1 and q are eguivalent i f there is a sequence 

Po' ···, Pt ' k 2 0, of paths SUCII that p = Po' q • Pk and Pi 
an d Pi+l a re elementarily equivalent for 0 S i < k . Note that 
if p and q are equ ivalent then p and q have the same endpoints 
and the cycle pq-l docs 110t enclose a fac e F E M (c r. rigure 1). 
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We usc Ipl to denote the equivalence clas s of local routing p. 
A global routing is an equivalence class Ipl . A net N is a 

triple (s.t.gr) where sand t arc vertices in Band gr is a 
global routing connecting sand t. i.e. gr = Ipl where p is 
a path from s to t. We call gr = gr( N) the global routing of 
net Nand sand t its terminals. 

We are now ready to state the Local Routing Problem (LRI' ) . 

Input: A rout i ng region R and a set Ke of nets . 

Output: A local routing 2r(N) for e acll net N E Ne such that 
I) £r(N ) E gr(N) for all N 
2) l r(N I) and lr (K Z) are edge-disjoint for NI. NZ ENe. 

NI * NZ 
or un indication that there is no such set of local 
routings. 

Fig ure Z gives an example. In this paper we will prove the 

following theorem. 

Theorem 1: Let P • (R.Ne) be a ll even LR I' where R has n vertices. 

In time O(a(log n) Z) one ca n dec ide wh ethe r I' has a so luti on 
and a lso construc t a solution i f it does. 

It remains to define even LRP. The mul tiple source dual VCR) 

is defined as fo llows . (cf. Figure 3). 
For e very edge e of R there is a dual edge dee) with its end­
points lying in those faces of R whicll arc se pa ra ted bye . Th e 
endpOints o f edges wllich l i e in faces outside A are identified . 
th e endpoints in faces in }l ure kept distinct and are called 

sources of the dual graph. i\ cut o f R i s a simple path in th e 
dual graph connecting two sources. The capacit)' capte) of a 
cut C is its lengths ( = number of edges of R intersected by 
the cut) (cf. figure 3). i\ cut can be viewed as a polygonal 

line $' ..... 51; \~hcrc ea ch 5 i is a s tr a ight-line segment and 

si arId s i+l have a dif fere nt direction (one ho rizon ta l. one 
vertical). A cut i s simple if k S 2. i.e. i f th o cut has at 
most one be nd. 
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Let C be a cut and p be a local routing. Then cross (p,C) is 
the number of edges e of p with dee) in C, Le. the number of 
times p goes across C. For a global routing gr we define 

cross(gr,C) = min {cross(p,C) ; p ( grl. 

Finally, the density den~(C) of cut C is defined by 

dens(e) = L (cross(gr(N), C) ; N E Ne) 
and the free capacity fcap(C) is given by 

fcap(C) = cap (C) - dens(C) 
A cut C is saturated if fcapeC) = 0 and oversaturated i f 
fcapeC) < o. 

An LRP is oven iff fcap(C) is even for ever)' cut C. 

We show (as part of the proof of theorem I) 

lbeorem Z: If fcap(C) is nonnegative and evell for every simple 
cut e then the routing problem P has a solution. If r has a 
solution then fcap(C) is nonnegative for every cut C. 

For the sequel the following alternati ve definition of 
cross(gr,C) is useful. Local routing p ( gr is reduced with 

respect to C if I' cannot be written p = I'1ell'ZeZp3 where 
d(e l ), dee Z) ( C and there is a path 1'4 such that e 11' ZeZ and 
1'4 arc eq uivalellt and cross(p4'C) • o. 

Lelluna I : I f local routing p is reduced with respec t to C then 
cross (p,C) = cross([pl,C). 

We infer from lemma I that we can use reduced local routings 
to count crossings of cuts with global routings at least as 
far as one cut is concerned. We will now extend this obser­

vation to several cuts. 

Let C and n be cuts. C and 0 are interference free if tlley arc 
either vertex-disjoint or if C • EC', D = ED' and e' and Df 

are vertex-disjoint except for their common start 
Figure 4). A set S of cuts is interferencefree if 

10Clil routing p 

vertex (cf. 
the cuts in 
is reduced S are pairwise interferencefree. A 

with respect to S if it is reduced with respect to all cuts in S. 
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Lemma 2: Let S be an interference free set of cuts and .let gr 
be a global routing. Then there is a p € gr such that p is 
reduced with respect to S. 

3. The LRP Algorithm 

In section 3. I we give our LRP algorithm. In its 
description we use two undefined concepts: minimal saturated 
cut and leftmost decomposition of a net. 
The (very lengthy) defillition of these concepts is given in 
section 3.2. In section 3.2 we will also prove several facts 
about these concepts. 

3. I The Algor i thm 

The algor i thm processes the routing region row by r ow 
from top to bottom. Within each row we proceed from lef t to 
right. A vertex a = (x,y) of the routing region R is called 
the left upper corner o f R if there is no vertex (x',y') of R 
with y' > y or y' • y and x' < x. We use b to denote the 
vertex b = (x,y-I) and e = (a,b) to denote the vertical edge 
incident to a. 

The algoI"ithlll constructs a solution iteratively. In each 
iteration it first simplifies the routing region such that 
all cuts have capacity two or more and then it considers edge e 
and dec ides whether to route :i net across e or not. In either case 
edge e i s deleted f rol1l the routing region. Thus O(n) itel'ations 

suffice. lbe details are as follows. In the description of the 
algorithm we assume that we st~rt with a solvahlc LRP. If the 
algorithm is applied to a nonsolvable LRP then it will find an 
oversaturated cut at sOllie point. 
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(I) Simplify; 
(2) while E. 0 
(3) do fcap(Y) is even and nonnegative for every simple 

cut Y. Every cut of routing region R has 
- - capacity at least two; 

(4) let a be the left upper corner of R and let e = (a,b) 
be the vertical edge incident to a; 

(5) 

(6) 

if there is a saturated simple cut through edge e 

then let X be the minimal saturated simplo cut 
tlHough edge e; 

(7) Among the nets which go across cut X let N be 
the one with the leftlDost decomposition (NI,N Z) 

where HI = (s,a.&r l ) and ~ z - (b,t,gr Z); 

(8) delete edge e and net N and add nets NI and NZ 

(9) 

( 10) 

od 

the local routing of net N consists of 
tile local routings for nets H, and HZ 
and edge e. 

else a is not terminal of any net 

fi ; 

delete all four edges of the finite faC() on \-Ihose 
boundary a and b lie (cf. figure 5) 

s impl ify 

where procedure Simplify is given by 

proc Simplify 
wllile 3 cut X with cap(X) = I 
do let e be the edge cut by X and let N be the net with 

cross(N.X) = 1. Let (N"N Z) be a decomposition of N 
with respect to X; 

od 

delete edge and net N and add nets NI and NZ 
the local routing for N consists of the local 

routings for NI and Nz and edge e 

3. Z The Mi ssing Concepts 

In this section we define the concepts of minimal 
saturated simple cut and leftmost decomposition of a net. 



- 7 -

Throughout this section we assume tllat there ;,re no cuts o( capacity one. 

We first defi ne minimal saturated simple cut. A s imple cut 
through edge e c:onsists of a hori zontal segme nt s \ and maybe 

a vertical segment s2" Segment 52 eithe r bends upw;,rds or 
downwards. Ke postulate that all cuts with 52 bending upwarJs 
are smaller than the cut with no bend which in turn is sma l ler 

than all cuts wi th 52 bending do .. mwards. 
We furthermore order the cuts with s2 bending upwards accorJing 

to increasing length of 5\, i.e. the shorter 5\ the smaller the 
cut, and the cuts with 5, bend i ng downwards according to de­

creasing length of 5" i.e. the longer s, the smaller the cut 
(cL figure 6) . 

!I'e will next prove some important f acts about saturated cuts. 

Lemma 3: Let P be a local routing problem. 
a) If there is an oversaturated cut then there is a simple over­

saturated cut. 
b) [f Y = 51'5 2" .. ,sk' k ~ 3 , ( ElIC 5 i a loe straight-line segments) 
Is a saturated Cl,t through edge e then there either ex ists an 
oversaturated simple cut (not nece ssa "i1), through e) or th e re 
exists a saturated simple cut X through e which is smaller than 

the cut S,,5 2' where 52' extends 52 until it intersects a 
boundary edge. (cf. Figure 7). 

We can now turn to the de f inition of lef tmost decompo s ition. 

We do 50 in a three step proce ss . We first define slicings of 
the routing Tegion. We then usc slicinga to define the order­
ing left-of on ne ts with a common endpoint, and thon to extend 

this orderi'lg t o decompos itions of net s . We ~ill also prove 
that the ordering is independent of the particular slicing 

used in its definition. 

A slicing S of H is a set e(F), F E M, o f cut s and a function 

parent: N ~ R such that 
1) C(F) has one endpOint in face F and the other en dpoint 

in face parcnt(F) E R 
2) the function parent defines a tree on R with the 

infinite face bee i ng the root 
3) cuts C(F) and C(G) do not interfere if F • G. 
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Fjgure 8 illustrates this definition. If S is a slicing then 
.-emoval of the ed!:es e intersected by a cut in S turns R 

inlO a full polygon which we denote P(S). 

We will next defi ne a cyclic ordering on the set B U C where 
B is the set o f ver tices of R of Jegree three or less and 
C ; (e(F)+I, C(F)-I; I' E MI. Here, C(F)+I and C(F)-1 are new 

symbols which l-e present the two sides of cut C(F). The 

ordering on B U C is defined by a counterclockwise traversal 
of the full polygon peS) where C(F)+1 represents the sequence 
of vertices used to r aac h face F E M from face parent ~) and 

-1 
C(F) represents the path back to parent(F). 

Remark: This ordering is well-defined since no node in B 

can belon~ to the bOllndary of two faces in g. OtJlerwise, 
there would be a cut of capacity one. 

I~e can lise slicings to decompos e nets into elementary pieces. 
Let N ; (5 ,t,[pl ) be a net where p is reduced with respect 
to S. The net N crosses some cuts in S ; each cut e(I:) is 
crossed either in the direc tion from C( I:)+1 to ( F) -l or from 

C( F)-I to e(F)+I. In this way lie ca n associal!: \'lith the net:ln 
I - 7 • e eo'ent 1n I!(C - ) B. 

s C(F )+d 1 CCF )-d 1 1 1 

where d i E (+1, -I I and N c rosses C(F i ) in the direction f rom 
e(F_ )d i to C(F)-d i . The elementary pieces of net N are now 

giv~n by (5, C(F1)d l ), (C(FI)-d l , C(FZ)dz), ... 
An elementary piece is an clement of (8 U C)2. 

We a re now ready to define the ordering left of on nets with a 

common terminal. Let Ni ; (s,ti'(Pi)) be nets and let cPip···' 
ep -k be the decomposi tion of N_ into elementary pieces, i ; 1, 2 . 
1-1 

1 

Then NI is left of 
f or 1 < j , ePI,j 

e: B U C, v + u,v,w 

N2 iff there is a j such that epu. • cPu. 
= (u,v), ep, - ; (u,w) with 

-,J 
wand u, v, and w oeeuring in that order in 

the cyclic ordering of B U C. (eL Figure 9). 
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The ordering le f t of is defined with respect to a particular 
slicing S. It is however independent of the slicing (cL Hgure 10). 

Le~ma 4: The ordering left of does not depend on the slicing 
used in its definition. 

We can now finally define decompositions of nets and the 
ordering left of on docompositions. Let X be ~ cut tllrouRh 

edge e = (a,b). /I pair Nl • ls,a,(pl) ), NZ = (h,t,(pZ) ) 

of nets is a decomposition of net N = (s,t,(P) (with re s pect 

to cut X) if (pJ = (PI e PZJ and crO$S (NI,:q + cross (N ,X) a 

cross (N,X) - 1. Decomposition (N 1,N Z) of net N is left or 
decomposition (NI,M Z) of net M if NZ i$ left of MZ' 

4. Correctness 

In this section we prove the correctness of our algorithm. 

Let l' be an even solvable LRP. We establish the follo"'ing in­
variant for our algorithm. 

(Invariant): fcap(Y) is even and nonnegative for all simple 
cuts Y. 

The invariant is certainl}' true initiaU)' ; fC ~JI' ( Y ) is e ven because 
l' is even and fcap(Y) is nonnegative he cause P is solvahle. 
It remains to SIIOW that the invariant is maintained. 

Lemma 5: An application of procedure Simplify maintains the 
invariant. 

Lemma 6: An execution of the main-loop maintains the in­
variant. 

Proof: The proof is very lengtlly and requires a detailed case 
analysis. ',e sketch one case. Assume that there is a saturated 
cut through edge e; let X be the minimal saturated simple cut 
til rough e. Let Y be any simple cut. We have to show that 
fcap' (Yl is even and nonnegative in the modified problem 
(indicated by the prime). We discuss the case that X and Y 
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cross and have exa~ tly one common VC1"tC'x v (cL F i gu I'e I I ) . 

Ass WIle that v is close r to e than e ' . Then fc«p' (Y) = 
[cap (Y) - 2 . Thus the only case to discuss is fcap(Y) = O. 

We consider cuts Z I and Z2 as shown in Figure ' 2 and show 

fcap(Z I ) + [cap(ZZ) = fcap(X) • (capey) = O. HelIce cithcr 

fcap(ZI) = 0, « ~ontradiction to the minim«lity of cut X or 

fcap(ZZ) < D, a contradiction to the invariant (with a tacit 

a pplication of l emma 3). In ei ther case we have derived a 

contradiction and hence fcapey) > O. 

It rem«ins to show fcap(ZI ) • [cap(Zz) = fcap(l) + fcap(Y) . 

Note fi r st that ~ap(Zl) + cap(Zz) = capel) • cap(Y). We 

consider the densities next. Let S be a slicing s uch that 

S U (X) and S U (Y) are interferencefree. The c uts I and Y 

divide B U C into four intervals, say G, II, I, K, as indicated 

in Figure I Z. For subsets U,V of B U C let dens(U,V) = I{ep 

ep • (u,v) is an elementary piece with u E U, v E V) I 

We have dens (X) = ens (CUll, IUK), dens (Y) = dens (GuK, IIU1 ), 

dens(Z I) • de ns(K, GUIIUl) , dens(Zz) • dens(II, IUKUG) anLl 

therefore dens(Z,) + dens(ZZ) = dens(X) + dens(Y) - Z dens(I,G). 

Next note that dens (I ,G) = O. This can be seen as fallows . 

Assume otherwise. Then there is an elementary piece ep'E I • C. 

Let N with decomposition (N I, NZ) be the ne t chosen by the 

algori thm to be routed across edge e. Let ep be the elementary 

pie~e of N · .. hich "contains" edge e'. Then ep E I x II and 

hence (NI,N Z) is not a leftmost decomposition . This contra ­

di c tion shows that dens(I,G) = 0 a nd hence dens(ZI) + dens{ZZ) = 
dens(l) + dens(Y). c 

Theorem 2 now foIlo'.'s immediately from lemma 6 . 

S. Implementation and Running Time 

nlere arc two main ingredie nt s to the implementation. 

The f irst idea ls t o represent nets as sequences o f e l ementary 

pieces, to represent pieccs as pairs of integers, and to store 

these pairs in a rallge tree (cf. Mehlhorn, scction VII . Z. Z) . 
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These inte gers are obtained as follows. We number B U C in 
counterc l ockwise orde r "'here "'e usc a s in!!le i ntege,' fo r (Ill 
clement i" B Hlld use all interval of le'l~tll cap(C(F)) for the 
elements C(F ) +I, C(F)-1 ill C. In a sense we number the e ndpoints 

of the edges going acros ~ cu l C(F); c £ . Figure 13 . 
Figure 13 also jllustrate~ how pairs of integers are assigned to 

elementary pieces. 

Lemma 7: nle pairs representing the elementary p ieces ca n be 

computed in ti me O(n(log n)2) 

From no,,' on we a re on sa fe grounds and c (ln essentially use the 

methods develope d in Kaufmann/Mehlhorn. 

We will next s how how the range tree can he IIscd to find t.he 
net to be ,"outed (lcross edge e in line ( 7) of the algorithm. 

Let X be a cut through edge e. Cut X partitions B U C into 
two sets Land R with bEL, a E R. In our numbering of 
II U C the set L corresponds either to an interval [j,h] '",i th 

j < h or to a pair of intervals [j,r],[ l,h1 . , .. ith j > h a nd r 
tile lar gest numbe r used in the numbering. In th e forme T case 

(tile latte r case being s imilar ) the net N to be routed across 
edge e is characterized by the dem t ary piece ep Hiti! 
rcp,"csentation (f,g). f,g E 1'< " here f t [ j , h l, g E [j,h] a nu 
g minimal. This pair c an be found in time o (n(log 11)2) using 
thc range t,"ee. 

The second idea is to lIse an auxiliary data st ruc ture for the 

top row of t he routing r egion which contains the free capacities 
of all cuts going through edge e. This d;.ta structure is a 
priori t)' queue wi th updates 35 described in Galil/Naamad, see 

also ~Iehlhorn, sect.ion IV.9.1 . II the top row has length L then 
? 

this data structure can be constructed in time O(L(log n)-) 
using the range tree. It can be used to decide in time O(log n) 
whether there is a saturated cut through edge e (line 5) and to 

find the minimal such cut (line 6). Also it can be updated in 
time O(log n) per iteration of the main loop. 

Altogether we obtain an 0(n(logn )2 ) algorithm. 
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6. Multi-terminal Nets 

A local routing for a multi-terminal net is a tree, a 

global routing is an equivalence class of trees. Density and 

free capaci ty arc defined as in the two-terminal case. I~e have: 

Theorem 3: Let P be an LRP with multi-terminal nets. 

If 2 dens (X) '" cap (X) for every cut X then I' has a solution 

and this solution can be constructed in lime O(n(log n) 2) . 
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Figure I: Subcircuits (Faces F in M) are hatched. 

PI and Pz are not equivalent, Pz and P3 are 
equivalent. 
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Figure 2,,): A local routing problem. Nets and their !;lobal 

rOlltings ~lI'e indica t ed as "rubbe r banJs". 
Sllbcircuits arc hatc hed . 
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Figure 3: The multiple source dual D(R) of the routing region 

of Figure 2 . A cu t of capacity S is s llown wi~glcd . 
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do not interfere . 
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Figure 5 ; The four dashed edges a rc de l e t ed . 
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Fi gure 6; x. is smaller t han X. fo r 1 < j 
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1: ~ . .. • 
• 

Figure 8: A slicing S of R. We have parent(F) = 1'2' 

parent el'l) = parent(Fo) = 1'0 where 1'0 is the 
infin i te face. TIle cyclic ordering of B U (; is 

indicated by arrows. 

Fi!.urc 9: 

s 

I' 2 
t 

t 1 t4 
t • 
~ 

FI 

r 3 

Net N. connects 5 and t .• Ti", clcmen ta ry pieces 
. I .. 1 1 -I +1 

of 1\5 are (5,C(1"'2) ), (C ( F2) ,C(F I) ), 
- I (C(F I) ,tS) anu th c elcmentary pieces of N4 are 

(s , C( I' 2) + I ) , (C ( I' 2 ) - 1, C ( I' I ) .. 1), (C ( I' 1 ) - 1, (;( I' 3) - I ), 

(C(F 3)",t4 ). Since C(1' I)-I, (;(1'3) -1, ts occur in 

that order in the cyclic ordering of B U C (cf . 
Figure 8), 1\4 is l eft o f NS ' In genera l, Ni is 

l eft of N. for i < j. 
J 



s 

Figure 10: A different slicing of tile routing region of 

I' igu rc 8 . The e l ementary pi. eces of net s Ns and 
• + 1 - 1 N4 a rc now: NS a (s, C(F 1) ) , (C ( F

1
) , tS) and 

N4 = (s, C(1: 1)+I), (C(F
1
)-I, t

4
). Thus N4 is 

left of NS. 
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Figure 11: Si mple cut s X and Y cross. Net N (to he routed 

across e) c r osses cut X in edge e'. 

H 

Figure 12 : Cuts ZI a nd Z2 and the partition of B U C into 

fOt lr intervals G,H,I,K . 
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II m+18 .. -19 

C(t,)+1 C(F)-I 

Figure 13: The numbering of the elements in B U C. 

For the nets going across cut C(P) we have chosen local 

routings which reflect the ordering of the tails of the nets 

NI .N Z.N 3 and N4 • i.e. tail (N i ) is left of tail (Njl for 

i < j. The tail of net N. is the part of N. beginning with 
1 1 

C(Fl- I . We represent w by integer m+i in the elementary piece 

(vi.wl of net Ni ending in C(F)+l. 
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