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A B S T R A C T

D igital humans are increasingly becoming a part of our lives with applications like
animation, gaming, virtual try-on, Metaverse and much more. In recent years there
has been a great push to make our models of digital humans as real as possible. In

this thesis we present methodologies to model two key characteristics of real humans, their
appearance and actions.

We propose MGN, the first approach to reconstruct 3D garments and body shape underneath,
as separate meshes, from a few RGB images of a person. We extend the popular SMPL body
model, which represents only undressed shapes, to also include garments (SMPL+G). SMPL+G
can be dressed with garments which can be posed and shaped according to the SMPL model.
This allows, for the first time, real world applications like texture transfer, garment transfer and
virtual try-on in 3D, using just images. We also underline the key limitation of mesh based
representation for digital humans, i.e. the ability to represent high frequency details.

Therefore, we explore the recent implicit function based representation as an alternative to
the mesh based representation (including parametric models like SMPL) for digital humans.
Typically, methods based on latter lack details while former lacks control. We propose IPNet, a
neural network, that leverages implicit functions for detailed reconstruction and registers the
reconstructed mesh with the parametric SMPL model to make it controllable. Thus leveraging
the best of both worlds.

We further study the process of registering a parametric model, such as SMPL, to a 3D
mesh. This decade old problem in computer vision and graphics, typically entails a two step
process, i) establish correspondences between the model and the mesh, and ii) optimise the
model to minimize the distance between the corresponding points. This two step process is
not end-to-end differentiable. We propose LoopReg, that uses a novel implicit function based
representation of the model and makes registration differentiable. Semi-supervised LoopReg
outperforms contemporary supervised methods using ∼100x less supervised data.

Modelling the human appearance is necessary but not sufficient for building realistic digital
humans. We must model not just how humans look but also how they interact with their sur-
rounding objects. To this end, we present BEHAVE the first dataset of full body real interactions
between humans and movable objects. We provide segmented multi-view RGBD frames along
with registered SMPL and object fits as well as contact annotations in 3D. BEHAVE dataset
contains ∼15k frames and its extension contains ∼400k frames with pseudo-ground truth
annotations. Our BEHAVE method, uses this dataset to train a neural network to jointly track the
human, the object and the contacts between them.

In this thesis we explore the aforementioned ideas and provide in-depth analysis of our key
ideas and design choices. We also discuss the limitations of our ideas and propose future work
to not just address these limitations but also extend the research further. All our code, MGN
digital wardrobe and BEHAVE dataset are publicly available for further research.
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Z U S A M M E N F A S S U N G

D er digitale Mensch wird immer mehr zu einem Teil unseres Lebens mit Anwendungen
wie Animation, Spielen, virtuellem Ausprobieren, Metaverse und vielem mehr. In
den letzten Jahren wurden große Anstrengungen unternommen, um unsere Modelle

digitaler Menschen so real wie möglich zu gestalten. In dieser Arbeit stellen wir Methoden zur
Modellierung von zwei Schlüsseleigenschaften echter Menschen vor: ihr Aussehen und ihre
Handlungen.

Wir schlagen MGN vor, den ersten Ansatz zur Rekonstruktion von 3D-Kleidungsstücken
und der darunter liegenden Körperform als separate Netze aus einigen wenigen RGB-Bildern
einer Person. Wir erweitern das weit verbreitete SMPL-Körpermodell, das nur unbekleide-
te Formen darstellt, um auch Kleidungsstücke zu erfassen (SMPL+G). SMPL+G kann mit
Kleidungsstücken bekleidet werden, die entsprechend dem SMPL-Modell posiert und geformt
werden können. Dies ermöglicht zum ersten Mal reale Anwendungen wie Texturübertragung,
Kleidungsübertragung und virtuelle Anprobe in 3D, wobei nur Bilder verwendet werden. Wir
unterstreichen auch die entscheidende Einschränkung der netzbasierten Darstellung für digitale
Menschen, nämlich die Fähigkeit, hochfrequente Details darzustellen.

Daher untersuchen wir die neue implizite funktionsbasierte Darstellung als Alternative zur
netzbasierten Darstellung (einschließlich parametrischer Modelle wie SMPL) für digitale Men-
schen. Typischerweise mangelt es den Methoden, die auf letzteren basieren, an Details, während
ersteren die Kontrolle fehlt. Wir schlagen IPNet vor, ein neuronales Netzwerk, das implizite
Funktionen für eine detaillierte Rekonstruktion nutzt und das rekonstruierte Netz mit dem
parametrischen SMPL-Modell registriert, um es kontrollierbar zu machen. Auf diese Weise wird
das Beste aus beiden Welten genutzt.

Wir untersuchen den Prozess der Registrierung eines parametrischen Modells, wie z. B.
SMPL, auf ein 3D-Netz. Dieses jahrzehntealte Problem im Bereich der Computer Vision und
der Graphik erfordert in der Regel einen zweistufigen Prozess: i) Herstellung von Korrespon-
denzen zwischen dem Modell und dem Netz, und ii) Optimierung des Modells, um den Abstand
zwischen den entsprechenden Punkten zu minimieren. Dieser zweistufige Prozess ist nicht
durchgängig differenzierbar. Wir schlagen LoopReg vor, das eine neue, auf impliziten Funk-
tionen basierende Darstellung des Modells verwendet und die Registrierung differenzierbar
macht. Semi-überwachtes LoopReg übertrifft aktuelle überwachte Methoden mit ∼100x weniger
überwachten Daten.

Die Modellierung des menschlichen Aussehens ist notwendig, aber nicht ausreichend, um
realistische digitale Menschen zu schaffen. Wir müssen nicht nur modellieren, wie Menschen
aussehen, sondern auch, wie sie mit ihren umgebenden Objekten interagieren. Zu diesem
Zweck präsentieren wir mit BEHAVE den ersten Datensatz von realen Ganzkörper-Interaktionen
zwischen Menschen und beweglichen Objekten. Wir stellen segmentierte Multiview-RGBD-
Frames zusammen mit registrierten SMPL- und Objekt-Fits sowie Kontaktannotationen in 3D
zur Verfügung. Der BEHAVE-Datensatz enthält ∼15k Frames und seine Erweiterung enthält
∼400k Frames mit Pseudo-Ground-Truth-Annotationen. Unsere BEHAVE-Methode verwendet
diesen Datensatz, um ein neuronales Netz zu trainieren, das die Person, das Objekt und die
Kontakte zwischen ihnen gemeinsam verfolgt.
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In dieser Arbeit untersuchen wir die oben genannten Ideen und bieten eine eingehende
Analyse unserer Schlüsselideen und Designentscheidungen. Wir erörtern auch die Grenzen
unserer Ideen und schlagen künftige Arbeiten vor, um nicht nur diese Grenzen anzugehen,
sondern auch die Forschung weiter auszubauen. Unser gesamter Code, die digitale Garderobe
und der Datensatz sind für weitere Forschungen öffentlich zugänglich.
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Figure 2.1 A triangulated surface (c) can be represented implicitly using a distance
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SDF>0 outside (a). The boundary or the zero-level set of this implicit
representation marks the surface. Source: Park et al. (2019). . . . . . 5

Figure 2.2 SMPL represents 3D humans as a function of pose and shape parame-
ters. SMPL applies a series of linear displacements based on pose and
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skeleton. Source: Loper et al. (2015). . . . . . . . . . . . . . . . . . . 6

Figure 4.1 Garment re-targeting with Multi-Garment Network (MGN). Left to
right: images from source subject, body from the target subject, target
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can transfer the predicted garments to a novel body including geometry
and texture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

Figure 4.2 Overview of our approach. Given a small number of RGB frames
(currently 8), we pre-compute semantically segmented images (I) and
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test time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

Figure 4.3 Digital 3D wardrobe. We use our proposed multi-mesh registration
approach to register garments present in the scans (left) to fixed gar-
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wardrobe. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

Figure 4.4 Left to right: Scan, segmentation with MRF and CNN unaries, MRF
with CNN unaries + garment prior + appearance terms, the garment(t-
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Figure 4.5 Dressing SMPL with just images. We use MGN to extract garments
from the images of a source subject (middle) and use the inferred 3D
garments to dress arbitrary human bodies in various poses from SMPL
shape subjects. The two sets correspond to male (left) and female
(right) body shapes respectively. . . . . . . . . . . . . . . . . . . . . 18

Figure 4.6 Qualitative comparison with Alldieck et al. (2019a). In each set we
visualize 3D predictions from Alldieck et al. (2019a)(left) and our
method (right) for five test subjects. Since our approach explicitly
models garment geometry, it preserves more garment details, as is
evident from minimal distortions across all the subjects. For more
results see supplementary. . . . . . . . . . . . . . . . . . . . . . . . 21
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Figure 4.7 Texture transfer. We model each garment class as a mesh with fixed
topology and surface parameterization. This enables us to transfer
texture from any garment to any other registered instance of the same
class. The first column shows the source garment mesh, while the
subsequent images show original and transferred garment texture reg-
istrations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

Figure 4.8 Garment re-targeting by MGN using 8 RGB images. In each of the
three sets we show the source subject, target subject and re-targeted
garments. Using MGN, we can re-target garments including both
texture and geometry. . . . . . . . . . . . . . . . . . . . . . . . . . . 22

Figure 4.9 Ours is the first approach to infer separable 3D garments from images.
Though very promising, the proposed approach has shortcomings. In
this figure we present some interesting challenges for future work.
From left to right: A) Unposing artifacts due to skinning, B) part
of source hair got moved along with the garments due to incorrect
segmentation at the boundary, C) Current approach cannot impaint
texture under clothing. . . . . . . . . . . . . . . . . . . . . . . . . . 24

Figure 5.1 We combine implicit functions and parametric modeling for detailed
and controllable reconstructions from sparse point clouds. IP-Net
predictions can be registered with SMPL+D model for control. IP-Net
can also register (A) 3D scans and (B) single view point clouds. . . . . 25

Figure 5.2 Unlike typical implicit reconstruction methods, IP-Net predicts a dou-
ble layered surface, classifying the points as lying inside the body
(R0), between the body and the clothing (R1) and outside the clothing
(R2). IP-Net also predicts part correspondences to the SMPL model. . 26

Figure 5.3 The input to our method is (A) sparse point cloud P . IP-Net encoder
f enc(·) generates an (B) implicit representation of P . IP-Net predicts,
for each query point pj, its (C) part label and double layered occupancy.
IP-Net uses (D) occupancy classifiers to classify the points as lying
inside the body (R0), between the body and the clothing (R1) and
outside the body (R2), hence predicting (E) full 3D shape So, body
shape under clothing Sin and part labels. We register IP-Net predictions
with (F) SMPL+D model to make implicit reconstruction controllable
for the first time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

Figure 5.4 To train IP-Net we require estimating body shape under clothing from
a dressed scan. We propose an optimization based approach to obtain
body shape under clothing from dressed 3D scans. We show (L to R)
input scan, estimated body shape, estimated body overlayed with scan. 28

Figure 5.5 We compare quality of SMPL+D registration for various alternatives to
IP-Net. We show A) colour coded reference SMPL, B) the input point
cloud, C) registration directly to sparse PC, D) registration to Chibane
et al. (2020a) prediction and E) registration to IP-Net predictions. It is
important to note that poses such as sitting (second set) are difficult to
register without explicit correspondences to the SMPL model. . . . . . 33
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Figure 5.6 We highlight the importance of IP-Net predicted correspondences for
accurate registration. We show A) color coded SMPL vertices to
appreciate registration quality and three sets of comparative results.
In each set, we visualize B) the input point cloud, C) registration
without using IP-Net correspondences and D) registration with IP-
Net correspondences. It can be seen that without correspondences
we find problems like 180◦ flips (dark colors indicate back surface),
vertices from torso being used to explain arms etc. These results are
quantitatively corroborated in Table 5.2. . . . . . . . . . . . . . . . . 35

Figure 5.7 Implicit predictions by IP-Net can be registered with SMPL+D model
and hence reposed. We show, A) input point cloud, B) corresponding
SMPL+D registration and C,D) two instances of new poses. . . . . . . 36

Figure 5.8 Advantage of IP-Net being a joint model for inner body surface and
outer surface. In each set (L to R) we show input point cloud, inner
(blue) and outer (off-white) surface reconstruction by two independent
networks, IP-Net reconstructions. reconstructions from IP-Net have
visibly fewer inter-penetrations. . . . . . . . . . . . . . . . . . . . . . 37

Figure 5.9 IP-Net can be used for scan registration. As can be seen from Table
5.1, registering SMPL+D directly to scan is difficult. We propose to
predict the inner body surface and part correspondences for every point
on the scan using IP-Net and subsequently register SMPL+D to it.
This allows us to retain outer geometric details from the scan while
also being able to animate it. We show A) input scan, B) SMPL+D
registration using IP-Net, C) scan in a novel pose. . . . . . . . . . . . 37

Figure 5.10 Single depth view point clouds (A) are becoming increasingly accessi-
ble with devices like Kinect. We show our registration using IP-Net
(B) and reposing results (C,D) with two novel poses using such data. . 38

Figure 5.11 We extend our idea of predicting implicit correspondences to para-
metric models to 3D hands. Here, we show results on MANO hand
dataset Romero et al., 2017. In the first row we show A) input PC,
B) surface and part labels predicted by IP-Net, C) registration without
part correspondences, and D) our registration. Registration without
part labels is ill-posed and often leads to wrong parts explaining the
surface. In the second row we show A) input single-view PC and B)
corresponding registrations using IP-Net. . . . . . . . . . . . . . . . . 38

Figure 5.12 We present some of the failure cases of our proposed approach. In
the first set, we show the input point cloud and the generated surface
reconstruction by IP-Net. Unseen poses are difficult for IP-Net. In the
second set we show the GT scan with the person holding an object,
the IP-Net reconstruction and the resultant registration with artefacts
around the hand. Our approach cannot deal with non-clothing objects.
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surface and the registration. Notice that facial details are missing. . . . 39

Figure 6.1 Input to our method is a scan or point cloud (A) S . For each input
point si, our network CorrNet fϕ(·) predicts a correspondence pi to
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Figure 6.2 Illustration of the diffusion process. We diffuse the function ψ(·) (de-
noted as per-vertex colours), defined only on the vertices (v1, v2, v3),
to any point p ∈ R3. Within the surface (in this example just a tri-
angle), the function ψ(·) is diffused using barycentric interpolation
(sub-figure C). For a point p ∈ R3 beyond the surface, the function
ψ(·) is diffused by evaluating the barycentric interpolation at the clos-
est point c to p, implemented by pre-computing a distance transform
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Figure 6.3 Illustration of the diffusion process on a human mesh. In sub-figure
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as per vertex colors), is diffused to H ⊂ R3 via a distance transform
(sub-figure B). This results in a new function gψ(·) (sub-figure C). . . 44

Figure 6.4 Comparison with existing scan registration approaches, Alldieck et al.
(2019a) and Lazova et al. (2019). We show A) input point cloud, B)
registration using Alldieck et al., 2019a; Lazova et al., 2019 with-
out pre-computed joints/ landmarks. C) Our registration. D) GT
registration using Alldieck et al. (2019a) and Lazova et al. (2019) +
precomputed 3D joints + facial landmarks + manual selection. It can
be seen that B) makes significant errors as compared to our approach C). 48

Figure 6.5 Comparison with existing scan registration approaches, Alldieck et al.
(2019a) and Lazova et al. (2019). We show A) input point cloud,
B) registration using Alldieck et al. (2019a) and Lazova et al. (2019)
without pre-computed joints/ landmarks. C) Our registration and D)
GT scan. It can be seen that B) makes significant errors as compared
to our approach C). . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

Figure 6.6 Qualitative results of our approach on undressed scans. We show A)
input point cloud, B) SMPL registration from our approach and C) GT. 49

Figure 6.7 Qualitative results of our approach on dressed scans. We show A)
input point cloud, B) SMPL+D registration from our approach and C)
GT scan. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

Figure 6.8 Our method predicts continuous correspondences between the input
scan and the human model in canonical pose and shape. We visualize
these correspondences here. Top row shows the reference human model
and our predicted correspondences for dressed scans. In the bottom
row we show the same for undressed humans. A) Input point cloud, B)
our SMPL+D/SMPL registration and C) our predicted correspondences. 52

Figure 7.1 Given a multi-view RGBD sequence, our method tracks the human,
the object and their contacts in 3D. . . . . . . . . . . . . . . . . . . . 55

Figure 7.2 We present BEHAVE dataset, the largest dataset of human-object
interactions in natural environments. BEHAVE contains multi-view
RGBD sequences and corresponding 3D object and SMPL fits along
with 3D contacts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

Figure 7.3 Sample frame of our object keypoint annotation. Our predefined object
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1
I N T R O D U C T I O N

M odeling 3D humans has garnered a lot of attention in the last few years due to several
real world applications like virtual try-on, gaming, animation, motion capture and
Metaverse. All these applications require building models of digital humans in the

image of real ones.
Early works leveraging deep neural networks, on understanding humans started with estimating
the 2D pose (Insafutdinov et al., 2016; Pishchulin et al., 2016) and subsequently 3D poses (Guzov
et al., 2021; Ionescu et al., 2014; Mahmood et al., 2019; Marcard et al., 2018; Omran et al.,
2018). The pose carries a lot of information about a person, for instance, it can help us with
tracking (Andriluka et al., 2018; Reddy et al., 2021), understand human activities (Luvizon et al.,
2018; Song et al., 2021) and also forecast actions (Bodla et al., 2021; Walker et al., 2017). But it
still does not capture the full picture. For instance, it does not tell about the shape of the person
and one cannot reason about fine grained interactions between a person and their environment
with just pose.

This necessitates building models of human body shape. Early models used volumetric
representations like mixture of gaussians to represent different body parts (Plänkers and Fua,
2003; Sminchisescu and Telea, 2002; Stoll et al., 2011). The volumetric models were later
extended to obtain a mesh based representation (Hasler et al., 2009; Rhodin et al., 2016a) which
has several advantages like explicit surface representation and ease of rendering.

These advances paved way for popular parametric body models like SCAPE (Anguelov et al.,
2005; Pishchulin et al., 2017), SMPL (Loper et al., 2015; Pavlakos et al., 2019), GHUM (Xu
et al., 2020) and their extensions. Building on the success of such models, more detailed models
have been proposed for modelling soft tissue deformations (Pons-Moll et al., 2015), articulated
hands (Romero et al., 2017) and faces (Li et al., 2017; Ranjan et al., 2018; Tewari et al., 2017).
Despite their strengths and wide applicability, these methods model smooth undressed body
shape without high frequency clothing details.

In order to capture clothing details, Alldieck et al. (2018b) proposed an extension to SMPL
model (SMPL+D) by adding per-vertex displacements on the SMPL mesh (Alldieck et al.,
2019a, 2018a, 2019b). We extensively explore this representation in this thesis and demonstrate
that SMPL+D can be used to register scans and point clouds of dressed people (Bhatnagar et al.,
2020a,b). This makes the 3D scans more amenable to editing shape and pose, which is essential
for a lot of real world applications. Chapters 5 and 6 describe our work in more detail.
SMPL+D allows us to model deformations corresponding to the garments, but the deformations
do not carry any semantic meaning corresponding to the garments, i.e. SMPL+D produces a
single mesh without reasoning about the garments. This limits its use for tasks like garment
modelling, texture transfer and virtual try-on. To address this Pons-Moll et al. (2017), proposed
a method to register a garment template to a 4D sequence of a dressed person. Although quite
powerful, this method requires high quality 4D data thus limiting practical application. Therefore
we present a new extension to SMPL model, SMPL+Garments (SMPL+G) (Bhatnagar et al.,
2019) that allows us to register garments from a large corpus of static 3D scans. Garments in
SMPL+G can be used to dress SMPL model in arbitrary poses and shapes. We further learn
Multi-Garment Network (MGN), that allows us to reconstruct the body shape as SMPL model
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2 I N T RO D U C T I O N

and garments as separate meshes on top of it from just a few RGB images. We discus this in
more detail in chapter 4.

Mesh based models like SMPL, SMPL+D, SMPL+G are really powerful as they provide
control over the human surface via explicit parameters for pose, shape and non-rigid deforma-
tions but meshes have fixed resolution. This limits the resolution of details that these models
can capture. Recent works on implicit function based reconstruction have shown great promise
in this regard (Chibane et al., 2020a,b; He et al., 2021; Huang et al., 2020; Saito et al., 2019,
2020). Unfortunately, these works produce a static human mesh with no explicit control over the
pose and shape which comes with the parametric modeling. In chapter 5, we present Implicit
Part Network (IPNet) (Bhatnagar et al., 2020a) that uses implicit functions for detailed 3D
reconstruction and it also registers the static implicit reconstruction with the SMPL model,
making the reconstruction controllable. Another concurrent line of research, orthogonal to our
work, is also looking into using implicit function to model not just the static shape but also
articulation (Chen et al., 2021; Deng et al., 2020; Dong et al., 2022; Saito et al., 2021; Tiwari
et al., 2021).

Modelling how humans look is necessary but not sufficient. Human beings are more than just
what we look like. We can perceive our surroundings, plan actions and act upon our environment.
This ability needs to be modeled in the next generation of digital humans we aim to build.
Modelling human actions is also important in several other fields like robotics where we want to
train agents to perform certain actions/tasks by looking at how humans do them (robotics work).
And it is not just robots that can learn from the models of human interactions, but even human
beings can learn things like how to operate tools, do different tasks etc. using these models. This
is an especially challenging task as there is very limited data available to build models of human
interaction. This is in big part because capturing human-object interactions is hard. There are
sever occlusions, humans need to be free to move around which means that they can go outside
the recording volume of scanners, and the scope of possible interactions with objects is huge.
For instance there are many different ways of even sitting on a chair!

To this end, in chapter 7, we propose a portable, easy to setup and use multi-camera capture
system to record human-object interactions. We use this setup to record natural and diverse
human-object interactions and learn the first model that can automatically track the human, the
object and the interactions between them.

Modelling humans is not only useful for real world applications like virtual try-on, gaming,
learning in simulated environment etc. but it also provides a deeper insight into human nature
and behaviour as well, eg. how we perceive ourselves and others, how we interact with our
surroundings including other humans and how we envision the digital world to be, for instance
Metaverse. In this thesis we propose several advancements in data driven modelling of 3D
humans including pose, shape, clothing and interactions. We summarise our contributions
chapter-wise below.

1.1 S T RU C T U R E A N D C O N T R I B U T I O N S

This thesis is divided into eight chapters. Chapters 4, 5, 6 and 7 include the main technical
contributions and their evaluations.

• Chapter 2 introduces relevant technical background, such as the parametric body model
SMPL and introduction to implicit functions, used in the later chapters.

• Chapter 3 discusses the relevant prior work.
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• Chapter 4 (published as Bhatnagar et al. (2019)) introduces Multi-garment Network
(MGN), the first approach that can reconstruct the 3D body shape and garment meshes as
separate layers from a few RGB images of a person. More importantly MGN is trained on
real data. At the time of publication, there did not exist a dataset of registered 3D garments
that could be used for training MGN. Therefore, we proposed the first approach to register
3D garments of a class, in arbitrary poses and topology, to a common garment template.
With our registered 3D garments, we released a digital wardrobe fully compatible with
the SMPL model and we show that we can dress SMPL in diverse poses and shapes with
our garments. This allowed for the first time a straightforward approach to real world
applications like texture transfer and virtual try-on.

• Chapter 5 (published as Bhatnagar et al. (2020a)) presents an approach for controllable 3D
reconstruction of dressed humans using implicit functions. Concurrent works on implicit
3D reconstruction can only reconstruct static 3D meshes of dressed humans but a lot of
real world applications like animation, gaming etc. require controllable 3D models of
a person and not static meshes. This control is possible with parametric body models
such as SMPL but these models lack high frequency details corresponding to clothing,
face, hair etc. Our proposed Implicit Part Network (IPNet), leverages implicit functions
to obtain detailed 3D reconstruction and also predicts correspondences to the SMPL
body model. We use these correspondences to register the SMPL model to our implicit
reconstruction therefore making it controllable.

• Chapter 6 (published as Bhatnagar et al. (2020b)) proposes an approach to fit a parametric
model to a scan or point cloud of a person. We address the classic problem of model based
fitting or 3D registration. 3D registration is a decade old problem in computer vision and
graphics and is the corner stone of several real world tasks. Traditionally, registration is a
two step process where we first (i) establish the correspondences between the input point
cloud or scan and the parametric model, and then (ii) we optimise the model to minimize
the distance between the corresponding points. This two step process is typically non-
differentiable with respect to correspondences thus making the registration task not end-
to-end differentiable. In this chapter, we use implicit function based representation of the
SMPL model and propose a novel formulation that makes registration fully differentiable.
Our semi-supervised approach can be trained with 1000 synthetic SMPL meshes as
opposed to prior supervised approach, which requires 200k annotated 3D scans. More
importantly, our approach works with dressed humans whereas prior work could only
handle undressed shapes.

• Chapter 7 (published as Bhatnagar et al. (2022)) presents the first dataset and method to
track humans, objects and their interactions in 3D. In the previous chapters we focused
on modelling the appearance of 3D humans including pose, body shape and clothing.
Although quite useful, these representations are not sufficient as they do not take the
surroundings of the person into account. Human beings can perceive their surroundings
and also act upon it. This ability needs to be captured in the models of digital humans that
we build. Our BEHAVE dataset and method is a significant contribution in this direction.

• Chapter 8 discusses important insights from this thesis as well as opportunities for future
work.
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2
B A C K G R O U N D

T his chapter introduces the relevant technical background for the thesis. The core techni-
cal contributions of the thesis are centered around proposing detailed and control-able
representations for 3D humans, clothing and interactions with objects. To this end

we use parametric body models, primarily SMPL (Loper et al., 2015) and deep learnt implicit
functions. We will briefly cover these here.

2.1 I M P L I C I T F U N C T I O N S F O R R E P R E S E N T I N G S U R F AC E S .

Figure 2.1: A triangulated surface (c) can be represented implicitly using a distance field (b). The points
inside the surface will have an SDF<0 whereas SDF>0 outside (a). The boundary or the zero-level set of
this implicit representation marks the surface. Source: Park et al. (2019).

Traditionally, triangulated meshes and voxels have been the preferred representations for 3D
surfaces because they are easy to use, interpret and render. Implicit representations on the other
hand are quite compact but not as amenable. Let us understand implicit representations better
with a simple example of 2D circle centered at (a, b) ∈ R2 with radius r ∈ R. We can define
a function d(x, y) = (x − a)2 + (y − b)2 − r2, d ∈ R which gives us the distance of any
arbitrary point (x, y) ∈ R2 from the surface of the circle. The circle can therefore be implicitly
represented with function d(·, ·), with all points (x, y) such that d(x, y) < 0 lie inside the circle,
d(x, y) > 0 lie outside the circle and points with d(x, y) = 0 (zero-level set) constitute the
surface of the circle.
It is important to note that it is easy to come up with a manual implicit representation for a 2D
circle but for arbitrary detailed 3D surfaces such a formulation might not be intuitive. This was
one of the main reasons why implicit representations did not grow in popularity until recent
times. Recent work proposed to use neural networks to learn implicit representations such as
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6 B AC K G RO U N D

occupancy (Mescheder et al., 2019) and signed distance fields (Park et al., 2019) with neural
networks as representations for 3D surfaces (see Fig. 2.1).
The typical framework involves a trainable neural network f (·), which conditioned on an “in-
put”, S (a learn-able latent code, a 2D image, 3D voxel grid/ scan/ point cloud, or even text),
predicts “output”, o = f (p|S) ∈ R (occupancy, signed/unsigned distance field etc.) for several
“query points”, p ∈ Rd. Where typically d = 3 for 3D space, although higher dimensional
manifolds can also be learnt. The neural network and optional latent code are be trained with
gradient based back-propagation.
Once trained, the network f (·) can be densely queried with points in Rd to obtain an occupan-
cy/distance field. The surface is represented as the zero level set of this field and is typically
extracted using marching cubes (Lorensen and Cline, 1987).

2.2 PA R A M E T R I C B O DY M O D E L : S M P L .

Figure 2.2: SMPL represents 3D humans as a function of pose and shape parameters. SMPL applies a
series of linear displacements based on pose and shape to the base template and performs linear skinning
based on the skeleton. Source: Loper et al. (2015).

The most commonly used representation for 3D humans are parametric meshes and SMPL(+X)/
SMPL+D body model (Loper et al., 2015; Pavlakos et al., 2019) is perhaps the most widely
used. We briefly describe the working of SMPL model here and in Chapter 4.
SMPL+D, M(·), represents the human body as a parametric function of pose(θ), shape(β),
global translation(t) and optional per-vertex displacements (D). The SMPL function applies
a series of shape Bs(·) and pose Bp(·), dependent linear displacements to a base mesh T with
n = 6890 vertices in a T-pose followed by standard skinning W(·). See Fig. 2.2.

M(β,θ, D) = W(T(β,θ, D), J(β),θ, W) (2.1)

T(β,θ, D) = T + Bs(β) + Bp(θ) + D. (2.2)

J(·) denotes the pre-defined SMPL skeleton, and W represents the skinning blend weights.



3
R E L AT E D W O R K

I n this thesis, we present our work on modelling 3D humans, including pose, body shape,
clothing and even interactions with objects. These are very broad and active research
areas and in this chapter we discuss various works addressing these directions. We first

discuss various ways to represent 3D humans and clothing, covering classical parametric models,
implicit function based representations and more recent hybrid representations (Sec. 3.1). We
cover various advantages and the accompanying trade-offs, such as capacity to represent fine-
grained details vs. controllability, with these representations.
We then discuss how can these models be used for real world tasks like reconstructing 3D
humans from 2D images, videos, and 3D point clouds, scans (Sec. 3.2). We cover wide range
of works dealing with modelling the pose, shape and even detailed clothing We put special
emphasis on 3D registration of human point clouds and scans, with parametric human models
as it is a core task in computer vision and graphics alike, and is the corner stone of several
applications. Our work also makes significant contributions in this direction.
As also discussed in the introduction, we argue in this thesis that modelling the appearance of
3D humans is necessary but not sufficient. We should also look at the humans in the context of
their surroundings. To that end, we discuss works on modelling human-object interactions in 3D.
In the interest of brevity we primarily focus on recent relevant works but we do acknowledge
the vast body of prior work that enabled these recent advances.

3.1 R E P R E S E N TAT I O N S F O R 3 D H U M A N S

Attention that modelling 3D humans has received in the recent years is well warranted due to the
many real world applications that it enables, ranging from gaming, virtual-try on, animation to
the more ambitious full fledged Metaverse. The first step therefore, is to come up with suitable
ways to represent the humans in 3D. Understandably, these representations vary depending on
the downstream tasks and bring with them various trade-offs as to what they can and cannot do.
In this section, we discuss these representations and their strengths and weaknesses.

3.1.1 Parametric representations for 3D humans and clothing

Parametric body models factorize deformations into shape and pose (Joo et al., 2018b; Loper
et al., 2015; Xu et al., 2020), soft-tissue (Pons-Moll et al., 2015), and recently even clothing
(Bhatnagar et al., 2019; Patel et al., 2020; Tiwari et al., 2020). This factorization constraints
meshes to the space of humans. A major disadvantage of such parametric representations is that
they are typically tied to a fixed topology thus limiting details. Fixed topology also makes it
harder to generalise to diverse clothing, eg: it is difficult to model skirts and loose clothing with
SMPL model.
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8 R E L AT E D W O R K

3.1.2 Implicit function based representations for 3D humans and clothing

TSDFs (Curless and Levoy, 1996) can represent the human surface implicitly, which is common
in depth-fusion approaches (Newcombe et al., 2015; Slavcheva et al., 2017). Such free-form
representation has been combined with SMPL (Loper et al., 2015) to increase robustness and
tracking (Yu et al., 2018). Alternatively, implicit functions can be parameterized with Gaussian
primitives (Rhodin et al., 2016b; Stoll et al., n.d.). Since these approaches are not learning based,
they can not reconstruct the occluded part of the surface in single view settings.

Voxels discretize the implicit occupancy function, which makes convolution operations
possible. CNN based reconstructions using voxels (Gilbert et al., 2018; Varol et al., 2018; Zheng
et al., 2019) or depth-maps (Gabeur et al., 2019; Leroy et al., 2018; Smith et al., 2019) typically
produce more details than parametric models, but limbs are often missing. More importantly,
unlike our method, the reconstruction quality is limited by the resolution of the voxel grid and
increasing the resolution is hard as the memory footprint grows cubically.

Recent methods learn a continuous implicit function representing the object surface di-
rectly (Chen and Zhang, 2019; Mescheder et al., 2019; Park et al., 2019). However, these
approaches have difficulties reconstructing articulated structures because they use a global
shape code, and the networks tend to memorize typical object coordinates (Chibane et al.,
2020a). The occupancy can be predicted based on local image features instead (Saito et al.,
2019), which results in medium-scale wrinkles and details, but the approach has difficulties with
out of image plane poses, and is designed for image-reconstruction and can not handle point
clouds. Recently, IF-Nets (Chibane et al., 2020a) have been proposed for 3D reconstruction and
completion from point clouds – a mutliscale grid of deep features is first computed from the
point cloud, and a decoder network classifies the occupancy based on mutli-scale deep features
extracted at continuous point locations. These recent approaches (Chibane et al., 2020a; Saito
et al., 2019) make occupancy decisions based on local and global evidence, which results in
more robust reconstruction of articulated and fine structures than decoding based on the X-Y-Z
point coordinates and a global latent shape code (Chen and Zhang, 2019; Mescheder et al.,
2019; Michalkiewicz et al., 2019; Park et al., 2019). However, they do not reconstruct shape
under clothing and surfaces are not typically controllable. There are concurrent works (Deng
et al., 2020; He et al., 2021; Huang et al., 2020) that can directly predict the skinning weights
using implicit functions thus providing an alternative to our approach of registering the implicit
reconstruction with a parametric model to enable re-animation.

I M P L I C I T V S PA R A M E T R I C M O D E L L I N G Parametric models allow control over the
surface and never miss body parts, but feed-forward prediction is hard, and reconstructions lack
detail. Learning the implicit functions representing the surface directly is powerful because the
output is continuous, details can be preserved better, and complex topologies can be represented.
However, the output is not controllable, and can not guarantee that all body parts are recon-
structed. Naive fitting of a body model to a reconstructed implicit surface often gets trapped
into local minimal when the poses are difficult or clothing occludes the body (see Fig. 5.5).
These observations motivate the design of our hybrid method, which retains the benefits of both
representations: i) control, ii) detail, iii) alignment with the input point clouds.
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3.2 D E TA I L E D 3 D H U M A N S F RO M 2 D I M AG E S

Perceiving humans from monocular RGB data (Bogo et al., 2016; Guler and Kokkinos, 2019;
Habermann et al., 2020; Kanazawa et al., 2018; Kocabas et al., 2020; Kolotouros et al., 2019;
Pavlakos et al., 2019, 2018; Saito et al., 2019; Zanfir et al., 2021) and under multiple views
(Huang et al., 2017; Huang et al., 2018; Iskakov et al., 2019; Joo et al., 2018a; Rhodin et
al., 2018) settings has been widely explored. Recent work tends to focus on reconstructing
fine details like hand gestures and facial expressions (Choutas et al., 2020; Feng et al., 2021;
Zanfir et al., 2020; Zhou et al., 2021b), self-contacts (Fieraru et al., 2021; Muller et al., 2021a),
interactions between humans(Fieraru et al., 2020), and even clothing (Alldieck et al., 2019a;
Bhatnagar et al., 2019).
Following the success of pixel-aligned implicit function learning (Saito et al., 2019, 2020),
recent methods can capture human performance from sparse (Huang et al., 2018; Xu et al., 2021)
or even a single RGB camera (Li et al., 2020a,b). However, capturing 3D humans from RGB
data involves a fundamental ambiguity between depth and scale. Therefore, recent methods use
RGBD (Pandey et al., 2019; Su et al., 2020; Tao et al., 2018; Wang et al., 2020; Yu et al., 2021)
and even volumetric input for reliable human capture. We discuss these works next.

3.3 D E TA I L E D 3 D H U M A N S F RO M 3 D S C A N S A N D P O I N T C L O U D S

3.3.1 Static 3D Humans

TSDFs (Curless and Levoy, 1996) can represent the human surface implicitly, which is common
in depth-fusion approaches (Newcombe et al., 2015; Slavcheva et al., 2017). Such free-form
representation has been combined with SMPL (Loper et al., 2015) to increase robustness and
tracking (Yu et al., 2018). Alternatively, implicit functions can be parameterized with Gaussian
primitives (Rhodin et al., 2016b; Stoll et al., n.d.). Since these approaches are not learning based,
they can not reconstruct the occluded part of the surface in single view settings.
Voxels discretize the implicit occupancy function, which makes convolution operations possible.
CNN based reconstructions using voxels (Gilbert et al., 2018; Varol et al., 2018; Zheng et al.,
2019) or depth-maps (Gabeur et al., 2019; Leroy et al., 2018; Smith et al., 2019) typically
produce more details than parametric models, but limbs are often missing. More importantly,
unlike our work, the reconstruction quality is limited by the resolution of the voxel grid and
increasing the resolution is hard as the memory footprint grows cubically.
Recent methods learn a continuous implicit function representing the object surface directly (Chen
and Zhang, 2019; Mescheder et al., 2019; Park et al., 2019). However, these approaches have
difficulties reconstructing articulated structures because they use a global shape code, and the
networks tend to memorize typical object coordinates. Recent works use CNNs to perform
localised predictions (Chibane et al., 2020a,b; Saito et al., 2019, 2020) to mitigate this issue.

3.3.2 Controllable 3D Humans

In the context of articulated humans, classical ICP based alignment to parametric models such as
SMPL (Loper et al., 2015) has been widely used for registering human body shapes (Bogo et al.,
2014, 2017; Dyke et al., 2019; Hirshberg et al., 2012; Pishchulin et al., 2017; Pons-Moll et al.,
2015; Pons-Moll and Rosenhahn, 2011) and even detailed 3D garments (Bhatnagar et al., 2019;
Pons-Moll et al., 2017). Incorporating additional knowledge such as precomputed 3D joints,
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facial landmarks (Alldieck et al., 2019a; Lazova et al., 2019) and part segmentation (Bhatnagar
et al., 2020a) significantly improves the registration quality but these pre-processing steps are
prone to error at various steps. Our work on the other hand, can reconstruct controllable 3D
humans without relying on these additional inputs.
Orthogonal to our work, an interesting research direction to use implicit functions for also learn
skinning along with 3D shape (Chen et al., 2021; Dong et al., 2022; Mihajlovic et al., 2021;
Saito et al., 2021; Tiwari et al., 2021). This direction is quite promising as it allows us to learn
control-able 3D models with garment deformations (Ma et al., 2021a, 2022, 2021b; Wang et al.,
2021) in arbitrary topology.

3.4 I N T E R AC T I O N S B E T W E E N H U M A N S A N D O B J E C T S I N 3 D

Reconstructing rigid objects and more importantly humans from images, videos and point clouds
has been an active research area in the last decade. These works focus primarily on modelling
the appearance of the human. Few works try to reason about the human in the context of its
environment but are largely restricted to static scenes. Research on dynamic human-object
interactions has either lacks real scenes or is restricted to just hand-object interactions. This
is in large parts due to the unavailability of large scale datasets to understand and benchmark
full-body human-object interactions.
In this section, we first briefly review work focused on object and human reconstruction, in
isolation from their environmental context. Such methods focus on modelling appearance and
do not consider interactions. Next, we cover methods focused on humans in static scenes and
finally discuss closer-related work to ours, for modelling dynamic human-object interactions.

3.4.1 Modelling 3D objects

Most existing work on reconstructing 3D objects from RGB (Choy et al., 2016; Lei et al.,
2020; Mescheder et al., 2019; Tzionas and Gall, 2015; Wu et al., 2017, 2018) and RGBD
(Kundu et al., 2018; Muller et al., 2021b; Yang et al., 2017; Zhou et al., 2021a) data does so in
isolation, without the human involvement or the interaction. While challenging, it is arguably
more interesting to reconstruct objects in a dynamic setting under severe occlusions from the
human.

3.4.2 Humans in static scenes

Modelling how humans act in a scene is both important and challenging. Tasks like placement
of humans into static scenes (Hassan et al., 2021b; Li et al., 2019b; Zhang et al., 2020b), motion
prediction (Cao et al., 2020; Hassan et al., 2021a), human pose reconstruction under scene
constrains (Chen et al., 2019; Hassan et al., 2019; Weng and Yeung, 2020; Zanfir et al., 2018;
Zhang et al., 2021; Zhao et al., 2022), and human-object interactions (Savva et al., 2016; Wu et
al., 2022; Zhang et al., 2022a; Zhang et al., 2022b), have been investigated extensively in recent
years. These methods are relevant but restricted to modelling humans interacting with static
objects. We address a more challenging problem of jointly tracking human-object interactions
in dynamic environments where objects are manipulated.
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3.4.3 Modelling dynamic human-object interactions in 3D

Recently, there has been a strong push on modeling hand-object interactions based on 3D
(Karunratanakul et al., 2021, 2020; Taheri et al., 2020; Zhou et al., 2022a), 2.5D (Brahmbhatt
et al., 2019, 2020) and 2D (Corona et al., 2020; Ehsani et al., 2020; Grady et al., 2021; Hasson
et al., 2019; Yang et al., 2021) data. Although powerful, these methods are currently restricted
to modelling only hand-object interactions. In contrast, we are interested in full body capture.
Methods for dynamic full body human object interaction approach the problem via 2D action
recognition (Hu et al., 2017; Liu et al., 2019) or reconstruct 3D object trajectories during
interactions (Dabral et al., 2021). Despite being impressive, such methods either lack full 3D
reasoning (Hu et al., 2017; Liu et al., 2019) or are limited to specific objects (Dabral et al.,
2021).
More recent work reconstructs and tracks human-object interactions from RGB (Sun et al.,
2021) or RGBD streams (Su et al., 2021), but does not consider contact prediction, thus missing
a component necessary for accurate interaction estimates.
Very relevant to our work, PHOSA (Zhang et al., 2020a) reconstructs humans and objects from a
single image. PHOSA uses hand crafted heuristics, instance specific optimization for fitting, and
pre-defined contact regions, which limits generalization to diverse human-object interactions.
Using our BEHAVE dataset, our work (Xie et al., 2022) learns to reconstruct humans and objects
from data and outperforms PHOSA. After our work BEHAVE (Bhatnagar et al., 2022), Huang
et al. (2022) proposed a similar dataset to capture human-object interaction with articulated
hands.





4
M U LT I - G A R M E N T N E T : L E A R N I N G T O D R E S S 3 D P E O P L E
F R O M I M A G E S

Figure 4.1: Garment re-targeting with Multi-Garment Network (MGN). Left to right: images from source
subject, body from the target subject, target dressed with source garments. From one or more images,
MGN can reconstruct the body shape and each of the garments separately. We can transfer the predicted
garments to a novel body including geometry and texture.

I n this chapter, we present Multi-Garment Network (MGN), a method to predict body shape
and clothing, layered on top of the SMPL (Loper et al., 2015) model from a few frames
(1-8) of a video. Several experiments demonstrate that this representation allows higher

level of control when compared to single mesh or voxel representations of shape. Our model
allows to predict garment geometry, relate it to the body shape, and transfer it to new body shapes
and poses. To train MGN, we leverage a digital wardrobe containing 712 digital garments in
correspondence, obtained with a novel method to register a set of clothing templates to a dataset
of real 3D scans of people in different clothing and poses. Garments from the digital wardrobe,
or predicted by MGN, can be used to dress any body shape in arbitrary poses. Using this digital
wardrobe, we synthesize images of people in different poses and clothing. Several experiments
demonstrate the potential uses of predicting separate meshes, which has never been explored to
reconstruct people in images. We will make publicly available the digital wardrobe, the MGN
model, and code to dress SMPL with the garments at: http://virtualhumans.mpi-inf.mpg.de/mgn.

4.1 I N T RO D U C T I O N

The 3D reconstruction and modelling of humans from images is a central problem in computer
vision and graphics. Although a few recent methods (Alldieck et al., 2019a, 2018a,b; Habermann
et al., 2019; Natsume et al., 2019; Saito et al., 2019) attempt reconstruction of people with
clothing, they lack realism and control. This limitation is in great part due to the fact that they
use a single surface (mesh or voxels) to represent both clothing and body. Hence they can not
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Figure 4.2: Overview of our approach. Given a small number of RGB frames (currently 8), we pre-
compute semantically segmented images (I) and 2D Joints (J ). Our Multi-Garment Network (MGN),
takes {I ,J } as input and infers separable garments and the underlying human shape in a canonical pose.
We repose these predictions using our per-frame pose predictions. We train MGN with a combination of
2D and 3D supervision. The 2D supervision can be used for online refinement at test time.

capture the clothing separately from the subject in the image, let alone map it to a novel body
shape.

In this paper, we introduce Multi-Garment Network (MGN), the first model capable of
inferring human body and layered garments on top as separate meshes from images directly. As
illustrated in Fig. 4.1 this new representation allows full control over body shape, texture and
geometry of clothing and opens the door to a range of applications in VR/AR, entertainment,
cinematography and virtual try-on.

Compared to previous work, MGN produces reconstructions of higher visual quality, and
allows for more control: 1) we can infer the 3D clothing from one subject, and dress a second
subject with it, (see Fig. 4.1, 4.8) and 2) we can trivially map the garment texture captured from
images to any garment geometry of the same category (see Fig.4.7).

To achieve such level of control, we address two major challenges: learning per-garment
models from 3D scans of people in clothing, and learning to reconstruct them from images.

We define a discrete set of garment templates (according to the categories long/short shirt,
long/short pants and coat) and register, for every category, a single template to each of the
scan instances, which we automatically segmented into clothing parts and skin. Since garment
geometry varies significantly within one category (e.g. different shapes, sleeve lengths), we first
minimize the distance between template and the scan boundaries, while trying to preserve the
Laplacian of the template surface. This initialization step only requires solving a linear system,
and nicely stretches and compresses the template globally, which we found crucial to make
subsequent non-rigid registration work. Using this, we compile a digital wardrobe of real 3D
garments worn by people, (see Fig. 4.3). From such registrations, we learn a vertex based PCA
model per garment. Since garments are naturally associated with the underlying SMPL body
model, we can transfer them to different body shapes, and re-pose them using SMPL. From the
digital wardrobe, MGN is trained to predict, given one or more images of the person, the body
pose and shape parameters, the PCA coefficients of each of the garments, and a displacement
field on top of PCA that encodes clothing detail. At test time, we refine this bottom-up estimates
with a new top-down objective that forces projected garments and skin to explain the input
semantic segmentation. This allows more fine-grained image matching as compared to standard
silhouette matching. Our contributions can be summarized as:

• A novel data driven method to infer, for the first time, separate body shape and clothing from
just images (few RGB images of a person rotating in front of the camera).
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Figure 4.3: Digital 3D wardrobe. We use our proposed multi-mesh registration approach to register
garments present in the scans (left) to fixed garment templates. This allows us to build a digital wardrobe
and dress arbitrary subjects (center) by picking the garments (marked) from the wardrobe.

• A robust pipeline for 3D scan segmentation and registration of garments. To the best of our
knowledge, there are no existing works capable of automatically registering a single garment
template set to multiple scans of real people with clothing.

• A novel top-down objective function that forces the predicted garments and body to fit the
input semantic segmentation images.

• We demonstrate several applications that were not previously possible such as dressing avatars
with predicted 3D garments from images, and transfer of garment texture and geometry.

• We will make publicly available the MGN to predict 3D clothing from images, the digital
wardrobe, as well as code to “dress” SMPL with it.

4.2 M U LT I - G A R M E N T N E T W O R K : M E T H O D

In order to learn a model to predict body shape and garment geometry directly from images,
we process a dataset of 356 scans of people in varied clothing, poses and shapes. Our data
pre-processing (Sec. 4.2.1) consists of the following steps: SMPL registration to the scans, body
aware scan segmentation and template registration. We obtain, for every scan, the underlying
body shape, and the garments of the person registered to one of the 5 garment template categories:
shirt, t-shirt, coat, short-pants, long-pants. The obtained digital wardrobe is illustrated in Fig. 4.3.
The garment templates are defined as regions on the SMPL surface; the original shape follows a
human body, but it deforms to fit each of the scan instances after registration. Since garment
registrations are naturally associated to the body represented with SMPL, they can be easily
reposed to arbitrary poses. With this data, we train our Multi-Garment Network to estimate the
body shape and garments from one or more images of a person, see Sec. 4.2.2.

4.2.1 Data Pre-Processing: Scan Segmentation and Registration

Unlike ClothCap (Pons-Moll et al., 2017) which registers a template to a 4D scan sequence
of a single subject, our task is to register single template across instances of varying styles,
geometries, body shapes and poses. Since our registration follows the ideas of Pons-Moll et al.
(2017), we describe the main differences here.

B O DY- AWA R E S C A N S E G M E N TAT I O N We first automatically segment the scans into
three regions: skin, upper-clothes and pants (we annotate the garments present for every scan).
Since even SOTA image semantic segmentation (Gong et al., 2018) is inaccurate, naive lifting
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Figure 4.4: Left to right: Scan, segmentation with MRF and CNN unaries, MRF with CNN unaries +
garment prior + appearance terms, the garment(t-shirt) prior based on geodesics and the template. Notice
how the garment prior is crucial to obtain robust results.

to 3D is not sufficient. Hence, we incorporate body specific garment priors and segment scans
by solving an MRF on the UV-map of the SMPL surface after non-rigid alignment.

A garment prior (for garment g) derives from a set of labels li
g ∈ {0, 1} indicating the vertices

vi ∈ S of SMPL that are likely to overlap with the garment. The aim is to penalize labelling
vertices as g outside this region, see Fig 4.4. Since garment geometry varies significantly
within one category (e. g.t-shirts of different sleeve lengths), we define a cost increasing with
the geodesic distance distgeo(v) : S 7→ R from the garment region boundary – efficiently
computed based on heat flow (Crane et al., 2013). Conversely, we define a similar penalty
for labeling vertices in the garment region with a label different than g. As data terms, we
incorporate CNN based semantic segmentation (Gong et al., 2018), and appearance terms based
Gaussian Mixture Models in La color space. The influence of each term is illustrated in Fig. 4.4,
for more details we refer to the supp. mat.

After solving the MRF on the SMPL UV map, we can segment the scans into 3 parts by
transferring the labels from the SMPL registration to the scan.

G A R M E N T T E M P L AT E We build our garment template on top of SMPL+D, M(·), which
represents the human body as a parametric function of pose(θ), shape(β), global translation(t)
and optional per-vertex displacements (D):

M(β,θ, D) = W(T(β,θ, D), J(β),θ, W) (4.1)

T(β,θ, D) = T + Bs(β) + Bp(θ) + D. (4.2)

The basic principle of SMPL is to apply a series of linear displacements to a base mesh T with
n vertices in a T-pose, and then apply standard skinning W(·). Specifically, Bp(·) models pose-
dependent deformations of a skeleton J, and Bs(·) models the shape dependent deformations.
W represents the blend weights.

For each garment class g we define a template mesh, Gg in T-pose, which we subsequently
register to explain the scan garments. We define Ig ∈ Zmg×n as an indicator matrix, with
Ig

i,j = 1 if garment g vertex i ∈ {1 . . . mg} is associated with body shape vertex j ∈ {1 . . . n}.
In our experiments, we associate a single body shape vertex to each garment vertex. We compute
displacements to the corresponding SMPL body shape βg under the garment as

Dg = Gg − IgT(βg, 0`, 0D) (4.3)
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Consequently, we can obtain the garment shape (unposed), Tg for a new shape β and pose θ as

Tg(β,θ, Dg) = IgT(β,θ, 0) + Dg (4.4)

To pose the vertices of a garment, each vertex uses the skinning function in Eq. 4.1 of the
associated SMPL body vertex.

G(β,θ, Dg) = W(Tg(β,θ, Dg), J(β),θ, W) (4.5)

G A R M E N T R E G I S T R AT I O N Given the segmented scans, we non-rigidly register the body
and garment templates (upper-clothes, lower-clothes) to scans using the multi-part alignment
proposed in Pons-Moll et al. (2017). The challenging part is that garment geometries vary
significantly across instances, which makes the multi-part registration fail (see supplementary).
Hence, we first initialize by deforming the vertices of each garment template with the shape
and pose of SMPL registrations, obtaining deformed vertices Gg

init. Note that since the vertices
defining each garment template are fixed, the clothing boundaries of the initially deformed
garment template will not match the scan boundaries. In order to globally deform the template
to match the clothing boundaries in a single shot, we define an objective function based on
Laplacian deformation (Sorkine, 2005).

Let Lg ∈ Rmg×mg be the graph Laplacian of the garment mesh, and ∆init ∈ Rmg×3 the
differential coordinates of the initially deformed garment template ∆init = L Gg

init. For every
vertex si ∈ Sb in a scan boundary Sb, we find its closest vertex in the corresponding template
garment boundary, obtaining a matrix of scan points q1:C = {q1, . . . , qC} with corresponding
template vertex indices j1:C. Let IC×mg be a selector matrix indicating the indices in the template
corresponding to each qi. With this, we minimize the following least squares problem:[

Lg

wIC×mg

]
Gg =

[
∆init

wq1:C

]
(4.6)

with respect to the template garment vertices Gg, where the first block LgGg = ∆init forces
the solution to keep the local surface structure, while the second block wIC×mg Gg = wq1:C
makes the boundaries match. The nice property of the linear system solve is that the garment
template globally stretches or compresses to match the scan garment boundaries, which would
take many iterations of non-linear non-rigid registration (Pons-Moll et al., 2017) with the risk of
converging to bad local minima. After this initialization, we non-linearly register each garment
Gg to fit the scan surface. We build on top of the proposed multi-part registration in Pons-Moll
et al. (2017) and propose additional loss terms on garment vertices, vk ∈ Gg, to facilitate better
garment unposing, Eunpose, and minimize interpenetration, Einterp, with the underlying SMPL
body surface, S .

Einterp = ∑
g

∑
vk∈Gg

d(vk,S) (4.7)

d(x,S) =

0, if x outside S
w ∗ |x − y|2, if x inside S

(4.8)

where w is a constant (w = 25 in our experiments), vk is the kth vertex of Gg and y is the point
closest to x on S .

Our garment formulation allows us to freely repose the garment vertices. We can use this to
our advantage for applications such as animating clothed virtual avatars, garment re-targeting



18 M U LT I - G A R M E N T N E T W O R K ( M G N )

Figure 4.5: Dressing SMPL with just images. We use MGN to extract garments from the images of a
source subject (middle) and use the inferred 3D garments to dress arbitrary human bodies in various
poses from SMPL shape subjects. The two sets correspond to male (left) and female (right) body shapes
respectively.

etc. However, posing is highly non-linear and can lead to undesired artefacts, specially when
re-targeting garments across subjects with very different poses. Since we re-target the garments
in unposed space, we reduce distortion by forcing distances from garment vertices to the body
to be preserved after unposing:

Eunpose = ∑
g

∑
vk∈Gg

(d(vk,S)− d(v0
k ,S0))2 (4.9)

where d(x,S) is the L2 distance between point x and surface S . v0
k and S0 denote garment

vertex and body surface in unposed space, using Eq. 4.5 and 4.1 respectively.

D R E S S I N G S M P L The SMPL model has proven very useful for modelling unclothed shapes.
Our idea is to build a wardrobe of digital clothing compatible with SMPL to model clothed
subjects. To this end we propose a simple extension that allows to dress SMPL. Given a
garment Gg, we use Eq. 4.3, 4.4, 4.5 to pose and skin the garment vertices. The dressed body
including body shape (encoded as G1) will be given by stacking the L individual garment vertices
[G1(β,θ, D1)

T, . . . , GL(β,θ, DL)
T]T. We define the function C(θ,β, D) which returns the

posed and shaped vertices for the skin, and each of the garments combined.
See Fig. 4.5 and supplementary for results on re-targeting garments using MGN across different
SMPL bodies.

4.2.2 From Images to Garments

From registrations, we learn a shape space of garments, and generate a synthetic training dataset
with pairs of images and body+3D garment pairs. From this data we train MGN:Multi-Garment
Net, which maps images to 3D garments and body shape.

G A R M E N T S H A P E S PAC E In order to factor out pose deformations from garment shape,
we “unpose" the jth garment registrations Gg

j ∈ Rmg×3, similar to Pons-Moll et al. (2017)
and Zhang et al. (2017a). Since the garments of each category are all in correspondence, we
can easily compute PCA directly on the unposed vertices to obtain pose-invariant shape basis
(Bg). Using this, we encode a garment shape using 35 components zg ∈ R35, plus a residual
vector of offsets Dhf,g

j , mathematically: Gg
j = Bgzg

j + Dhf,g
j . From each scan, we also extract

the body shape under clothing similarly as in Zhang et al. (2017a), which is essential to re-target
a garment from one body to another.
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M G N : M U LT I - G A R M E N T N E T The input to the model is a set of semantically segmented
images, I = {I0, I1, ..., IF − 1}, and corresponding 2D joint estimates, J = {J0, J1, ..., JF − 1},
where F is the number of images used to make the prediction. Following Alldieck et al. (2019a)
and Gong et al. (2018), we abstract away the appearance information in RGB images and extract
semantic garment segmentation (Gong et al., 2018) to reduce the risk of over-fitting, albeit at
the cost of disregarding useful shading signal. For simplicity, let now θ denote both the joint
angles θ and translation t.

The base network, fw, maps the 2D poses J , and image segmentations I , to per frame latent
code (lP ) corresponding to 3D poses

lP = f θ
w(I ,J ), (4.10)

and to a common latent code corresponding to body shape (lβ) and garments (lG) by averaging
the per frame codes

lβ, lG =
1
F

F−1

∑
f=0

fβ,G
w (I f , J f ). (4.11)

For each garment class, we train separate branches, Mg
w(·), to map the latent code lG to the

un-posed garment Gg, which itself is reconstructed from low-frequency PCA coefficients zg,
plus Dhf,g encoding high-frequency displacements

Mg
w(lG , Bg) = Gg = Bgzg + Dhf,g. (4.12)

From the shape and pose latent codes lβ, lθ, we predict body shape parameters β and pose θ

respectively, using a fully connected layer. Using the predicted body shape β and geometry
Mg

w(lG , Bg) we compute displacements as in Eq. 4.3:

Dg = Mg
w(lG , Bg)− IgT(β, 0`, 0D). (4.13)

Consequently, the final predicted 3D vertices posed for the f th frame are obtained with
C(β,θ f , D), from which we render 2D segmentation masks

R f = R(C(β,θ f , D), c), (4.14)

where R(·) is a differentiable renderer (Henderson and Ferrari, 2018), R f the rendered semantic
segmentation image for frame f , and c denotes the camera parameters that are assumed fixed
while the person moves. The rendering layer in Eq. (4.14) allows us to compare predictions
against the input images. Since MGN predicts body and garments separately, we can predict
a semantic segmentation image, leading to a more fine-grained 2D loss, which is not possible
using a single mesh surface representation (Alldieck et al., 2019a). Note that Eq. 4.14 allows to
train with self-supervision.

4.2.3 Loss functions

The proposed approach can be trained with 3D supervision on vertex coordinates, and with self
supervision in the form of 2D segmented images. We use upper-hat for variables that are known
and used for supervision during training. We use the following losses to train the network in an
end to end fashion:
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• 3D vertex loss in the canonical T-pose (θ = 0θ):

L3D
0θ

= ||C(β,0θ, D)− C(β̂,0θ, D̂)||2, (4.15)

where, 0θ represents zero-vector corresponding to zero pose.

• 3D vertex loss in posed space:

L3D
P =

F−1

∑
f=0

||C(β,θ f , D)− C(β̂, θ̂ f , D̂)||2 (4.16)

• 2D segmentation loss: Unlike Alldieck et al. (2019a) we do not optimize silhouette over-
lap, instead we jointly optimize the projected per-garment segmentation against the input
segmentation mask. This ensures that each garment explains its corresponding mask in the
image:

L2D
seg =

F−1

∑
f=0

||R f − I f ||2, (4.17)

• Intermediate losses: We further impose losses on intermediate pose, shape and garment
parameter predictions: Lθ = ∑F−1

f=0 ||θ̂ f − θ f ||2,Lβ = ||β̂−β||2,Lz = ∑L−1
g=0 ||ẑg − zg||2

where F, L are the number of images and garments respectively. ẑ are the ground truth PCA
garment parameters. While such losses are a bit redundant, they stabilize learning.

4.2.4 Implementation details

B A S E N E T W O R K ( f ∗w ) : We use a CNN to map the input set {I ,J } to the body shape, pose
and garment latent spaces. It consists of five, 2D convolutions followed by max-pooling layers.
Translation invariance, unfortunately, renders CNNs unable to capture the location information
of the features. In order to reproduce garment details in 3D, it is important to leverage 2D
features as well as their location in the 2D image. To this end, we adopt a strategy similar to
Liu et al. (2018), where we append the pixel coordinates to the output of every CNN layer. We
split the last convolutional feature maps into three parts to individuate the body shape, pose and
garment information. The three branches are flattened out and we append 2D joint estimates to
the pose branch. Three fully connected layers and average pooling on garment and shape latent
codes, generate lβ, lθ and lG respectively. See supplementary for more details.

G A R M E N T N E T W O R K ( M g
w ) : We train separate garment networks for each of the garment

classes. The garment network consists of two branches. The first predicts the overall mesh shape,
and second one adds high frequency details. From the garment latent code (lG ), the first branch,
consisting of two fully connected layers (sizes=1024, 128), regresses the PCA coefficients. Dot
product of these coefficients with the PCA basis generates the base garment mesh. We use the
second fully connected branch (size = mg) to regress displacements on top of the mesh predicted
in the first branch. We restrict these displacements to ≤ 1cm to ensure that overall shape is
explained by the PCA mesh and not these displacements.

4.3 DATA S E T A N D E X P E R I M E N T S

DATA S E T We use 356 3D scans of people with various body shapes, poses and in diverse
clothing. We held out 70 scans for testing and use the rest for training. Similar to Alldieck et al.
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Figure 4.6: Qualitative comparison with Alldieck et al. (2019a). In each set we visualize 3D predictions
from Alldieck et al. (2019a)(left) and our method (right) for five test subjects. Since our approach
explicitly models garment geometry, it preserves more garment details, as is evident from minimal
distortions across all the subjects. For more results see supplementary.

Figure 4.7: Texture transfer. We model each garment class as a mesh with fixed topology and surface
parameterization. This enables us to transfer texture from any garment to any other registered instance
of the same class. The first column shows the source garment mesh, while the subsequent images show
original and transferred garment texture registrations.

(2019a, 2018b), we also restrict our setting to the scenario where the person is turning around in
front of the camera. We register the scans using multi-mesh registration, SMPL+G. This enables
further data augmentation since the registered scans can now be re-posed and re-shaped.
We adopt the data pre-processing steps from Alldieck et al. (2019a) including the rendering and
segmentation. We also acknowledge the scale ambiguity primarily present between the object
size and the distance to the camera. Hence we assume that the subjects in 3D have a fixed height
and regress their distance from the camera. Same as Alldieck et al. (2019a), we also ignore the
effect of camera intrinsics.

4.3.1 Experiments

In this section we discuss the merits of our approach both qualitatively and quantitatively. We
also show real world applications in the form of texture transfer (Fig. 4.7), where we maintain
the original geometry of the source garment but map novel texture. We also show garment
re-targeting from images using MGN in Fig. 4.8.

Q UA L I TAT I V E C O M PA R I S O N S : We compare our method against Alldieck et al. (2019a)
on our scan dataset. For fair comparison we re-train the models proposed by Alldieck et al.
(2019a) on our dataset and compare against our approach (Dataset used by Alldieck et al.
(2019a) is not publicly available). Figure 4.6 indicates the advantage of incorporating the
garment model in structured prediction over simply modelling free form displacements. Explicit
garment modelling allows us to predict sharper garment boundaries and minimize distortions
(see Fig. 4.6). More examples are shown in the supplementary material.
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Figure 4.8: Garment re-targeting by MGN using 8 RGB images. In each of the three sets we show the
source subject, target subject and re-targeted garments. Using MGN, we can re-target garments including
both texture and geometry.

Q UA N T I TAT I V E C O M PA R I S O N : In this experiment we do a quantitative analysis of our
approach against the state of the art 3D prediction method, Alldieck et al. (2019a). We compute
a symmetric error between the predicted and GT garment surfaces similar to Alldieck et al.
(2019a). We report per-garment error, Eg (supplementary), and overall error, i.e. mean of Eg

over all the garments

Eg =
1
N

N

∑
i=1

(
1

|Ŝg
i |

∑
vk∈Ŝg

i

d(vk,S g
i ) +

1
|Sg

i |
∑

vk∈Sg
i

d(vk, Ŝ g
i )

)
, (4.18)

where N is the number of meshes with garment g. Sg
i and S g

i denote the set of vertices and the
surface of the ith predicted mesh respectively, belonging to garment g. Operator (.̂) denotes GT
values. d(vk,S) computes the L2 distance between the vertex vk and surface S .

This criterion is slightly different than Alldieck et al. (2019a) because we do not evaluate
error on the skin parts. We reconstruct the 3D garments with mean vertex-to-surface error of
5.78 mm with 8 frames as input. We re-train Alldieck et al. (2019a) on our dataset and the
resulting error is 5.72mm.

We acknowledge the slightly better performance of Alldieck et al. (2019a) and attribute it to
the fact that the single mesh based approaches do not bind vertices to semantic roles, i.e these
approaches can pull vertices from any part of the mesh to explain 3D deformations where as
our approach ensures that only semantically correct vertices explain the 3D shape.

It is also worth noting that MGN predicts garments as linear function (PCA coefficients) of
latent code, whereas Alldieck et al. (2019a) deploys GraphCNN. PCA based formulation though
easily tractable is inherently biased towards smooth results. Our work paves the way for further
exploration into building garment models for modelling the variations in garment geometry over
a fixed topology.

We report the results for using varying number of frames in the supplementary.

G T V S P R E D I C T E D P O S E : The 3D vertex predictions are a function of pose and shape. In
this experiment we do an ablation study to isolate the effect of errors in pose estimation on vertex
predictions. This experiment is important to better understand the strengths and weaknesses of
the proposed approach in shape estimation by marginalizing over the errors due to pose fitting.
We study two scenarios, first where we predict the 3D pose and second, where we have access
to GT pose. We report mean vertex-to-surface error of 5.78mm with GT poses and 11.90mm
with our predicted poses.
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4.3.2 Re-targeting

Our multi-mesh representation essentially decouples the underlying body and the garments.
This opens up an interesting possibility to take garments from source subject and virtually dress
a novel subject. Since the source and the target subjects could be in different poses, we first
unpose the source body and garments along with the target body. We drop the (.)0 notation
for the unposed space in the following section for clarity. Below we propose and compare two
garment re-targeting approaches. After re-targeting the target body and re-targeted garments are
re-posed to their original poses.

N A I V E R E - TA R G E T I N G : The simplest approach to re-target clothes from source to target
is to extract the garment offsets, Ds,g from the source subject using Eq. 4.13 and dress a target
subject using Eq. 4.5.

B O DY AWA R E R E - TA R G E T I N G : The naive approach is problematic because it relies
on non-local pre-set vertex association between the garment and the body (Ig). This results
in inaccurate association between the body blend shapes, Bp,s and the garment vertices. This
eventually leads to incorrect estimation of source offsets, Ds,g and in turn leads to higher
inter-penetrations between the re-targeted garment and the body (see supplementary). In order
to mitigate this issue, we compute the new kth target garment vertex location, vt

k as follows

vt
k = vs

k − Ss
Ik
+ St

Ik
(4.19)

Ik = argmin
I∈[0, |Ss|−1]

||vs
k − Ss

I ||2, (4.20)

where vs
k is the source garment vertex, Ss

Ik
is the vertex (indexed by Ik) among the source body

vertices, Ss, closest to vs
k and St

Ik
is the corresponding vertex among the target body vertices.

MGN allows us to predict separable body shape and garments in 3D, allowing us to do
garment re-targeting (as described above) using just images. To the best of our knowledge
this is the first method to do so. See Fig. 4.8 for results on garment re-targeting by MGN. See
supplementary for more results.

4.4 L I M I TAT I O N S A N D F U T U R E W O R K S

In this section (and Fig. 4.9) we discuss some of the research avenues that our approach opens
up or shows unsatisfactory performance. We hope that this would simulate further research into
the direction of modelling 3D garments, underlying body and their interactions.

• The proposed approach does not deal with pose dependent deformations.

• Skinning garments though convenient, often leads to artifacts while re-posing in case of
extreme poses (Fig 4.9 a).

• Re-targeting relies heavily on segmentation. In case we wrongly segment part of skin as
garment our approach incorrectly moves the skin along with the garment. (Fig 4.9 b)

• Current approach cannot impaint the skin texture underneath the garments. This creates
artifacts when re-targeting short garments (eg: t-shirt) on a body which was previously
wearing long garments (eg: coat) (Fig 4.9 c)

• In its current form MGN does not model hair.
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A B C

Figure 4.9: Ours is the first approach to infer separable 3D garments from images. Though very promising,
the proposed approach has shortcomings. In this figure we present some interesting challenges for future
work. From left to right: A) Unposing artifacts due to skinning, B) part of source hair got moved along
with the garments due to incorrect segmentation at the boundary, C) Current approach cannot impaint
texture under clothing.

4.5 C O N C L U S I O N S

We introduce MGN, the first model capable of jointly reconstructing from few images, body
shape and garment geometry as layered meshes. Experiments demonstrate that this representation
has several benefits: it is closer to how clothing layers on top of the body in the real world, which
allows control such as re-dressing novel shapes with the reconstructed clothing. Additionally, we
introduce for the first time, a dataset of registered real garments from real scans obtained with
a robust registration pipeline. When compared to more classical single mesh representations,
it allows more control and qualitatively the results are very similar. In summary, we think that
MGN provides a first step in a promising research direction. The MGN model and the digital
wardrobe are publicly available to stimulate research in this direction.
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C O M B I N I N G I M P L I C I T F U N C T I O N L E A R N I N G A N D
PA R A M E T R I C M O D E L S F O R 3 D H U M A N R E C O N S T R U C T I O N

IP-N
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Figure 5.1: We combine implicit functions and parametric modeling for detailed and controllable
reconstructions from sparse point clouds. IP-Net predictions can be registered with SMPL+D model for
control. IP-Net can also register (A) 3D scans and (B) single view point clouds.

I mplicit functions represented as deep learning approximations are powerful for reconstruct-
ing 3D surfaces. However, they can only produce static surfaces that are not controllable,
which provides limited ability to modify the resulting model by editing its pose or shape pa-

rameters. Nevertheless, such features are essential in building flexible models for both computer
graphics and computer vision. In this work, we present methodology that combines detail-rich
implicit functions and parametric representations in order to reconstruct 3D models of people
that remain controllable and accurate even in the presence of clothing. Given sparse 3D point
clouds sampled on the surface of a dressed person, we use an Implicit Part Network (IP-Net)
to jointly predict the outer 3D surface of the dressed person, the inner body surface, and the
semantic correspondences to a parametric body model. We subsequently use correspondences
to fit the body model to our inner surface and then non-rigidly deform it (under a parametric
body + displacement model) to the outer surface in order to capture garment, face and hair
detail. In quantitative and qualitative experiments with both full body data and hand scans
we show that the proposed methodology generalizes, and is effective even given incomplete
point clouds collected from single-view depth images. Our models and code are available at:
http://virtualhumans.mpi-inf.mpg.de/ipnet.

5.1 I N T RO D U C T I O N

The sensing technology for capturing unstructured 3D point clouds is becoming ubiquitous and
more accurate, thus opening avenues for extracting detailed models from point cloud data. This
is important in many 3D applications such as shape analysis and retrieval, 3D content generation,

25
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IP-N
et

R0

R2

R1

Figure 5.2: Unlike typical implicit reconstruction methods, IP-Net predicts a double layered surface,
classifying the points as lying inside the body (R0), between the body and the clothing (R1) and outside
the clothing (R2). IP-Net also predicts part correspondences to the SMPL model.

3D human reconstruction from depth data, as well as mesh registration, which is the workhorse
of building statistical shape models (Joo et al., 2018b; Loper et al., 2015; Xu et al., 2020).

Therefore obtaining complete and accurate 3D representations of the surface geometry from
such data, and processing those in order to obtain semantic information, such as object or
human body parts, or clothing, is an increasingly important problem. The problem is extremely
challenging as the body can be occluded by clothing, hence identifying body parts given a
point cloud is often ambiguous, and reasoning-with (or filling-in) missing data often requires
non-local analysis. In this paper, we focus on the reconstruction of human models from sparse
or incomplete point clouds, as captured by body scanners or depth cameras. In particular, we
focus on extracting detailed 3D representations, including models of the underlying body shape
and clothing, in order to make it possible to seamlessly re-pose and re-shape (control) the
resulting dressed human models. To avoid ambiguity, we refer to static implicit reconstructions
as reconstruction and our controllable model fit as registration. Note that the registration
involves both reconstruction (explaining the given point cloud geometry) and registration, as it
is obtained by deforming a predefined model.

Learning-based methods are well suited to process sparse or incomplete point clouds, as
they can leverage prior data to fill in the missing information in the input, but the choice of
output representation limits either the resolution, when working with voxels or meshes, or the
surface control, for implicit shape representations (Chen and Zhang, 2019; Chibane et al., 2020a;
Mescheder et al., 2019; Park et al., 2019).

The main limitation of learning an implicit function is that the output is “just” a static surface
with no explicit model to control its pose and shape. In contrast, parametric body models,
such as SMPL (Loper et al., 2015) allow control, but the resulting meshes are overly-smooth
and accurately regressing parameters directly from a point cloud is difficult (see Table 5.1).
Furthermore, the surface of SMPL can not represent clothing, which makes registration difficult.
Non-rigidly registering a less constrained parametric model to point clouds using non-linear
optimization is possible, but only yields good results when provided with very good initialization
close to the data (without local assignment ambiguity) and the point cloud is reasonably complete
(see Table 5.1 and Fig. 5.5).

The main idea in this work is to take advantage of the best of both representations (implicit
and parametric), and learn to predict body under clothing (including body part labels) in order
to make subsequent optimization-based registration feasible. Specifically, we introduce a novel
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architecture which jointly learns 2 implicit functions for (i) the joint occupancy of the outer
(body+clothing) and the inner (body) surfaces and (ii) body part labels. Following recent work
Chibane et al., 2020a, we compute a 3-dimensional multi-scale tensor of deep features from
the input point cloud, and make predictions at continuous query points. Unlike recent work that
only predicts the occupancy of a single surface (Chen and Zhang, 2019; Chibane et al., 2020a;
Mescheder et al., 2019; Park et al., 2019), we jointly learn a continuous implicit function for
the inner/outer surface prediction and another classifier for body part label prediction. Our key
insight is that since the inner surface (body) can be well approximated by a parametric body
model (SMPL), and the predicted body parts constrain the space of possible correspondences,
fitting SMPL to the predicted inner surface is very robust. Starting from SMPL fitted to the
inner surface, we register it to the outer surface (under an additional displacement model,
SMLP+D Alldieck et al., 2019a; Lazova et al., 2019), which in turn allows us to re-pose and
re-shape the implicitly reconstructed outer surface.

Our experiments show that our implicit network can accurately predict body shape under
clothing, the outer surface, and part labels, which makes subsequent parametric model fitting
robust. Results on the Renderpeople dataset 1 demonstrate that our tandem of implicit function
and parametric fitting yields detailed outer reconstructions, which are controllable, along with
an estimation of body shape under clothing. We further achieve comparable performance on
body shape under clothing on the BUFF dataset (Zhang et al., 2017b) without training on BUFF
and without using temporal information. To show that our model can be useful in other domains,
we train it on the MANO dataset (Romero et al., 2017) and show accurate registration using
sparse and single view point clouds. Our key contributions can be summarized as follows:

• We propose a unified formulation which combines implicit functions and parametric
modelling to obtain high quality controllable reconstructions from partial/ sparse/ dense
point clouds of articulated dressed humans.

• Ours is the first approach to jointly reconstruct body shape under clothing along with full
dressed reconstruction using a double surface implicit function, in addition to predicting
part correspondences to a parametric model.

• Results on a dataset of articulated clothed humans and hands (MANO, Romero et al.
(2017)) show the wide applicability of our approach.

5.2 I M P L I C I T PA RT N E T W O R K : M E T H O D

We introduce IP-Net, a network to generate detailed 3D reconstruction from an unordered sparse
point cloud. IP-Net can additionally infer body shape under clothing and the body parts of the
SMPL model. Training IP-Net requires supervision on three fronts, i) an outer dressed surface
occupancy–directly derived from 3D scans, ii) an inner body surface–we supervise with an
optimization based body shape under clothing registration approach and iii) correspondences to
the SMPL model–obtained by registering SMPL to scans using custom optimization.

5.2.1 Training Data Preparation

To generate training data, we require non-rigidly registering SMPL (Alldieck et al., 2019a;
Lazova et al., 2019) to 3D scans and estimating body shape under clothing, which is extremely

1 https://renderpeople.com
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Figure 5.3: The input to our method is (A) sparse point cloud P . IP-Net encoder f enc(·) generates an (B)
implicit representation of P . IP-Net predicts, for each query point pj, its (C) part label and double layered
occupancy. IP-Net uses (D) occupancy classifiers to classify the points as lying inside the body (R0),
between the body and the clothing (R1) and outside the body (R2), hence predicting (E) full 3D shape So,
body shape under clothing Sin and part labels. We register IP-Net predictions with (F) SMPL+D model
to make implicit reconstruction controllable for the first time.

Loose fit

Tight fit

Figure 5.4: To train IP-Net we require estimating body shape under clothing from a dressed scan. We
propose an optimization based approach to obtain body shape under clothing from dressed 3D scans. We
show (L to R) input scan, estimated body shape, estimated body overlayed with scan.

challenging for the difficult poses in our dataset. Consequently, we first render the scans in
multiple views, detect keypoints and joints, and integrate these as viewpoint landmark constraints
to regularize registration similarly as in Alldieck et al. (2019a) and Lazova et al. (2019). To
non-rigidly deform SMPL to scans, we leverage SMPL+D (Alldieck et al., 2019a; Lazova et al.,
2019), which is an extension to SMPL that adds per-vertex free-form displacements on top of
SMPL to model deformations due to garments and hair. Once SMPL+D has been registered to
the scans, we transfer body part labels from the SMPL model to the scans.
Next we look at obtaining body shape under clothing which is required to train the body surface
prediction in IP-Net.

B O DY S H A P E U N D E R C L OT H I N G R E G I S T R AT I O N . For the body shape under clothing,
we build on top of Zhang et al. (2017b) and propose a similar optimization based approach
integrating viewpoint landmarks.

Similar to Zhang et al. (2017b), we model the inner body surface B using a modified SMPL,
M(·), which uses pose(θ), shape(β) and translation(t) parameters to model undressed humans
in 3D.

B(β,θ, t) = W(T(β,θ), J(β),θ, W) + t (5.1)

T(β,θ) = T + Bs(β) + Bp(θ), (5.2)
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where T is a base template mesh with 6890 vertices in a canonical T-pose. Bp(·) represents
the pose dependent deformations of a skeleton J(β). Bs(·) represents the shape dependent
deformations. The model is skinned, W(·), with blend weights, W.

We further make the template T optimizable to model surface variations outside the PCA
shape space of the SMPL model. We incorporate translation, t in pose parameters, θ for brevity
in further notation.

B = B(β,θ, T) = W(T(β,θ, T), J(β),θ, W) (5.3)

T(β,θ, T) = T + Bs(β) + Bp(θ). (5.4)

We first segment garment and skin parts on the scans using the approach proposed by Bhatnagar
et al. (2019) and initialize the pose and shape parameters using registration proposed in Alldieck
et al. (2019a) and Lazova et al. (2019). We use a similar objective Eskin (Eq. 3 in Zhang et al.
(2017b)) to register the visible skin parts on the scans. To register skin parts underneath the
garments we make slight modifications to the Ecloth term in Eq. 4 from Zhang et al. (2017b) by
replacing the Geman-McClure cost function by a hinge cost and also add a geodesic term to
force smoothness near the garment boundaries. The objective can be formally written as follows:

Ecloth = ∑
vi∈S

gi ∗ (1 − li) ∗ (H(d1(vi, p̂i), c) + d2(vi, p̂i)) (5.5)

H(x, c) =

x if x < c

0 otherwise
(5.6)

d1(vi, p̂i) =

d(vi,B) if vi is outside B
0 otherwise

(5.7)

d2(vi, p̂i) =

w ∗ d(vi,B) if vi is inside B
0 otherwise

(5.8)

where H(·) acts as a hinge for loose clothing, d2(·) and d1(·) are the scaled distance functions
to ensure that ‘body is brought close to the garment surface’ and ‘body should not intersect the
garment surface’ respectively. li and gi are the skin identifier label and normalised geodesic cost
respectively. We use w = 20 and c = 0.01.

We additionally enforce facial landmark matching to register better facial details. To get 3D
facial landmarks for a scan we render it from multiple viewpoints and run OpenPose 2 to get 2D
facial landmarks on images. We then solve graphcut to lift the multi-view landmarks to 3D (this
is similar to what Bhatnagar et al. (2019) use for lifting 2D segmentation to scans). We use the
following objective to match facial landmarks between the scan and the body.

E f ace = |L − Lface · B|2, (5.9)

where L, Lface are facial landmarks on scan and SMPL facial landmark regressor respectively.
In order to ensure that B is smooth and retains human body like appearance we add the

following regularization term. For the skin vertices it is important to ensure that the surface near

2 https://github.com/CMU-Perceptual-Computing-Lab/openpose
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the garment boundary is tightly coupled to the underlying body where as vertices away from the
boundary can deform to explain hair, hands etc.

Elap = ∑
vi∈B

{
(1 − li) ∗ |Li(v

init
i )− Li(vi)|2+

li ∗ (1 − gi) ∗ |Li(v
init
i )− Li(vi)|2

}
.

(5.10)

Here Li is the laplacian operator at vertex vi. li and gi are the skin label and normalised geodesic
cost respectively.

OV E R A L L O B J E C T I V E : We jointly optimise the SMPL parameters (θ, β) and the template
T, to minimise the objectives described above.

E(θ,β, T) = wskinEskin + w f aceE f ace + wclothEcloth + wlapElap, (5.11)

where w are the weights associated with the corresponding objectives. We found scheduling of
weights important for a smooth registration process.

w{skin/cloth/ f ace} = c{skin/cloth/ f ace} ∗ k,

wlap = clap/k (5.12)

In our experiments we keep cskin, c f ace, cgarm and clap as 5, 1, 5 and 100 respectively. k
denotes optimization iteration. Qualitative results obtained from our body shape under clothing
registration are shown in Fig. 5.4

This process to generate training data is fairly robust, but required a lot of engineering to
make it work. It also requires rendering multiple views of the scan, and does not work for sparse
point clouds or scans without texture.
One of the key contributions of this work is to replace this tedious process with IP-Net, which
quickly predicts a double layer implicit surface for body and outer surface, and body part labels
to make subsequent registration using SMPL+D easy.
We describe our network IP-Net, that infers detailed geometry and SMPL body parts from sparse
point clouds next.

5.2.2 IP-Net: Overview

IP-Net f (·|w) takes in as input a sparse point cloud, P (∼5k points), from articulated humans
in diverse shapes, poses and clothing. IP-Net learns an implicit function to jointly infer outer
surface, So (corresponding to full dressed 3D shape) and the inner surface Sin (corresponding to
underlying body shape), of the person. Since we intend to register SMPL model to our implicit
predictions, IP-Net additionally predicts, for each query point pj ∈ R3, the SMPL body part
label I j ∈ {0, . . . , N − 1} (N=14) . We define I j as a label denoting the associated body part on
the SMPL mesh.

I P - N E T : F E AT U R E E N C O D I N G . Recently, IF-Net, Chibane et al. (2020a) achieved SOTA
3D mesh reconstruction from sparse point clouds. Their success can be attributed to two key
insights: using a multi-scale, grid of deep features to represent shape, and predicting occupancy
using features extracted at continuous point locations, instead of using the point coordinates. We
build our IP-Net encoder f enc(·|wenc) in the spirit of IF-Net encoder. We denote our multi-scale
grid-aligned feature representation as F = f enc(P|wenc) and the features at point pj = (x, y, z)
as Fj = F(x, y, z).
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I P - N E T : PA RT C L A S S I F I C AT I O N . Next, we train a multi-class classifier f part(·|wpart) that
predicts, for each point pj, its part label (correspondence to nearest SMPL part) conditioned on its
feature encoding. More specifically, f part(·|wpart) predicts a per part score vector D j ∈ [0, 1]N

at every point pj

D j = f part(Fj|wpart). (5.13)

Then, we classify a point with the part label of maximum score

I j = arg max
I∈{0,...,N−1}

(D
j
I). (5.14)

I P - N E T : O C C U PA N C Y P R E D I C T I O N . Previous implicit formulations (Chibane et al.,
2020a; Mescheder et al., 2019; Park et al., 2019; Saito et al., 2019) train a deep neural network
to classify points as being inside or outside a single surface. In addition, they minimize a
classification/ regression loss over sampled points, which biases the network to perform better
for parts with large surface area (more points) over smaller regions like hands (less points).

The key distinction between IP-Net and previous implicit approaches is that it classifies
points as belonging to 3 different regions: 0-inside the body, 1-between body and clothing
and 2-outside. This allows us to recover two surfaces (inner Sin and outer So), see Fig. 7.1
and 5.3. Furthermore, we use an ensemble of occupancy classifiers { f I(·|wI)}N−1

I=0 , where
each f I(·|wI) : Fj 7→ oj ∈ [0, 1]3 is trained to classify a point pj with features Fj into the
three regions oj ∈ {0, 1, 2}, oj = arg maxi oj

i . The idea here is to train the ensemble such that
f I(·|wI) performs best for part I, and predict the final occupancy oj as a sum weighted by the
part classification scores Dj

I ∈ R at point pj

oj = arg max
i

oj
i , oj =

N−1

∑
I=0

D
j
I · f I(Fj|wI), (5.15)

thereby reducing the bias towards larger body parts. After dividing the space in 3 regions the
double-layer surface is extracted from the two decision boundaries.

I P - N E T : L O S S E S IP-Net is trained using categorical cross entropy loss for both part-
prediction ( f part) and occupancy prediction ({ f I}N−1

I=0 ).

I P - N E T : S U R F AC E G E N E R AT I O N We use marching cubes (Lorensen and Cline, 1987) on
our predicted occupancies to generate a triangulated mesh surface.

5.2.3 Registering SMPL to IP-Net Predictions

Implicit based approaches can generate details at arbitrary resolutions but reconstructions are
static and not controllable. This makes these approaches unsuitable for re-shaping and re-posing.
We propose the first approach to combine implicit reconstruction with parametric modelling
which lifts the details from the implicit reconstruction onto the SMPL+D model (Alldieck et al.,
2019a; Lazova et al., 2019) to obtain an editable surface. We describe our registration using
IP-Net predictions next. We use SMPL to denote the parametric model constrained to undressed
shapes, and SMPL+D (SMPL plus displacements) to represent details like clothing and hair.



32 I M P L I C I T PA RT N E T W O R K ( I P - N E T )

F I T S M P L T O I M P L I C I T B O DY: We first optimize the SMPL shape, pose and translation
parameters (θ,β, t) to fit our inner surface prediction Sin.

Edata(θ,β, t) =
1

|Sin| ∑
vi∈Sin

d(vi,M) + w · 1
|M| ∑

vj∈M
d(vj,Sin), (5.16)

where vi and vj denote vertices on Sin and SMPL surface M respectively. d(p,S) computes
the distance of point p to surface S . In our experiments we set w = 0.1

Additionally, we use the part labels predicted by IP-Net to ensure that correct parts on the
SMPL mesh explain the corresponding regions on the inner surface Sin. This term is critical to
ensure correct registration (see Table 5.2 and Fig. 5.6)

Epart(θ,β, t) =
1

|Sin|
N−1

∑
I=0

∑
vi∈Sin

d(vi,MI)δ(Ii = I), (5.17)

where MI denotes the surface of the SMPL mesh corresponding to part I and Ii denotes the
predicted part label of vertex vi. The final objective can be written as follows

E(θ,β, t) = wdataEdata + wpartEpart + wlapElap, (5.18)

where Elap denotes a Laplacian regularizer. In our experiments we set the balancing weights
wdata/part/lap to 100, 10 and 1 respectively based on experimentation.

R E G I S T E R S M P L + D T O F U L L I M P L I C I T R E C O N S T RU C T I O N : Once we obtain the
SMPL body parameters (θ,β, t) from the above optimization, we jointly optimize the per-vertex
displacements D to fit the outer implicit reconstruction So.

Edata(D,θ,β, t) =
1

|So| ∑
vi∈So

d(vi,M) + w · 1
|M| ∑

vj∈M
d(vj,So) (5.19)

5.2.4 Implementation details

The input to IP-Net is a 3D voxel grid obtained by voxelizing the sparse input point cloud into a
128x128x128 grid. IP-Net encoder f enc(·|wenc), consists of 3x{Conv3D, Conv3D+stride} layers.
IP-Net part predictor f part(·|wpart) and IP-Net part-conditioned classifiers { f p(·|wp)}N−1

p=0 , each
consist of 2x{FC} layers. All except the final layer of IP-Net have Relu activation. We use
categorical cross-entropy losses with Adam optimizer for training.

5.3 DATA S E T A N D E X P E R I M E N T S

5.3.1 Dataset

We train IP-Net on a dataset of 700 scans from Twindon 3 and Treedys 4 and test on held out
50 scans from RenderPeople 5. We normalize our scans to a bounding box of size 1.6m. To
train IP-Net we need paired data of sparse point clouds (input) and the corresponding outer

3 https://web.twindom.com
4 https://www.treedys.com
5 https://renderpeople.com
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surface, inner surface and correspondence to SMPL model (output). We generate the sparse
point clouds by randomly sampling 5k points on our scans, which we voxelize into a grid of size
128x128x128 for our input. We use the normalized scans directly as our ground truth dressed
meshes and use our method for body shape registration under scan to get the corresponding
body mesh B. For SMPL part correspondences, we manually define 14 parts (left/right forearm,
left/right mid-arm, left/right upper-arm, left/right upper leg, left/right mid leg, left/right foot,
torso and head) on SMPL mesh and use the fact that our body mesh B, is a template with
SMPL-topology registered to the scan; this automatically annotates B with the part labels. The
part label of each query point in R3, is the label of the nearest vertex on the corresponding body
mesh B. Note that part annotations do not require manual effort.

We evaluate the implicit outer surface reconstructions against the GT scans. We use the
optimization based approach described in Sec. 5.2.1 to obtain ground truth registrations.

Register SMPL+D Outer reg. Inner reg.

(a) Sparse point cloud 14.85 NP*

(b) IF-Net 13.88 NP*

(c) Regress SMPL+D parameters 32.45 NP*

(d) IP-Net (Ours) 3.67 3.32

Table 5.1: IP-Net predictions, i.e. the outer/ inner surface and correspondences to SMPL are key to high
quality SMPL+D registration. We compare the quality (vertex-to-vertex error in cm) of registering to (a)
point cloud, (b) implicit reconstruction by Chibane et al. (2020a), (c) regressing SMPL+D parameters
and (d) IP-Net predictions. NP* means ‘not possible’.

Missing
Hand

Incorrect
pose

A. B. C. D. E. B. C. D. E.

Figure 5.5: We compare quality of SMPL+D registration for various alternatives to IP-Net. We show
A) colour coded reference SMPL, B) the input point cloud, C) registration directly to sparse PC, D)
registration to Chibane et al. (2020a) prediction and E) registration to IP-Net predictions. It is important
to note that poses such as sitting (second set) are difficult to register without explicit correspondences to
the SMPL model.

5.3.2 Outer surface reconstruction.

For the task of outer surface reconstruction, we demonstrate that IP-Net performs better or on
par with state of the art implicit reconstruction methods, Mescheder et al. (2019) and IF-Net,
Chibane et al. (2020a). We report the average bi-directional vertex-to-surface error of 9.86mm,
4.86mm and 4.95mm for Mescheder et al. (2019), Chibane et al. (2020a) and IP-Net respectively.
Unlike Chibane et al. (2020a) and Mescheder et al. (2019) which predict only the outer surface,
we infer body shape under clothing and body part labels with the same model.
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Outer Inner

(a) outer only 11.84 11.62

(b) outer+inner 11.54 11.14

(c) outer+inner+parts 3.67 3.32

Table 5.2: We compare three possibilities of registering the SMPL model to the implicit reconstruction
produced by IP-Net. (a) registering SMPL+D to outer implicit reconstruction, (b) registering SMPL+D
using the body prediction and (c) registering SMPL+D using body and part predictions. We report
vertex-to-vertex error (cm) between the GT and predicted registered meshes.

Register, single view PC Outer reg. Inner reg.

Sin. view PC 15.90 NP*

Sin. view PC + IP-Net

correspondences (Ours) 14.43 NP*

IP-Net (Ours) 5.11 4.67

Table 5.3: Depth sensors can provide single depth view point clouds. We report registration accuracy
(vertex-to-vertex distance in cm) on such data and show that registration using IP-Net predictions is
significantly better than alternatives. NP* implies ‘not possible’.

5.3.3 Comparison to Baselines

The main contribution of our method is to make implicit reconstructions controllable. We do so
by registering SMPL+D model (Alldieck et al., 2018b; Lazova et al., 2019) to IP-Net outputs:
outer surface, inner surface and part correspondences.
This raises the the following questions, “Why not a) register SMPL+D directly to the input
sparse point cloud?, b) register SMPL+D to the surface generated by an existing reconstruction
approach, Chibane et al. (2020a)? c) directly regress SMPL+D parameters from the point cloud?
and d) How much better is it to register using IP-Net predictions?”.
Table 5.1 and Fig. 5.5 show that option d) (our method) is significantly better than the other
baselines (a,b and c). To regress SMPL+D parameters (Option c), we implement a feed forward
network that uses a similar encoder as IP-Net, but instead of predicting occupancy and part
labels, produces SMPL+D parameters. We notice that the error for this method is dominated by
misaligned pose and overall scale of the prediction. If we optimise the global orientation and
scale of the predictions, this error is reduced from 32.45cm to 7.25cm which is still very high
as compared to IP-Net based registration (3.67cm) which requires no such adjustments. This
experiment provides two key insights, i) it is significantly better to make local predictions using
implicit functions and later register a parametric model, than to directly regress the parameters
of the model and ii) directly registering a parametric model to an existing reconstruction
method Chibane et al. (2020a) yields larger errors than registering to IP-Net outputs (13.88cm
vs 3.67cm).
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Register with IP-Net correspondences Outer reg. Inner reg.

Sparse point cloud 13.93 NP*

Scan 3.99 NP*

IP-Net (Ours) 3.67 3.32

Table 5.4: An interesting use for IP-Net is to fit the SMPL+D model to sparse point clouds or scans using
its part labels. This is useful for scan registration as we can retain the details of the high resolution scan
and make it controllable. We report vertex-to-vertex error in cm. See Fig. 5.9 for qualitative results. NP*
implies ‘not possible’.

A. B. C. D. B. C. D. B. C. D.

Figure 5.6: We highlight the importance of IP-Net predicted correspondences for accurate registration. We
show A) color coded SMPL vertices to appreciate registration quality and three sets of comparative results.
In each set, we visualize B) the input point cloud, C) registration without using IP-Net correspondences
and D) registration with IP-Net correspondences. It can be seen that without correspondences we find
problems like 180◦ flips (dark colors indicate back surface), vertices from torso being used to explain
arms etc. These results are quantitatively corroborated in Table 5.2.

5.3.4 Body Shape under Clothing

We quantitatively evaluate our body shape predictions on BUFF dataset (Zhang et al., 2017b).
Given a sparse point cloud generated from BUFF scans, IP-Net predicts the inner and outer
surfaces along with the correspondences. We use our registration approach, as described in
Sec. 5.2.3 to fit SMPL to our inner surface prediction and evaluate the error as per the protocol
described in Zhang et al. (2017b). It is important to note that the comparison is unfair to our
approach on several counts:

1. Our network uses sparse point clouds whereas Zhang et al. (2017b) use 4D scans for their
optimization based approach.

2. Our network was not trained on BUFF (noisier scans, missing soles in feet).

3. The numbers reported by Zhang et al. (2017b) are obtained by jointly optimizing the
body shape over entire 4D sequence, whereas our network makes a per-frame prediction
without using temporal information.

We also compare our method to Yang et al. (2016). We report the following errors (mm): (Zhang
et al. (2017b) male: 2.65, female: 2.48), (Yang et al. (2016) male: 17.85, female: 18.19) and
(Ours male: 3.80, female: 6.17). Note that we did not have gender annotations for training
IP-Net and hence generated our training data by registering all the scans to the ‘male’ SMPL
model. This leads to significantly higher errors in estimating the body shape under clothing for
‘female’ subjects (we think this could be fixed by fitting gender specific models during training
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A. B. C. D. A. B. C. D.

Figure 5.7: Implicit predictions by IP-Net can be registered with SMPL+D model and hence reposed. We
show, A) input point cloud, B) corresponding SMPL+D registration and C,D) two instances of new poses.

data generation). We show that our approach can accurately infer body shape under clothing
using just a sparse point cloud and is on par with approaches which use much more information.

5.3.5 Why is correspondence prediction important?

In this experiment, we demonstrate that inner surface reconstruction and part correspondences
predicted by IP-Net are key for accurate registration. We discuss three obvious approaches for
this registration:

(a) Register SMPL+D directly to the implicit outer surface predicted by IP-Net. This approach
is simple and can be used with any other existing implicit reconstruction approaches.

(b) Register SMPL to the inner surface predicted by IP-Net and then non-rigidly register to
the outer surface (without leveraging the correspondences).

(c) (Ours) First fit the SMPL model to the inner surface using correspondences and then
non-rigidly register SMPL+D model to the implicit outer surface.

We report our results for the aforementioned approaches in Table 5.2 and Fig. 5.6. It can clearly
be seen (Fig. 5.6, first set) that the arms of the SMPL model have not snapped to the correct
pose. This is to be expected when arms are close to the body and no joint or correspondence
information is present. In the second set, we see that vertices from torso are being used to
explain the arms while SMPL arms are left hanging out. Third set is the classic case of 180◦

flipped fitting (dark color indicates back surface). This experiment highlights the importance of
inner body surface and part correspondence prediction.

5.3.6 Why not independent networks for inner & outer surfaces?

IP-Net jointly predicts the inner and the outer surface for a human with clothing. Alternatively,
one could train two separate implicit reconstruction networks using an existing SOTA approach.
This has a clear disadvantage that one surface cannot reason about another, leading to severe
inter-penetrations between the two. We report the average surface area of intersecting mesh
faces which is 2000.71mm2 for the two independent network approach, whereas with IP-Net
the number is 0.65mm2, which is four orders of magnitude smaller. See Fig. 5.8 for qualitative
results. Our experiment demonstrates that having a joint model for inner and outer surfaces is
better.
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Figure 5.8: Advantage of IP-Net being a joint model for inner body surface and outer surface. In each
set (L to R) we show input point cloud, inner (blue) and outer (off-white) surface reconstruction by
two independent networks, IP-Net reconstructions. reconstructions from IP-Net have visibly fewer inter-
penetrations.

5.3.7 Using IP-Net Correspondences to Register Scans

A very powerful use case for IP-Net is scan registration. Current state-of-the art registration
approaches (Alldieck et al., 2019a; Lazova et al., 2019) for registering SMPL+D to 3D scans
are tedious and cumbersome (as described in Sec. 5.2.1). We provide a simple alternative using
IP-Net. We sample points on our scan and generate the voxel grid used by IP-Net as input.
We then run our pre-trained network and estimate the inner surface corresponding to the body
shape under clothing. We additionally predict correspondences to the SMPL model for each
vertex on the scan. We then use our registration (Sec. 5.2.3) to fit SMPL to the inner surface
and then non-rigidly register SMPL+D to the scan surface, hence replacing the requirement for
accurate 3D joints with IP-Net part correspondences. We show the scan registration and reposing
results in Fig. 5.9 and Table 5.4. This is a useful experiment that shows that feed-forward IP-Net
predictions can be used to replace tedious bottlenecks in scan registration.

A. B. C. A. B. C. A. B. C.

Figure 5.9: IP-Net can be used for scan registration. As can be seen from Table 5.1, registering SMPL+D
directly to scan is difficult. We propose to predict the inner body surface and part correspondences for
every point on the scan using IP-Net and subsequently register SMPL+D to it. This allows us to retain
outer geometric details from the scan while also being able to animate it. We show A) input scan, B)
SMPL+D registration using IP-Net, C) scan in a novel pose.

5.3.8 Registration From Point Clouds Obtained from a Single View

We show that IP-Net can be trained to process sparse point clouds from a single view (such as
from Kinect). We show qualitative and quantitative results in Fig. 5.10 and Table 5.3, which
demonstrate that IP-Net predictions are crucial for successful fitting in this difficult setting. This
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experiment highlights the general applicability of IP-Net to a variety of input modalities ranging
from dense point clouds such as scans to sparse point clouds to single view point clouds.

A. B. C. D. A. B. C. D.

Figure 5.10: Single depth view point clouds (A) are becoming increasingly accessible with devices like
Kinect. We show our registration using IP-Net (B) and reposing results (C,D) with two novel poses using
such data.

5.3.9 Hand Registration

We show the wide applicability of IP-Net by using it for hand registration. We train IP-Net on
the MANO hand dataset (Romero et al., 2017) and show hand registrations to full and single
view point cloud in Fig. 5.11. We report an avg. vertex-to-vertex error of 4.80mm and 4.87mm
in registration for full and single view point cloud respectively. This experiment shows that the
idea of predicting implicit correspondences to a parametric model can be generically applied to
different domains.

A. B. C. D. A. B. C. D.

A. B. A. B. A. B. A. B.

Figure 5.11: We extend our idea of predicting implicit correspondences to parametric models to 3D hands.
Here, we show results on MANO hand dataset Romero et al., 2017. In the first row we show A) input PC,
B) surface and part labels predicted by IP-Net, C) registration without part correspondences, and D) our
registration. Registration without part labels is ill-posed and often leads to wrong parts explaining the
surface. In the second row we show A) input single-view PC and B) corresponding registrations using
IP-Net.

5.4 L I M I TAT I O N S A N D F U T U R E W O R K S

During our experiments we found IP-Net does not perform well with poses that were very
different than the training set. In Fig. 5.12 first set, we have a person bending forward, and a
similar pose was not present in our training set. Another limitation of our approach is that we
rely on SMPL model for registration. This means that we are limited by SMPL topology and
our registration suffers in the presence of non-clothing objects that cannot be handled by SMPL.
We also feel that the reconstructed details can be further improved especially around the face.
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Figure 5.12: We present some of the failure cases of our proposed approach. In the first set, we show the
input point cloud and the generated surface reconstruction by IP-Net. Unseen poses are difficult for IP-Net.
In the second set we show the GT scan with the person holding an object, the IP-Net reconstruction and
the resultant registration with artefacts around the hand. Our approach cannot deal with non-clothing
objects. In the third set we show the input point cloud, the IP-Net generated surface and the registration.
Notice that facial details are missing.

5.5 C O N C L U S I O N S

Learning implicit functions to model humans has been shown to be powerful but the resulting rep-
resentations are not amenable to control or reposing which are essential for both animation and
inference in computer vision. We have presented methodology to combine expressive implicit
function representations and parametric body modelling in order to produce 3D reconstructions
of humans that remain controllable even in the presence of clothing.

Given a sparse point cloud representing a human body scan, we use implicit representation
obtained using deep learning in order to jointly predict the outer 3D surface of the dressed
person and the inner body surface as well as the semantic body parts of the parametric model.
We use the part labels to fit the parametric model to our inner surface and then non-rigidly
deform it (under a body prior + displacement model) to the outer surface in order to capture
garment, face and hair details. Our experiments demonstrate that 1) predicting a double layer
surface is useful for subsequent model fitting resulting in reconstruction improvements of
3mm and 2) leveraging semantic body parts is crucial for subsequent fitting and results in
improvements of 8.17cm. The benefits of our method are paramount for difficult poses or
when input is incomplete such as single view sparse point clouds, where the double layer
implicit reconstruction and part classification is essential for successful registration. Our method
generalizes well to other domains such as 3D hands (as evaluated on the MANO dataset) and
even works well when presented with incomplete point clouds from a single depth view, as
shown in extensive quantitative and qualitative experiments.





6
L O O P R E G : S E L F - S U P E R V I S E D L E A R N I N G O F I M P L I C I T
S U R F A C E C O R R E S P O N D E N C E S , P O S E A N D S H A P E F O R 3 D
H U M A N M E S H R E G I S T R AT I O N

I n this chapter, we address the problem of fitting 3D human models to 3D scans of dressed
humans. Classical methods optimize both the data-to-model correspondences and the
human model parameters (pose and shape), but are reliable only when initialized close to

the solution. Some methods initialize the optimization based on fully supervised correspondence
predictors, which is not differentiable end-to-end, and can only process a single scan at a time.
Our main contribution is LoopReg, an end-to-end learning framework to register a corpus of
scans to a common 3D human model. The key idea is to create a self-supervised loop. A
backward map, parameterized by a Neural Network, predicts the correspondence from every
scan point to the surface of the human model. A forward map, parameterized by a human model,
transforms the corresponding points back to the scan based on the model parameters (pose and
shape), thus closing the loop. Formulating this closed loop is not straightforward because it is not
trivial to force the output of the neural network to be on the surface of the human model – outside
this surface the human model is not even defined. To this end, we propose two key innovations.
First, we define the canonical surface implicitly as the zero level set of a distance field in R3,
which in contrast to more common UV parameterizations Ω ⊂ R2, does not require cutting the
surface, does not have discontinuities, and does not induce distortion. Second, we diffuse the
human model to the 3D domain R3. This allows to map the NN predictions forward, even when
they slightly deviate from the zero level set. Results demonstrate that we can train LoopReg
mainly self-supervised – following a supervised warm-start, the model becomes increasingly
more accurate as additional unlabelled raw scans are processed. Our code and pre-trained models
can be downloaded for research at: http://virtualhumans.mpi-inf.mpg.de/loopreg.

6.1 I N T RO D U C T I O N

We propose a novel approach for model-based registration, i.e. fitting parametric model to 3D
scans of articulated humans. Registration of scans is necessary to complete, edit and control
geometry, and is often a precondition for building statistical 3D models from data (Anguelov
et al., 2005; Loper et al., 2015; Pons-Moll et al., 2015; Xu et al., 2020).
Classical model-based approaches optimize an objective function over scan-to-model correspon-
dences and the parameters of a statistical human model, typically pose, shape and non-rigid
displacement. When properly initialized, such approaches are effective and generalize well.
However, when the variation in pose, shape and clothing is high, they are vulnerable to local
minima.
To avoid convergence to local minima, researchers proposed to use predictors to either initialize
the latent parameters of a human model (Groueix et al., 2018), or the correspondences between
data points and the model (Pons-Moll et al., 2013; Taylor et al., 2012). Learning to predict
global latent parameters of a human model directly from a point-cloud is difficult and such
initializations to standard registration are not yet reliable. Instead, learning to predict correspon-
dences to a 3D human model is more effective (Alp Güler et al., 2018; Bhatnagar et al., 2020a).
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Several important limitations are apparent with current approaches. First, supervising an initial
regression model of correspondence requires labeled scans (Or et al., 2017; Pons-Moll et al.,
2013; Taylor et al., 2012; Wei et al., 2016), which are hard to obtain. Second, although some ap-
proaches use predicted correspondences to initialize a subsequent, classical optimization-based
registration, this process involves non-differentiable steps.
What is lacking is a joint end-to-end differentiable objective over correspondences and human
model parameters, which allows to train the correspondence predictor, self-supervised, given a
corpus of unlabeled scans. This is our motivation in introducing LoopReg.
Given a point-cloud, a backward map, parameterized by a neural network, transforms every
scan point to a corresponding point on the canonical surface (the human model in a canonical
pose and shape). A forward map, parameterized by the SMPL human model (Loper et al.,
2015), transforms canonical points under articulation, shape and non-rigid deformation, to fit
the original point-cloud (see Fig. 6.1). LoopReg creates a differentiable loop which supports the
self-supervised learning of correspondences, along with pose, shape and non-rigid deformation,
following a short supervised warm-start.
The design of LoopReg requires several technical innovations. First, we need a continuous
representation for canonical points, to be on the human surface manifold. We define the surface
implicitly as the zero level set of a distance field in R3 instead of the more common approach
of using a 2D UV parameterization Ω ⊂ R2, which typically relies on manual interaction,
and inevitably has distortion and boundary discontinuities (Hormann et al., 2007). We follow
a Lagrangian formulation; during learning, NN predictions which deviate from the implicit
surface are penalized softly. Furthermore, we interpret the 3D human model as a function on
the surface manifold. We diffuse the function onto the 3D domain via a distance transform
(Fig. 6.3), which allows to map the NN predictions forward, when they slightly deviate from the
surface during learning.
In summary, our key contributions are:

• LoopReg is the first end-to-end learning process jointly defined over a parametric human
model and the data (scan / point cloud) to model correspondences.

• We propose an alternative to classical UV parameterization for correspondences. We
define the canonical human surface implicitly as the zero levelset of a distance field,
and diffuse the SMPL function to the 3D domain. The formulation is continuous and
differentiable.

• LoopReg supports self-supervision. We experimentally show that registration accuracy
can be improved as more unlabeled data is added.

• While most approaches for human scan registration are based on instance specific op-
timization, our approach registers a dataset of scans to a common template, thereby
leveraging aggregated statistics.

6.2 L O O P R E G : M E T H O D

Current state of the art human model based registration such as Alldieck et al. (2019a) and
Lazova et al. (2019) require pre-computed 3D joints and keypoint/landmark detection. These
approaches render the scans from multiple views, use OpenPose 1 or similar models for image
based 2D joint detection, and lift the 2D joint detections to 3D. This is prone to error at multiple

1 https://github.com/CMU-Perceptual-Computing-Lab/openpose
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Figure 6.1: Input to our method is a scan or point cloud (A) S . For each input point si, our network
CorrNet fϕ(·) predicts a correspondence pi to a canonical model in H ⊂ R3 (B). We use these
correspondences to jointly optimize the parametric model (C) and CorrNet under self-supervised training.

levels. Per-view joint detection may be inconsistent across views. Furthermore, when scans are
point-clouds instead of meshes, they can not be rendered. Fig. 6.4 and 6.5 show that accurate
scan registration is not possible for complex poses without this information.
In LoopReg, we replace the pre-computed sparse joint information with continuous correspon-
dences to a parametric human model. Our network CorrNet contains a backward map, that
transforms scan points to corresponding points on the surface of a human model with canonical
pose and shape. In a forward map, these corresponding points are deformed using the human
model to fit the original scan, thereby creating a self-supervised loop. We start our description
by reviewing the basic formulation of traditional model based fitting approaches, and follow
with our self-supervised registration method.

6.2.1 Classical Model-Based Fitting

The classical way of fitting a 3D (human) model to a scan S is via minimization of an ob-
jective function. Let M(vi, x) : I × X ′ 7→ R3, denote the human model which maps a 3D
vertex vi ∈ I , on the canonical human surface MT ⊂ R3 to a transformed 3D point after
deforming according to model parameters x ∈ X ′. For the SMPL+D model, which we use here,
x = {θ,β, D} corresponds to pose θ, shape β, and non-rigid deformation D. The standard
registration approach is to find a set of corresponding canonical model points C = {c1, . . . , cN}
(the correspondences) for the scan points {s1, ..., sN}, si ∈ S and minimize a loss of the form:

L(C, x) = ∑
si∈S

dist(si, M′(ci, x)), (6.1)

where dist(·, ·) is a distance metric in R3. Note that Eq. 6.1 uses continuous surface points
ci ∈ MT, and M′(·) interpolates the model function M(·) defined for discrete model vertices
vi ∈ I with barycentric interpolation.
Eq. 6.1 is minimized with non-linear ICP, which is a two step non-differentiable process.
First, for every scan point a corresponding point on the human model is computed. Next, the
model parameters are updated to minimize the distance between scan points and corresponding
model points using gradient or Gauss-Newton optimizers. This alternating process is non-
differentiable, which rules out end-to-end training. Our work is inspired by Taylor et al. (2016)
which continuously optimizes the corresponding points and the model parameters. The trick
is to parameterize the canonical surface with piece-wise mappings from a 2D space Ω to 3D
R3 – per triangle mappings. This requires keeping track of the TriangleIDs and point location
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Figure 6.2: Illustration of the diffusion process. We diffuse the function ψ(·) (denoted as per-vertex
colours), defined only on the vertices (v1, v2, v3), to any point p ∈ R3. Within the surface (in this
example just a triangle), the function ψ(·) is diffused using barycentric interpolation (sub-figure C). For a
point p ∈ R3 beyond the surface, the function ψ(·) is diffused by evaluating the barycentric interpolation
at the closest point c to p, implemented by pre-computing a distance transform (sub-figure B). The result
is a diffused function gψ(p) defined, not only on vertices, but over all R3. Fig. 6.3 explains the same
process for a complete human mesh.

A. B. C.

Figure 6.3: Illustration of the diffusion process on a human mesh. In sub-figure A, an arbitrary function
ψ(·), defined over mesh vertices (illustrated as per vertex colors), is diffused to H ⊂ R3 via a distance
transform (sub-figure B). This results in a new function gψ(·) (sub-figure C).

within the triangle when correspondences shift across triangles. Apart from being difficult to
implement, this is not a suitable representation for learning correspondences as TriangleIDs do
not live in a continuous space with metric. Furthermore, the optimization in Taylor et al. (2016)
is instance specific.

6.2.2 Proposed Formulation

Instead of instance specific optimization, we want to automatize the model fitting process by
leveraging a corpus of 3D human scans. Our key idea is to create a differentiable registration
loop motivated by classical model-based fitting Eq. 6.1. We learn a continuous and differentiable
mapping fϕ(s;S) : R3 × S 7→ MT ⊂ R3, with network parameters ϕ, from the scan points
s ∈ S to the canonical surface (of the human model in canonical pose and shape) MT. Let
{Sj}Nu

j=1 be a set of unlabeled scans, and X = {xj}Nu
j=1 be the set of unknown instance specific

latent parameters per scan. The following self-supervised loss creates a loop between the scans
and the model

L(ϕ,X ) =
Nu

∑
j=1

∑
si∈Sj

dist(si, M′( fϕ(si;Sj), xj)), (6.2)
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where, in contrast to the instance specific Eq. 6.1, optimization in Eq. 6.2 is over a training set,
and correspondences are predicted by the network, c = fϕ(s;Sj). It is important to note that
those correspondences network predicted, c, need not be on the canonical surface. Outside the
canonical surface, M′(·) is not even defined. The question then is how to minimize Eq. 6.2
end-to-end.

I M P L I C I T S U R F AC E R E P R E S E N TAT I O N . To predict correspondences on MT, we need
a continuous representation of its surface. One of our key ideas is to define the surface implicitly,
as the zero levelset of a signed distance field. Let d(p) : R3 7→ R be the distance field, defined
as d(p) = sign(p) · minc∈MT ∥c − p∥ taking a positive sign on the outside and negative
otherwise. The surface is defined implicitly as MT = {p ∈ R3 | d(p) = 0}. But how can we
satisfy the constraint d(p) = 0 during learning? And how to handle network predictions that
overshoot the surface?

D I F F U S I N G T H E H U M A N M O D E L F U N C T I O N T O R3 . Imposing the hard constraint
d(p) = 0 during learning is not feasible. Hence, our second key idea is to diffuse the human
body model to the full 3D domain (see Fig. 6.3, and Fig. 6.2 to better understand the diffusion
process with a simple example). Without loss of generality, we use SMPL (Loper et al., 2015)
as our human model throughout the paper, but the ideas apply generally, to other 3D statistical
surface models (Blanz and Vetter, 1999; Li et al., 2017; Pishchulin et al., 2017; Romero et al.,
2017; Xu et al., 2020).
The SMPL model applies a series of linear mappings to each vertex vi ∈ I of a template,
followed by skinning. The per-vertex linear mappings are the pose blendshapes bP : I 7→
R3×|θ|, shape blendshapes bS : I 7→ R3×|fi|, applied to a canonical template, followed by linear
blend skinning with parameters wi : I 7→ RK. The i-th vertex vi is transformed according to

v′
i =

K

∑
k=1

w(vi)kGk(θ,β) · (vi + bP(vi) · θ+ bS(vi) · β) (6.3)

where Gk(θ,β) ∈ SE(3) is the 4 × 4 transformation matrix of part K, see Loper et al., 2015.
Note that SMPL is a function defined on the vertices vi of the template, while we need a
continuous mapping in R3.
Let ψ : I 7→ Y be a function defined on discrete vertices vi ∈ I , with co-domain Y . The
idea is to derive a function gψ(p) : R3 7→ Y which diffuses ψ to R3. ψ can trivially be
diffused to the surface by barycentric interpolation and to R3 using the closest surface point
c = arg minc∈MT ∥c − p∥,

gψ(p) = α1ψ(vl) + α2ψ(vk) + α3ψ(vm), (6.4)

where α1, α2, α3 ∈ R3 are barycentric coordinates of c ∈ MT, and vl , vk, vm ∈ I are corre-
sponding canonical vertices, see Fig. 6.2-A,C,D.
During learning, we need to evaluate gψ(p) and compute its spatial gradient ∇pgψ(p) effi-
ciently. Hence, we pre-compute gψ(p) in a 3D grid around the surface MT (we use a unit cube
with 64x64x64 resolution), and use tri-linear interpolation to obtain a continuous differentiable
mapping in regions near the surface H ⊂ R3.

L O O P R E G . The aforementioned representation allows the formulation of correspondence
prediction in a self-supervised loop, as a composition of the backward map fϕ and the forward
map gψ. The backward map fϕ(s;S) : R3 × S 7→ H ⊂ R3 (implemented as a deep neural
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network) transforms every scan point s to the corresponding canonical point p in the unshaped
and unposed space H ⊂ R3. For clarity, we simply use fϕ(s) for the network prediction.
The forward map gψ(p) is the diffused SMPL function by setting ψ = M (body model).
Specifically, we diffuse the pose and shape blend-shapes, and skinning weights to the 3D region
H, obtaining functions gbP , gbS , gw. We also obtain the function gI which maps every point
p ∈ H to its closest surface point c ∈ MT. The diffused SMPL function for x = {θ,β, D} ∈
X ′ is obtained as

gM : H×X ′ 7→ R3, gM(p,θ,β, D) =
K

∑
k=1

gw
k (p)Gk(θ,β)(gI(p)+ gbP(p)θ+ gbS(p)β),

(6.5)
which is continuous and differentiable. This enables re-formulating Eq. 6.2 as a differentiable
loss

Lself(ϕ,X ) =
Nu

∑
j=1

∑
si∈Sj

dist(si, gM
xj
( fϕ(si))) + λ · d( fϕ(si)), (6.6)

where fϕ(s) = p is the corresponding point predicted by the network, and we used the notation
gM

xj
(p) = gM(pj,θj,βj, Dj) for clarity, and d(·) is the distance transform. Network predictions

which deviate from the surface are penalized with the term λ · d( fϕ(si)) following a Lagrangian
formulation of constraints. Note that this term is important in forcing predicted correspondences
to be close to the template surface, as gradient updates far away from the surface may not be well
behaved. Notice that ∇d(pj) points towards the closest surface point (see Fig. 6.3 B.), and along
this direction gM

xj
(pj) is constant, and hence ∇d(pj) ⊥ ∇gM

xj
(pj); the terms are complementary

and do not compete against each other. Unfortunately, directly minimizing Eq. 6.6 over network
fϕ and instance specific parameters X is not feasible. The initial correspondences predicted by
the network are random, which leads to unstable model fitting and a non-convergent process.

S E M I - S U P E RV I S E D L E A R N I N G . We propose the following semi-supervised learning
strategy, where we warm-start the process using a small labeled dataset {Sj,M(xj)}Ns

j=1, with
M(xj) denoting the registered SMPL surface to the scan, and subsequently train with a larger
un-labeled corpus of scans {Sj}Nu

j=1. Learning entails minimizing the following three losses over

correspondence-network parameters ϕ and instance specific model parameters X = {xj}Ns
j=1:

L = Lunsup + Lsup + Lreg. (6.7)

The unsupervised loss consists of a data-to-model term Ld 7→m = dist(s,M(x)) and the
self-supervised loss Lself, in Eq. 6.6

Lunsup(ϕ,X ) =
Nu

∑
j=1

∑
si∈Sj

dist(si,M(xj)) + dist(si, gM
xj
( fϕ(si))) + λ · d( fϕ(si)), (6.8)

where M(xj) is the SMPL mesh deformed by the unknown parameters xj, and dist(s,M(x))
is a differentiable point-to-surface distance. The term Ld 7→m pulls the deformed model M(x)
to the data, which in turn makes learning the correspondence predictor fϕ more stable.

The supervised loss, Lsup, minimises the L2 distance between network-predicted correspon-
dences and ground truth ones ĉji obtained from M(xj)

Lsup(ϕ) =
Ns

∑
j=1

∑
si∈Sj

∥ fϕ(si,Sj)− ĉji∥2. (6.9)
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The regularisation term Lreg consists of priors on the SMPL shape and pose (Lθ) parameters.

Lreg(ϕ,X ) =
Nu

∑
j=1

Lθ(θj) + ∥βj∥2 (6.10)

Our experiments show that with good initialization, our approach can be trained self-supervised,
using only Lunsup and Lreg.

C O R R N E T : P R E D I C T I N G S C A N T O M O D E L C O R R E S P O N D E N C E S The aforemen-
tioned formulation is continuous and differentiable with respect to instance specific parameters
xj = {θj,βj, Dj} as well as global network parameters ϕ. In this section, we describe our
correspondence prediction network, CorrNet. CorrNet fϕ(·), is designed with a PointNet++ (Qi
et al., 2017) backbone and regresses for each input scan point si, its correspondence pi ∈ H.
We observe that the correspondence mapping is discontinuous when the scan has self-occlusion
and contact. For example, when the hand touches the hip, nearby scan points need to be mapped
to distant p = (x, y, z) coordinates, which is difficult. Inspired by Riza Alp Güler (2018), we
first predict a body part label (we use N = 14 pre-defined parts on the SMPL mesh) for each
scan point and subsequently regress the continuous x, y, z-correspondence only within that part.
Similar to ensemble learning approaches we use a weighted sum of part-specific classifiers
to regress correspondences. This way, our formulation is differentiable with respect to part
classification, which would not be possible if we directly used arg max for hard part assignment:

fϕ(s) = p =
Nparts

∑
k=1

f class
ϕ,k (s,S) f reg

ϕ,k (s,S), (6.11)

where f class
ϕ : R3 × S 7→ RNparts is the (soft) part-classification branch of the CorrNet and

f reg
ϕ,k : R3 × S 7→ H ⊂ R3 is the part specific regressor.

6.3 DATA S E T A N D E X P E R I M E N T S

In this section, we evaluate and show that our approach outperforms existing scan registration
approaches. Moreover, our approach seamlessly generalizes across undressed (comparatively
easier) and fully clothed (significantly more challenging) scans in complex poses. We show that
our approach can be trained with self-supervision (with supervised warm-start) and performance
improves noticeably as more and more raw scans are made available to our method.

6.3.1 Dataset

We use 3D scans of humans from RenderPeople 2, AXYZ 3 and Twindom 4. To obtain reference
registrations for evaluation, we fit the SMPL model to scans using Alldieck et al. (2019a) and
Lazova et al. (2019) with pre-computed 3D joints lifted from 2D detections, facial landmarks
and manually select the good fits. The input to our method are point clouds, which we extract
from SMPL fits for undressed humans, and from the raw scans for clothed humans. We divide
the SMPL fits in a supervised (1000 scans), unsupervised (1631 scans) and testing set (290
scans). We perform additional experiments on Faust (Bogo et al., 2014) which contains around
100 scans of undressed people and corresponding GT SMPL registrations.

2 https://renderpeople.com
3 https://secure.axyz-design.com
4 https://web.twindom.com
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Registration Errors vertex-to-vertex (cm) surface-to-surface (mm)

Dataset Our FAUST Our FAUST

(a) Optimization based 16.5 13.5 12.6 3.8

(b) 3D-CODED single init. 22.3 21.9 8.7 10.6

(c) 3D-CODED 2.0 3.1 2.4 2.6

(d) Ours 1.4 2.2 1.0 2.4

Table 6.1: We compare registration performance of our approach against instance specific optimization
(a) Alldieck et al. (2019a), Lazova et al. (2019), and Zhang et al. (2017b) (without pre-computed joints
and manual selection) and learning based Groueix et al. (2018) approach. Note that 3D-CODED requires
multiple initializations (c) to find best global orientation, without which the approach easily gets stuck
in a local minima (b). Since Groueix et al. (2018) freely deforms a template, for a fair comparison,
we use SMPL+D model for our and Alldieck et al. (2019a), Lazova et al. (2019), and Zhang et al.
(2017b) approaches, even though data contains undressed scans. We report results on our dataset and
FAUST (Bogo et al., 2014)

A. B. C. D. A. B. C. D.

Figure 6.4: Comparison with existing scan registration approaches, Alldieck et al. (2019a) and Lazova
et al. (2019). We show A) input point cloud, B) registration using Alldieck et al., 2019a; Lazova et al.,
2019 without pre-computed joints/ landmarks. C) Our registration. D) GT registration using Alldieck
et al. (2019a) and Lazova et al. (2019) + precomputed 3D joints + facial landmarks + manual selection. It
can be seen that B) makes significant errors as compared to our approach C).

6.3.2 Comparison with existing instance specific optimization based approaches

R E G I S T E R I N G U N D R E S S E D S C A N S . One of the key strengths of our approach is the
ability to register 3D scans without additional information such as pre-computed joint/ landmarks
and manual intervention. In Fig. 6.4 we show that existing state of the art registration approaches
(Alldieck et al., 2019a; Lazova et al., 2019; Zhang et al., 2017b) cannot perform accurate
registration without these pre-processing steps. More qualitative results from our method can be
seen in Fig. 6.6
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A. B. C. D. A. B. C. D.

Figure 6.5: Comparison with existing scan registration approaches, Alldieck et al. (2019a) and Lazova
et al. (2019). We show A) input point cloud, B) registration using Alldieck et al. (2019a) and Lazova
et al. (2019) without pre-computed joints/ landmarks. C) Our registration and D) GT scan. It can be seen
that B) makes significant errors as compared to our approach C).

Unsupervised % 0% 10% 25% 50% 75% 100%

(a) v2v (cm) 9.3 8.4 6.3 4.1 2.7 1.5

(b) s2s (mm) 6.8 6.6 6.2 5.5 5.1 4.2

Table 6.2: Performance of the proposed approach increases as we add more unsupervised data for training.
Here 100% corresponds to 2631 scans. Out of the 2631 scans 1000 were also used for supervised
warm-start. We report vertex-to-vertex (v2v) and bi-directional surface-to-surface (s2s) errors and clearly
show that adding more unsupervised data improves registration performance, specially for the more
demanding v2v metric.

A. B. C. A. B. C.A. B. C.

A. B. C.A. B. C. A. B. C.

Figure 6.6: Qualitative results of our approach on undressed scans. We show A) input point cloud, B)
SMPL registration from our approach and C) GT.

R E G I S T E R I N G D R E S S E D S C A N S . In Fig. 6.5 we show results with dressed scans and
report an avg. surface-to-surface error after fitting the SMPL+D model of 2.2mm (Ours) vs
2.9mm (Alldieck et al., 2019a; Lazova et al., 2019; Zhang et al., 2017b). It can be clearly
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Supervised % 0% 10% 25% 50% 75% 100%

(a) v2v (cm) 16.0 12.4 11.5 8.3 5.4 1.5

(b) s2s (mm) 13 7.8 8.5 7.7 6.4 4.2

Table 6.3: We study the effect of reducing the amount of available supervised data. Here 100% corresponds
to 1000 scans used for supervised warm-start. We use additional 1631 scans for unsupervised training.
We report vertex-to-vertex (v2v) and bi-directional surface-to-surface (s2s) errors.

Method Inter-class AE (cm) Intra-class AE (cm)

FMNet 4.83 2.44

FARM 4.12 2.81

LBS-AE 4.08 2.16

3D-CODED 2.87 1.98

Ours 2.66 1.34

Table 6.4: Comparison with existing correspondence prediction approaches. Our registration method
clearly outperforms the existing supervised (Groueix et al., 2018; Or et al., 2017) and unsupervised (Li
et al., 2019a; Marin et al., 2020) approaches.

seen that without pre-computed joints, prior approaches perform quite poorly, especially for
complex poses. We quantitatively corroborate the same (for undressed scans) in Table 6.1. More
qualitative results from our method can be seen in Fig. 6.7
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6.3.3 Comparison with existing learning based approach

A. B. C.A. B. C. A. B. C.

A. B. C. A. B. C. A. B. C.

Figure 6.7: Qualitative results of our approach on dressed scans. We show A) input point cloud, B)
SMPL+D registration from our approach and C) GT scan.

Conceptually, we found the work by Groueix et al. (2018) very related to our work, even though
they require supervised training. For a fair comparison, we retrain their networks on our dataset
and compare the registration error against our approach. Quantitative results in Table 6.1 clearly
demonstrate the better performance of our approach. We also found that Groueix et al. (2018)
is susceptible to bad initialization and hence requires multiple (global rotation) intializations
for ideal performance. We report these numbers also in Table 6.1. Originally, the method in
Groueix et al. (2018) was trained on SURREAL (Varol et al., 2017) with augmentation yielding
a significantly larger dataset than ours. It is possible that the method of Groueix et al. (2018)
requires a lot of data to perform well. Importantly, the supervised approach Groueix et al. (2018)
does not deal with dressed humans whereas our approach works well for both dressed and
undressed scans.
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6.3.4 Correspondence prediction

A. B. C.A. B. C. A. B. C.

Reference
Model

A. B. C. A. B. C. A. B. C.

Figure 6.8: Our method predicts continuous correspondences between the input scan and the human
model in canonical pose and shape. We visualize these correspondences here. Top row shows the reference
human model and our predicted correspondences for dressed scans. In the bottom row we show the same
for undressed humans. A) Input point cloud, B) our SMPL+D/SMPL registration and C) our predicted
correspondences.

Establishing correspondences across 3D shapes is a challenging problem in computer graphics
and vision community. Though our work does not directly predict correspondences between
two shapes we can still register the two shapes with a common template. This allows us to
establish correspondences between the shapes. We compare the performance of our approach on
the correspondence prediction task on FAUST (Bogo et al., 2014). The FAUST test set contains
200 scans of undressed people in challenging poses and the scans themselves are noisy. The
evaluation metric is based on the geodesic distance between the predicted correspondence and
the GT correspondence. This metric heavily penalises the errors made due to self contacts on
the body. In practice it can be seen that the overall distribution of errors is dominated by the
contact errors making the evaluation less than ideal. Nonetheless we report the results as per the
protocol in Table 6.4. For competing approaches we take the numbers from the corresponding
papers. It can be clearly seen that our model trained primarily with self-supervision performs
better than the competing approaches. Also note that none of these other approaches generalises
to dressed humans where as in Fig. 6.8 we show that our method can predict correspondences
for both dressed and undressed scans.

6.3.5 Importance of our semi-supervised training

A D D I N G M O R E U N S U P E RV I S E D DATA I M P ROV E S R E G I S T R AT I O N . An advantage
of our approach over existing approaches is the self-supervised training. We use a small amount
of supervised data to warm start our method and subsequently the performance can be improved
by throwing in raw scans (see Table 6.2). It can be clearly seen that performance improves
significantly as more and more unlabeled scans are provided to our method.
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I M P O RTA N C E O F S U P E RV I S E D WA R M - S TA RT. Good initialization is important for our
network before it can adequately train using self-supervised data. In Table 6.3 we demonstrate
the importance of good initialization using a supervised warm start. Note that we use only 1000
scans for supervised warm start where as methods such as 3D-CODED (Groueix et al., 2018)
require an order of magnitude more supervised data for optimal performance.

6.4 L I M I TAT I O N S A N D F U T U R E W O R K S

Our formulation allows us to jointly differentiate through the correspondences and the instance
specific human model parameters. This allows us to create a self-supervised loop for registration.
But in practice we find that in order for this loop to not get stuck in a local minima, it is
important that correspondences are initialized well. So even though our formulation does not
require labeled data, in practice we find that a supervised warm-start with a small amount of
data is important for subsequent self-supervised training.

As shown in our results, our approach performs significantly better than other competing
approaches both qualitatively and quantitatively. We still find that our registration is not as high
quality as Alldieck et al. (2019a) and Lazova et al. (2019) when they have access to precomputed
3D joints, facial landmarks and manual intervention (Note that our approach does not require
this information). This is not necessarily a limitation as these additional cues can be integrated
with our approach as well. We leave this as a potential future work.

6.5 C O N C L U S I O N S

We propose LoopReg, a novel approach to semi-supervised scan registration. Unlike previous
work, our formulation is end-to-end differentiable with respect to both the model parameters
and a learned correspondence function. While most of the current state of the art registration is
based on instance specific optimization, our method can leverage information across a corpus
of unlabeled scans. Experiments show that our formulation outperforms existing optimization
and learning-based, approaches. Moreover, unlike prior work, we do not rely on additional
information such as precomputed 3D joints or landmarks for each input, although these could
be integrated in our formulation, as additional objectives, to improve results. Our second key
contribution is representing parametric model as zero levelset of a distance field which allows
us to diffuse the model function from the model surface to entire R3. Our formulation based on
this representation can be useful for a wide range of methods as it removes the pre-requisite of
computing a 2D surface parameterization. In contrast, we make predictions in the unconstrained
R3 and subsequently map them to the model surface while still preserving differentiability. This
makes our formulation easy to use, and potentially relevant for future work in learning based
model fitting and correspondence prediction.





7
B E H AV E : D ATA S E T A N D M E T H O D F O R T R A C K I N G H U M A N
O B J E C T I N T E R A C T I O N S

Figure 7.1: Given a multi-view RGBD sequence, our method tracks the human, the object and their
contacts in 3D.

M odelling interactions between humans and objects in natural environments is cen-
tral to many applications including gaming, virtual and mixed reality, as well as
human behavior analysis and human-robot collaboration. This challenging oper-

ation scenario requires generalization to vast number of objects, scenes, and human actions.
Unfortunately, there exist no such dataset. Moreover, this data needs to be acquired in diverse
natural environments, which rules out 4D scanners and marker based capture systems. We
present BEHAVE dataset, the first full body human-object interaction dataset with multi-view
RGBD frames and corresponding 3D SMPL and object fits along with the annotated contacts
between them. We record ∼15k frames at 5 locations with 8 subjects performing a wide range
of interactions with 20 common objects. We use this data to learn a model that can jointly
track humans and objects in natural environments with an easy-to-use portable multi-camera
setup. Our key insight is to predict correspondences from the human and the object to a sta-
tistical body model to obtain human-object contacts during interactions. Our approach can
record and track not just the humans and objects but also their interactions, modeled as surface
contacts, in 3D. By combining optimization and learning techniques, we provide a solution
to acquire annotated 3D human-object interaction data. Our code and data can be found at:
http://virtualhumans.mpi-inf.mpg.de/behave.

7.1 I N T RO D U C T I O N

The last decade has seen rapid progress in modelling the appearance of humans ranging from
body pose, shape (Loper et al., 2015; Pavlakos et al., 2019; Pons-Moll et al., 2017, 2015; Xu
et al., 2020), faces (Tewari et al., 2017) and even detailed clothing (Alldieck et al., 2017, 2018a;

55
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Bhatnagar et al., 2019; Patel et al., 2020; Saito et al., 2020). With various practical use cases like
virtual try-on, personalised avatar creation, and several applications in augmented and mixed
reality, or human-robot collaboration, the focus on humans is justified. In order to achieve the
larger goal of building holistic human models, making the virtual humans look real is necessary
but not sufficient. Human beings are much more than just their appearance with remarkable
ability to perceive and act upon their surrounding environment. Our models of virtual humans
should be able to do the same. Beyond modelling appearance, few methods have focused on
capturing and synthesizing human interactions (human-object/scene interaction). There exists
work to capture humans in a static 3D scene (Hassan et al., 2019), even without using external
cameras (Guzov et al., 2021), and work to synthesize static poses (Hassan et al., 2021b; Li et al.,
2019b), or full body movement (Hassan et al., 2021a; Ling et al., 2020; Starke et al., 2019) in a
3D scene.

These methods show growing interest in modelling human behavior, highlighting a need to
capture real human interactions. Existing methods (Hassan et al., 2021a; Starke et al., 2019)
however are learned from high quality curated data captured using optical marker based motion
capture systems or wearable sensors. Unfortunately, such commercial systems are expensive,
drastically limit the interactions that can be captured, and often fail when tracking humans and
objects under occlusion. In addition, the recording volume is spatially confined and difficult
to re-locate, thus limiting the activities, scenes, and objects that can be captured. Wearable
sensors (Guzov et al., 2021) are not restricted in volume, but close range interaction can not be
accurately captured. Altogether, the lack of diverse 3D interaction data, and the lack of accurate
and flexible capture methods both constitute barriers in modelling human behavior.

With the goal of simplifying the data capture process and hence allowing faster progress
in the field, we propose BEHAVE, a method to capture diverse 3D human interactions in
natural environments, using a setup comprising of portable, cheap, and easy to use RGBD
cameras. Tracking human interactions from sparse consumer grade cameras is however extremely
challenging. Depth data is inherently noisy and incomplete. Moreover, the person and object
occlude each other frequently during interactions. Furthermore, capturing interactions requires
estimating human-object contacts accurately, which is difficult because contacts represent small
regions in the image, close to the observable (resolution) limit. This requires innovation that
goes significantly beyond the current state of the art trackers. We propose to track the human
using a parametric human model (such as SMPL) and track objects using template meshes.
Naively fitting the human model and an object 3D template to the point-cloud completely fails
due to the aforementioned challenges. Our key idea is to train a neural model which jointly
completes the human and object shape, represented with implicit surfaces, while predicting a
correspondence field to the human, as well as an object orientation field. These rich outputs
allow us to formulate a powerful human-object fitting objective which is robust to missing data,
noise and occlusion.

To train and evaluate BEHAVE, we capture the largest dataset of human-object interactions
in natural environments. The BEHAVE dataset contains 20 3D objects, 8 subjects (5 male, 3
female), 5 different locations and totals around 15.2k frames of recording. We provide ground
truth SMPL and 3D object meshes as well as contacts.
Our contributions can be summarized as follows:

• We propose the first approach that can accurately 3D track humans, objects and contacts
in natural environments using multi-view RGBD images.
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Figure 7.2: We present BEHAVE dataset, the largest dataset of human-object interactions in natural
environments. BEHAVE contains multi-view RGBD sequences and corresponding 3D object and SMPL
fits along with 3D contacts.

Dataset RGBD Hum. Ob.Cont. Qual. Scal.

NTU (Liu et al., 2019) ✓ Jts. X NA ***

PiGr (Savva et al., 2016) ✓ Jts. X NA **

GRAB (Taheri et al., 2020) X ✓ ✓ *** *

PROX (Hassan et al., 2019) ✓ ✓ Stat. * **

Ours ✓ ✓ ✓ ** ***

Table 7.1: We compare the proposed BEHAVE dataset with existing ones containing human-object
interactions. Our criteria are based on availability of RGB input, 3D human, 3D contact with the object,
quality (more stars, better), and scalability to capture at diverse locations (more stars, better). NTU-
RGBD (Liu et al., 2019) and PiGraphs (Savva et al., 2016) do not provide full 3D human and object
contacts and are hence unsuitable for modelling dynamic 3D interactions. GRAB (Taheri et al., 2020)
uses a marker based capture system and hence contains the highest quality data but this also makes it
difficult to scale. PROX (Hassan et al., 2019) is easier to scale as it uses a single Kinect based capture
setup (although, scene needs to be pre-scanned) but this reduces the overall quality. More importantly
it does not contain dynamic interactions. Ours is the first dataset that captures dynamic human-object
interactions in diverse environments.

• We collect the largest dataset of multi-view RGBD sequences and corresponding human
models, object and contact annotations. See Sec. 7.2 for details regarding its usefulness to
the community.

• Since there exists no publicly available code and datasets to accurately track human-object
interactions in natural environments, we will release our code and data for further research
in this direction.

7.2 B E H AV E DATA S E T

We present BEHAVE dataset, the largest dataset of human-object interactions in natural envi-
ronments, with 3D human, object and contact annotation, to date. See Table 7.1 for comparison
with other datasets. Our dataset contains multi-view RGBD frames, with accurate pseudo-ground
truth SMPL (Loper et al., 2015), object fits, human and object segmentation masks, and contact
annotations.
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7.2.1 Recording multi-view RGBD data

We setup and calibrate 4 Kinects at 4 corners of our square recording volume where all interac-
tions are performed by 8 subjects (5 male, 3 female). Interactions are captured at 5 disparate
indoor locations with 20 commonly used, yet diverse objects: 5 different boxes, 2 chairs, 2
tables, crate, backpack, trashcan, monitor, keyboard, suitcase, basketball, exercise ball, yoga mat,
stool and a toolbox. We include common interactions such as lifting, carrying, sitting, pushing
and pulling with hands and feet, as well as free interactions. In total, our dataset contains 10.7k
frames for training and 4.5k frames for testing respectively.

M U LT I - C A M E R A C A L I B R AT I O N . We use checkerboard to calibrate the relative poses
between different Kinects in a pairwise manner. Specifically, we capture 20 pairs of RGB-D
images from two Kinects and then register each color image with corresponding depth image
such that they have the same resolution. We then use OpenCV to extract the checkerboard
corners in the color images and obtain their 3D camera coordinates utilizing the registered
depth map. Finally, we perform a Procrustes registration on these ordered 3D checkerboard
corners to obtain the relative transformation between two Kinects. We obtain 3 pairs of relative
transformation for 4 Kinects and combine them to compute the transformation under a common
world coordinate.

M U LT I - C A M E R A S Y N C H RO N I S AT I O N . Both color and depth videos are captured at
30fps. Kinect cameras are synchronized through audio cables and the exact capture time of
each image is saved for later processing. We extract synchronized frames and run depth-color
registrations so that each depth image has the same resolution as color image. Frames are
extracted at 10fps for better SMPL registration but our manual annotation is done at 1fps to
maximize the diversity of annotated frames.

7.2.2 Human segmentation and SMPL fitting

H U M A N S E G M E N TAT I O N . We segment the human in our images by running Detec-
tronV2 (Wu et al., 2019) followed by manual correction with Sofiiuk et al. (2020) on the
segmentation masks. More specifically, we ask AMT workers to place 3-6 points on the erro-
neous segmentation regions. We use these clicks and run the interactive segmentation method
Sofiiuk et al. (2020) to compute the corrected mask. We finally manually go over all corrected
masks to filter out noisy segmentation. These corrected segmentation masks are then used to
segment multi-view depth maps and lift human point clouds from 2D to 3D.

F I T T I N G S M P L T O M U LT I - V I E W K I N E C T P O I N T C L O U D S . We use FrankMocap (Rong
et al., 2021) to initialize SMPL pose from the multi-view images and then use instance specific
optimization (Alldieck et al., 2019a) to fit the SMPL model to the segmented human point cloud.
For more accurate fitting, we additionally obtain the SMPL shape parameters of each subject
from 3D scans using Bhatnagar et al. (2020a). We report a chamfer error of 1.80cm between the
segmented Kinect point cloud and our SMPL fits.



7.2 B E H AV E DATA S E T 59

Figure 7.3: Sample frame of our object keypoint annotation. Our predefined object keypoints are shown
in the left, the frame to be annotated is shown in the middle. Annotators are asked to place keypoint
labels (right panel) at their corresponding locations in the image.

7.2.3 Object segmentation and fitting

To obtain object segmentation, we pre-scan objects using a 3D scanner 1 2. We then use multi-
view object keypoints, marked manually by AMT 3 annotators in images, to optimize the 6D
pose of the pre-scanned object mesh to the given frame. We obtain the chamfer error of 2.42cm
between the segmented Kinect point cloud and object fit.

A N N OTAT I N G O B J E C T K E Y P O I N T S . For each object, we pre-define 4-8 keypoints de-
pending on the complexity of the object geometry. We show multi-view images of the captured
human-object interaction frame together with example photos of our predefined object keypoints
to AMT annotators and ask them to annotate only the visible keypoints in images, see Fig. 7.3.
To ensure the annotation quality, we also manually go over all frames to filter out bad annotations.
For all our AMT annotations, we first run a test batch to select good annotators and release the
full batch only to the selected annotators.

O B J E C T R E G I S T R AT I O N A N D S E G M E N TAT I O N M A S K . Given template object meshes
and annotated 2D keypoints from multi-views, we register the mesh to the images by optimizing
the re-projection loss, similar to the method used in Pix3D registration Sun et al., 2018. To
favor convergence, we down-sample the original scans to around 2000 faces and initialize the
translation parameter as the center of human point clouds.
The segmentation masks are then obtained by projecting fitted object meshes to the images.

7.2.4 Contact annotation

Based on the pseudo-GT SMPL and object fits as described above, we automatically detect
contacts if a point on the human surface (registered SMPL) is closer than 2cm to the object

1 https://www.treedys.com
2 https://www.agisoft.com
3 https://www.mturk.com
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Input: Segmented human
and object multi-view PC 

Reference
SMPL model

Output: Registered SMPL,
object and contacts

NN pred.
Corr. & Dist

Fit SMPL, object
and contacts

Figure 7.4: Given a sequence of multi-view images, we track the human and the object using SMPL and
a template object mesh. We lift the segmented multi-view RGBD frames to 3D and obtain a human and
object point cloud. As shown here, our network predicts correspondences between the human point cloud
and the body model, which allows us to fit SMPL. We also predict correspondences from the object to
the body model, thus allowing us to model contacts. Our network predictions (see Sec. 7.3) allow us to
register SMPL and the object mesh to a video, making an accurate joint tracking of the human and object
possible.

surface. For every object point, we store a binary contact label (whether there is a contact or
not) and correspondence to the human (contact location on the surface).

7.2.5 How will this dataset be useful to the community?

We devote significant effort in recording the largest, so far, dataset of natural, full body, day-to-
day human interactions with common objects in different natural environments. We propose
following tasks/ challenges with BEHAVE dataset:

• Tracking human-object interactions. Track humans and objects using multi-view RGBD
data. This can further be extended to track with just multi-view RGB, no-depth, and
eventually just a single camera.

• Reconstruction from a single image. Joint 3D reconstruction of 3D humans and objects
from a single RGB image. Currently, there is no dataset that can be used for benchmarking
let alone to learn such a model.

• Pose and shape estimation. Benchmarking pose and shape estimation methods in chal-
lenging natural environments where the person is heavily occluded by the interacting
object.

• Motion synthesis. BEHAVE dataset covers a diverse range of natural human-object
interactions. This can be used to synthesise full-body human-object interaction motion.

Apart from these tasks, the research community is free to explore other applications of the
BEHAVE dataset.

7.3 B E H AV E : M E T H O D

We present BEHAVE, a method to jointly track humans, objects and their interactions (repre-
sented as surface contacts) based on multi-view RGBD input. We formulate our method as an
extended per-frame registration problem: we register the human (using SMPL) and the object
(using its pre-scanned object mesh), and predict contacts as correspondences between SMPL
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and object meshes. See Sec. 7.4 for the overview of our method.
Our formulation must obey three properties, (i) the SMPL model M(·) should fit the human in
the multi-view input, (ii) the object mesh Wo should fit the input object and, (iii) SMPL model
and object should satisfy contacts.
To facilitate joint reasoning of the human, object and contacts directly in 3D, we lift the human
Sh, and object S o point clouds to 3D using multi-view depth and semantic segmentation. Our
joint formulation fits SMPL M(·) and the object Wo to multi-view RGB-D data at each time
step, using explicit contacts. This takes the following form

E(θ,β, Ro, to) = ESMPL(Sh, M(θ,β)) + Eobj(S o, Wo) + Econtact(1cWo, M(θ,β)). (7.1)

The SMPL model is parameterized by pose θ, and shape β. For notation brevity, we include the
global SMPL translation into the pose parameters. We assume the template object W be rigid
and only estimate the rotation Ro, and translation to, to fit the object mesh Wo = RoW + to, to
the object point cloud.
The indicator matrix, 1c, selects the vertices on the object mesh Wo, that are in contact with the
SMPL model. This ensures that contact locations on the object and the human mesh adequately
align in 3D.
The term ESMPL(Sh, M(θ,β)) is designed to accurately fit SMPL to the human point cloud
Sh. The term Eobj(S o, Wo) is designed to fit the object mesh to the object point cloud and
Econtact(1cWo, M(θ,β)) ensures that contacts between the human and object match (align). We
explain each term in detail next.

7.3.1 Fitting human model to the human point cloud

Fitting SMPL to the human point cloud Sh requires, (i) that distance between the SMPL
model and the human point cloud should be minimized and (ii) the correct SMPL parts fit the
corresponding body parts of the point cloud. The latter is important to avoid degenerate cases
such as 180◦ flipped fitting, where the left hand is erroneously matched to the right side of the
body or vice-versa (Bhatnagar et al., 2020a). With these considerations, we design our SMPL
fitting objective as:

ESMPL = d(Sh, M(θ,β)) + Ecorr + Ereg, (7.2)

where d(Sh, M(θ,β)) minimizes the point-to-mesh distance between the input human point
cloud Sh and the SMPL model. To avoid sub-optimal local minima during fitting (Bhatnagar
et al., 2020a,b), we train a neural network that predicts dense correspondences from the input to
the SMPL model. This ensures that correct SMPL parts explain corresponding input regions,
using the term Ecorr.
Specifically, we train an encoder network similar to Chibane et al. (2020a,b) that takes the
segmented and voxelized human Sh and object S o point cloud as inputs, and generates
a voxel aligned grid of features F = f enc

ϕ (Sh,S o). We then sample N 3D query points,
{p1, . . . , pN}, pi ∈ R3 and for each point pi = (x, y, z) obtain the corresponding point
feature Fi = F(x, y, z). We pass this point feature through a decoder network f udf

ϕ , to predict
the unsigned distance to object and human surfaces, uo

i , uh
i = f udf

ϕ (Fi), uo
i , uh

i ∈ R, respectively.
We use a second decoder network f corr

ϕ , to predict the correspondence of point pi to the SMPL
model, ci = f corr

ϕ (Fi), ci ∈ R3.
Ecorr enforces that the distance between the input point pi and the corresponding point ci after
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transforming it with the SMPL model is same as the distance predicted by the network uh
i .

Under a slight abuse of notation we use M(ci,θ,β) to transform ci with the SMPL function.

Ecorr =
N

∑
i=1

||pi − M(ci,θ,β)|2 − uh
i |. (7.3)

If the correspondences predicted by the network ci deviate from the SMPL surface, these cannot
be skinned using the SMPL model as its function is only defined on the body surface. To alleviate
this issue, we use the LoopReg (Bhatnagar et al., 2020b) formulation that allows us to pose and
shape off-the-surface correspondences as well.
The final term Ereg = EJ2D + Eθ + Eβ, adds regularisation for SMPL joints.
EJ2D = ∑K

k=1 |πk MJ(θ,β)− Jk
2D|2, where πk is the camera projection matrix of camera k,

MJ(·) are the 3D body joints and Jk
2D are the 2D joints detected in the kth Kinect image. Eθ

and Eβ are regularisation terms on SMPL pose and shape similar to Bogo et al. (2016).

7.3.2 Fitting the object mesh to the object point cloud

In order to fit the object mesh, we must ensure that distance from the input object point cloud to
the object mesh is minimized. Minimizing this one-sided distance is necessary but not sufficient.
Since severe occlusions are common in our interaction setting, large parts of object might be
missing from the object point cloud, making fitting difficult. To alleviate this issue we must also
ensure that all the vertices of the object mesh are correctly placed w.r.t. the input, even when the
point cloud is incomplete. To do so, we take the object mesh vertices vo

j ∈ Wo, j ∈ {1, . . . , L}
and obtain the corresponding point feature Fj, same as Sec. 7.3.1, where L is the number of
object mesh vertices. We then obtain the unsigned distances to the object and human surfaces
using the point feature uo

j , uh
j = f udf

ϕ (Fj). Since vo
j is a vertex on the object mesh, its distance

to the object surface uo
j must be zero for a correct fit. This allows us to accurately fit the object

vertices to the point data even when corresponding parts are missing from the object point cloud.

Eobj = d(S o, Wo) +
L

∑
j=1

|uo
j |, (7.4)

where, d(S o, Wo) minimizes the point-to-mesh distance between the object point cloud and the
object mesh, and the term ∑L

j=1 |uo
j | uses implicit unsigned distance prediction to reason about

missing object parts.

P R E D I C T I N G O B J E C T O R I E N TAT I O N . Although the terms in Eq. 7.4 minimize the bi-
directional distance between the object point cloud and the object mesh, they do not guarantee
that parts of the object point cloud are explained by the semantically corresponding parts on the
object mesh, e.g. in Fig. 7.5, the legs of the table are not aligned correctly. This issue can be
fixed if we obtain the global object orientation during fitting. We represent the orientation of the
object with the principal components obtained by running PCA on the object vertices.
We train a neural network f a

ϕ, that uses the point feature Fj (same as Sec. 7.3.1) corresponding
to each query point pj and predicts the global orientation of the object aj = f a

ϕ(Fj), aj ∈ R9.
We find that orientation prediction is unreliable if the query point is far from the object surface,
hence we filter out points whose unsigned distance from the object surface uo

j , is greater than a
threshold ϵ = 2cm. The global orientation of the object is obtained by averaging the orientation
predictions from the filtered points, ao = 1

M ∑M
j=1 aj where M is the number of filtered points.
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(a) Input PC (b) Our w/o ori. (c) Ours

Figure 7.5: We show that our network predicted orientation is important for accurate object fitting.
Without our orientation prediction the fitting gets stuck in a local minima.

Next, we compute the relative rotation between the current object orientation ā and the predicted
object orientation ao, and use this to initialise the object rotation Ro = ao(āT ā)−1āT. We further
run SVD on Ro and only keep the rotation matrix.
Initialising Ro with the network predicted object orientation is crucial to avoid local minima
during object fitting, as can be seen in Fig. 7.5 and 7.3.

7.3.3 Refining human & object models using contacts

Our formulation above gives reasonably good human and object fits but does not ensure that
human and object meshes satisfy the contacts predicted by the network. This often leads to
floating objects and hovering hands see Fig. 7.6, as human and object models are not in contact.
In this section we explicitly optimize the human and object meshes to fit the contacts predicted
by the network. We model contacts as vertices in the registered object mesh vo

j ∈ Wo, that are

very close to the input human uh
j < ϵ and object uo

j < ϵ surface. Similarly to Sec. 7.3.2, we use

f udf
ϕ to obtain the unsigned distances uo

j , uh
j and f corr

ϕ to obtain the correspondences cj of these
points to the SMPL model, respectively. In order to filter query points close to human and object
surfaces we compute a binary indicator matrix 1c ∈ RN such that 1c

j = 1 iff uo
j < ϵ, uh

j < ϵ.

Econtact =
N

∑
j=1

1
c
j |vo

j − M(cj,θ,β)|2. (7.5)

Econtact allows us to jointly optimise the SMPL model and the object parameters Ro, to to satisfy
the contacts predicted by the network.

7.3.4 Network training

In this section we elaborate on training our networks.
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(a) Input PC (b) Ours w/o contacts (c) Ours

Figure 7.6: Without our network predicted contacts we observe artefacts like floating objects, leading to
unrealistic tracking.

F E AT U R E E N C O D I N G . We use a 3D CNN similar to IF-Net (Chibane et al., 2020a) to
obtain a voxel aligned multi-scale grid of features F = f enc

ϕ (Sh,S o).

U N S I G N E D D I S TA N C E P R E D I C T I O N . To train the network f udf
ϕ , we sample N query

points {p1, . . . , pN} in 3D. For each query point pj we obtain its point feature Fj (Sec. 7.3.1)
and use this to predict the unsigned distance (Chibane et al., 2020b) to human and object surface
uo

j , uh
j = f udf

ϕ (Fj).

We jointly train f enc
ϕ , f udf

ϕ with standard L2 loss. The GT for uo
j , uh

j is easily available as our
dataset contains GT SMPL and object fits allowing us to obtain GT distance of point pj from
the SMPL and object mesh.

S M P L C O R R E S P O N D E N C E P R E D I C T I O N . To train f corr
ϕ , we use the point feature Fj of

sampled query point pj to predict its correspondence to the SMPL model cj = f corr
ϕ (Fj).

We jointly train f enc
ϕ , f corr

ϕ using a standard L2 loss. Since we have the GT SMPL fit in our
dataset we simply find the closest SMPL surface point for the query point pj and use this as the
GT correspondence.

O B J E C T O R I E N TAT I O N P R E D I C T I O N . To train the network f a
ϕ, we use the point feature

Fj of a sampled query point pj to predict the global object orientation aj = f a
ϕ(Fj).

We jointly train f enc
ϕ , f a

ϕ with standard L2 loss. We find that points far away from the object
surface are unreliable in predicting the object orientation. Hence we only apply this loss to
points that are close to the object, i.e. the GT uo

j < ϵ. Since we have the GT object fit, we obtain
the GT orientation by running PCA on the object mesh vertices and use the 3 principal axes in
R9.
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Figure 7.7: The BEHAVE network takes voxelized human and object point cloud as input and generates
an input aligned 3D feature grid, F. We then sample 3D query points and for each input point p, we use
the point feature F(p) to predict unsigned distance to human and object surfaces, uh, uo, correspondences
to the SMPL model c and object orientation a. We use these predictions to fit SMPL and object meshes
to the input, explicitly taking the contacts between them into account.

(a) Input PC (b) PHOSA (c) Ours (d) PHOSA - side (e) Ours - side

Figure 7.8: We compare our method to track human, object and contacts with PHOSA Zhang et al.,
2020a. It can clearly be seen that our method can reason about the human-objects contacts and produces
more accurate results.

7.3.5 Implementation details

The input to our method is multi-view segmented point cloud of the human and the object. We
voxelize it and feed it to our feature encoder f enc

ϕ to obtain a grid aligned set of features. The
network f enc

ϕ comprises of 4 × {2 × Conv3D + ReLU + BN} layers. We use a stride of 2 in
our convolutional layers.
We then train three separate decoders f udf

ϕ , f corr
ϕ and f a

ϕ to predict (i) unsigned distances to the
human uh, and the object uo, surfaces; (ii) correspondences to the SMPL model c and (iii) object
orientation a, respectively. We use the same architecture for all our decoders, 3 × {Conv1D +

ReLU}, followed by a regression layer, Conv1D. Our network structure can be seen in Fig. 7.7.



66 B E H AV E

(a) Ref. image (b) Input PC (c) Fit to PC (d) Ours (e) GT

Figure 7.9: We show that registering SMPL and object meshes directly to input point cloud results in
inaccurate fitting. Our neural predictions corresponding to human and object unsigned distance fields,
SMPL correspondence field and object orientation field are key to good fitting.

Method SMPL v2v (cm) Obj. v2v (cm)

IP-Net (Bhatnagar et al., 2020a) 6.61 NA

LoopReg (Bhatnagar et al., 2020b) 9.12 NA

Fit to input 16.15 26.09

PHOSA (Zhang et al., 2020a) 13.73 34.73

Ours 4.99 21.20

Table 7.2: We compare our method to obtain SMPL and object fits with IP-Net, LoopReg and PHOSA.
We also show that directly fitting SMPL and object meshes to the input leads to sub-optimal performance.
Our method not only obtains better fits, but unlike LoopReg and IP-Net, we can also fit the object.

7.4 DATA S E T A N D E X P E R I M E N T S

In this section we compare our approach with existing methods. Our experiments show that
we clearly outperform existing baselines. Next, we ablate our design choices and highlight the
importance of contact and object orientation prediction in capturing human-object interactions.

7.4.1 Comparing with PHOSA

We find PHOSA (Zhang et al., 2020a), a method to reconstruct humans and objects from a
single image, quite relevant to our work. Although PHOSA uses only a single image whereas
we use multi-view images, thus giving our method an advantage, it is still the closest competing
method. We run Procrustes alignment on PHOSA results to remove depth ambiguity.
It should be noted that PHOSA depends on pre-defined fixed contact regions whereas our
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Method SMPL v2v (cm) Obj. v2v (cm)

A) Ours w/o ori. 4.98 24.02

B) Ours w/o cont. 4.96 21.28

C) Ours 4.99 21.20

Table 7.3: We analyse the importance of (A) object orientation prediction and (B) contact prediction for
our method. It can be seen that object orientation prediction noticeably improves object localisation error.
The effect of contact loss is not significant quantitatively but makes noticeable difference qualitatively
see Fig. 7.6.

approach can freely predict full-body contacts and PHOSA uses hand crafted heuristics to
model contacts whereas our approach learns contact modelling from data, making our method
more scalable. We compare our method with PHOSA in Fig. 7.8 and Table 7.2, and clearly
outperform it.

7.4.2 Why not fit human and object models directly to point clouds?

Since there are no existing methods that can jointly track humans, objects and the contacts from
a multi-view input, we create an obvious baseline where we fit the SMPL and object meshes
directly to the input point cloud. We show (Table 7.2 and Fig. 7.9) that direct fitting easily gets
stuck in local minima. This is because the point clouds are very noisy and large parts are missing
due to heavy occlusion between the person and the object during interactions. Our network, on
the other hand, can implicitly reason about missing parts, thus generating more accurate results.

7.4.3 Why can’t existing human registration approaches be extended to our setting?

There are no direct baselines that can jointly track humans, objects, and contacts from multi-
view input. There are works (Bhatnagar et al., 2020a,b) that pursue similar ideas of predicting
correspondences and fitting SMPL to the human point cloud. In this subsection we explore their
suitability in our setting.

C O M PA R I S O N T O I P N E T. IPNet (Bhatnagar et al., 2020a) takes as input a human point
cloud and predicts an implicit reconstruction of the human and sparse correspondences to the
SMPL model, which enables its fitting to the implicit reconstruction.
This approach has three major disadvantages. First, querying occupancies for a 1283 grid to
obtain implicit reconstruction is expensive. Second, it predicts occupancies which requires
water-tight surfaces. And third, running traditional Marching Cubes makes occupancy prediction
non-differentiable w.r.t. SMPL fitting.
Our formulation in Eqs. 7.2 and 7.3 alleviates these problem as we can fit SMPL by only
querying N = 30k points instead of 1283(∼ 2M) points. Since we use unsigned distance
prediction, our method can work with non-water tight surfaces. We can also fit SMPL directly to
unsigned distance predictions, thus removing the requirement for Marching Cubes. We compare
our approach with IP-Net (Bhatnagar et al., 2020a) (trained on our dataset) in Table 7.2 and
Fig. 7.10. We show that we obtain better performance than IP-Net at much lower cost (30k (ours)
vs. ∼ 2M (IP-Net) query points and no Marching Cubes). This shows that our formulation
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(a) Ref. image (b) Input PC (c) IPNet (d) Ours (e) GT

Figure 7.10: We compare our SMPL registration with IPNet (Bhatnagar et al., 2020a) and show superior
results. IPNet cannot register objects that our approach can.

(a) Ref. image (b) Input PC (c) LoopReg (d) Ours (e) GT

Figure 7.11: We compare our SMPL registration with LoopReg (Bhatnagar et al., 2020b) and show
superior results. LoopReg cannot register objects that our approach can.

is superior than IPNet even for human registration. We can additionally handle objects and
interactions. Qualitative comparisons are given in the supplementary material.

C O M PA R I S O N W I T H L O O P R E G . LoopReg (Bhatnagar et al., 2020b) fits SMPL to the
input point cloud by explicitly predicting correspondences. We find the idea interesting and use
their diffused SMPL formulation in our method. LoopReg is, however, not directly applicable in
our setting as it assumes a noise free and complete human point cloud. When the point cloud
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is incomplete due to occlusions, no correspondences are predicted for missing parts. Since
LoopReg can only use surface points for fitting, this makes registration inaccurate. BEHAVE
handles this case by using distances to the SMPL surface(Eq. 7.3) predicted for each of the
sampled query points to fit the body model, thus allowing the use of non-surface points for
fitting. This is important as the Kinect point cloud is noisy. We outperform LoopReg (Bhatnagar
et al., 2020b) (trained on our dataset) and show (Table 7.2 and Fig. 7.11) that our formulation is
robust to missing parts and noisy input.

7.4.4 Importance of contacts

In this experiment we show that our network predicted contacts are key for physically plausible
tracking. Even though quantitative difference is not significant (Table 7.3), it can be seen in
Fig. 7.6 that without contact information, the human and the object do not lock into the correct
location. Hence, we notice unnatural results like floating objects. Using our contact prediction
alleviates such issues.

7.5 L I M I TAT I O N S A N D F U T U R E W O R K S

Although we outperform existing baselines, the research in capturing human-object interactions
is still nascent. Our approach uses a set of predefined object templates, but a more flexible
method would build models ‘on the fly’. Current research on fusion methods is promising and
integrating it with our trackers is an interesting future direction.
Improving tracking performance is also important. Our object orientation prediction is reliable,
but predicting object orientation for symmetric objects is ambiguous, leading to erroneous fitting
sometimes. We also observe that since Kinect data is noisy, we cannot model fine grained hand
interactions, this results in interpenetrations between the hand and the object and sometimes
unrealistic grasps. More interesting limitation arises from the fact that we assume the objects to
be rigid which is not the case in reality. Objects like backpacks when grabbed from the straps are
not accurately registered as the deformations in this case are non-rigid. All these are challenging
scenarios with no straightforward solution and these directions warrant further research.
It would be also useful to build single camera trackers for wider applicability. Our BEHAVE
dataset can be a starting point in this quest.

7.6 C O N C L U S I O N S

We have presented BEHAVE, the first methodology to jointly track humans, objects and explicit
contacts in natural environments. By introducing neural networks to predict correspondences to
a 3D human body model along with unsigned distance fields defined over human and object
surfaces, we are able to accurately model human-object contacts. We further integrate such
neural predictions into a proposed joint registration method resulting in the robust 3D tracking
of human-object interactions.
Along with our proposed method we also provide BEHAVE, the largest dataset of RGBD
sequences and annotated humans, objects, and contacts to date. BEHAVE dataset is the first
benchmark for the part of the research community interested in modelling human-object interac-
tions. We propose real-world challenges like reconstructing humans and object from a single
RGB image, tracking human-object interactions from multiple and single-view RGB(D) input,
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pose estimation etc. Our dataset together with our code is released in order to stimulate future
research in this important emerging domain.



8
C O N C L U S I O N A N D F U T U R E W O R K

D igital models of humans are becoming increasingly popular due to real world applica-
tions such as gaming, telepresence, animated content creation and Metaverse to name
a few. These models must not only look real but should also interact naturally with

their surroundings. This goal requires modelling several characteristics of real humans such as
our body shape, pose, clothing and also interactions. To this end, this thesis proposes several
advancements in the form of Multi-Garment Network (MGN), Implicit Part Network (IPNet),
LoopReg and BEHAVE.
In chapter 4, we propose the first method to reconstruct 3D clothing and body shape as separate
meshes from a few RGB images. To train MGN we need data of people dressed in registered
3D garments. We propose a novel method to extract 3D garments from a 3D scan and register
them to a common set of templates. SMPL model opened up several frontiers in modelling 3D
humans but is limited to undressed body shape. Our garment registration allows extending the
SMPL model (SMPL+G) to be easily dressed with garments, thus modelling garments on top
of the SMPL model. We demonstrate this with our released digital wardrobe. Our SMPL+G
garments can be easily posed and shaped with the SMPL model. Our SMPL+G model allows
reconstructing garments on top of SMPL for the first time using just images. Our SMPL+G
formulation is currently being used in several other tasks like garment texture generation (Mir
et al., 2020), modelling pose dependent deformations (Patel et al., 2020), modelling garment
size dependent deformations (Tiwari et al., 2020) etc.

Although quite powerful, the mesh based SMPL+G model is limited by mesh resolution and
unable to capture high frequency garment details. Recently, implicit functions have become quite
useful to produce high quality surfaces. Unfortunately they typically produce static surfaces
that cannot be reposed or reshaped. This control is a requirement for a lot of downstream tasks
such as animation. Therefore we propose Implicit Part Network (IPNet), in chapter 5, that not
only leverages implicit functions for detailed 3D reconstruction but also registers them with the
SMPL model. This makes our implicit reconstructions both detailed and controllable for the
first time.

It is evident that, registering human meshes with the SMPL model has a lot of utilities,
making 3D registration a work horse of several graphics and vision applications. This is further
demonstrated in our work IPNet (chapter 5). In chapter 6, we further explore this decade old
task of 3D registration and highlight that existing methods on 3D registration are not end-to-end
differentiable with respect to the correspondence prediction. We propose a novel representation
of SMPL model by diffusing the mesh based SMPL function to entire R3. This allows us to create
a self-supervised registration loop and our experiments demonstrate that our semi-supervised
approach outperforms existing supervised methods using 100x less supervised data.

In chapter 7 we present BEHAVE, the first dataset and method to track human-object interac-
tions. BEHAVE dataset contains ∼15K multi-view RGBD frames of people interacting with
various daily use objects. We also provide segmentation masks, corresponding SMPL and object
fits in 3D as well as annotated contacts. We also release an extended BEHAVE dataset with
∼450K frames with pseudo-ground truth annotations. BEHAVE dataset can be used for tasks
like tracking human-object interaction, reconstructing 3D human and object from a single image,
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pose and shape estimation under heavy occlusion, interaction motion synthesis etc. We use the
BEHAVE dataset to learn the BEHAVE model, which is the first method that can track the
human, the object and the contacts between them using multi-view input. Our BEHAVE dataset
is publicly available and it has already been used for single image human-object interaction
reconstruction (Xie et al., 2022).

8.1 K E Y I N S I G H T S

In this subsection, we discuss some high level insights that have shown to be quite useful,
sometimes even beyond the scope in which they were proposed. This includes everything
ranging from practical tips, low level details to high level ideas. We have tried to pool together
insights from other works as well, that also support our claims.
Note: This section might contain subjective interpretation of some experimental results. We
point to the relevant experiment in all the cases and the reader is encouraged to check out the
detailed experiment in the main chapters.

8.1.1 MGN (Bhatnagar et al., 2019)

C H O I C E O F R E P R E S E N TAT I O N . How we choose to represent garments is key and heavily
application dependent. Mesh based representation, as used in MGN (Bhatnagar et al., 2019) is
really powerful as it allows us to register garments with diverse poses and shapes to a common
template. This template can be rigged, for instance with SMPL model, to allow animation and
control of all the registered garments. Mesh based representation is also suitable for texture and
geometry transfer as well as rendering. However, we found that predicting garments as meshes
does not preserve high frequency details. We partially address the problem by decomposing
the meshes into a ‘low frequency coarse shape’ and ‘high frequency displacements’ on top.
This approach has shown to work well for other works on modelling pose dependent garment
deformation (Patel et al., 2020) and reconstructing 3D clothes from images (Jiang et al., 2020).
Implicit function based representation has shown to preserve better details although they are
typically not controllable.

T E S T T I M E R E F I N E M E N T. Given an input image, MGN would predict 3D garments in
a forward pass. To improve the details during inference, we froze the network and optimized
the latent representation to minimise the loss between the input image and the projection of
our 3D prediction. This significantly improved the final results. This test time refinement (and
its variants) have proven to useful in other works such as estimating pose and shape ‘in the
wild’ (Kolotouros et al., 2019), reconstructing detailed 3D shape from images (Alldieck et al.,
2019a), registering point clouds and scans (Bhatnagar et al., 2020a,b).

R E C O N S T RU C T I O N F RO M S I N G L E I M AG E V S V I D E O . MGN is flexible in its input
and works with a single image or a sequence of images as input. Intuitively, more images should
allow us to reconstruct better details but in practice we found that network would smooth out the
details across images. The challenge was fusing details from different images (different poses
and deformations) together. This is an interesting future direction.
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8.1.2 IPNet (Bhatnagar et al., 2020a)

M A P P I N G B E T W E E N I M P L I C I T A N D PA R A M E T R I C R E P R E S E N TAT I O N . As dis-
cussed above, the choice of representation for 3D shapes is critical and application dependent.
Two of the most popular representations are mesh based and implicit, with each having well
studied advantages/ disadvantages. Techniques described in chapter 5 can be seen as a way of
learning a continuous mapping between implicit and mesh based representations. This can be
very powerful when different use cases prefer different representations eg. implicit representa-
tions are more suitable for details but meshes are easier to render. Our formulation can allow a
user to freely switch between representations depending on the use case while still maintaining
a mapping between the two.

U S I N G I M P L I C I T F U N C T I O N S T O L E A R N C O N T I N U O U S F I E L D S . Prior work has
shown that implicit functions can represent 3D shapes using using occupancies/SDFs/UDFs
etc. But implicit functions can be used to model continuous fields in general. IPNet uses
implicit functions to learn a part correspondence field. This formulation is also used for model
based fitting (Bhatnagar et al., 2020b). Similar ideas have been used to also model contact
fields (Bhatnagar et al., 2022; Karunratanakul et al., 2020; Xie et al., 2022) and interaction
fields (Zhou et al., 2022a). Very recently, Tiwari et al. (2022) showed that implicit functions can
even be used to model the high dimensional manifold of 3D poses.

8.1.3 LoopReg (Bhatnagar et al., 2020b)

I M P O RTA N C E O F L O O P C L O S U R E . LoopReg formulates registration, the task to fit
a ‘model’ (eg. SMPL) to ‘data’ (input scans/ point clouds), as a mapping task. We learn a
differentiable map from data to model and back to data. This loop closure, enabled by our novel
differentiable map, allows us to train LoopReg primarily with self-supervision. Compared to
prior work, Groueix et al. (2018), LoopReg requires ∼ 100x less annotated data and can register
detailed dress shape, unlike Groueix et al. (2018).

I M P O RTA N C E O F C O R R E S P O N D E N C E P R E D I C T I O N F O R F I T T I N G S M P L . There
are two main schools of thought on how to fit SMPL to an input (image/video/point cloud/s-
can). First is to directly regress SMPL parameters (Bhatnagar et al., 2019; Kanazawa et al.,
2018; Kolotouros et al., 2019; Omran et al., 2018) and second is to predict intermediate cor-
respondences from the input to the SMPL model and then optimize SMPL parameters to fit
the correspondences (Bhatnagar et al., 2020a,b, 2022; Xie et al., 2022). Our findings support
the latter for several reasons. Neural Networks, especially CNNs, are good at making localised
predictions. Therefore learning to predict input aligned correspondences is an easier task for
CNNs by design. Moreover, given decent correspondences, instance specific optimization fits
the SMPL model accurately. Learning correspondences and optimizing SMPL leverages best of
‘bottom-up prediction and top-down optimization’. Secondly, existing work can directly regress
SMPL pose and shape parameters when trained on large amounts of data (Kanazawa et al., 2018;
Kolotouros et al., 2019; Omran et al., 2018) but cannot regress non-rigid deformations (Bhatna-
gar et al., 2020a). Our approach of ‘correspondence prediction followed by SMPL optimization’,
captures non-rigid deformations well.
A very important point to keep in mind, when deciding between the two approaches is to
also consider the input. With 3D inputs like point clouds and scans, we already have a lot of
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information about the 3D shape and ‘correspondence + optimization’ works quite well. When
predicting from images, we will need additional prediction about the 3D shape. Our recent
work on modelling human-object interaction from a monocular RGB camera (Xie et al., 2022)
learns to predict 3D human shape as an unsigned distance field. And uses ‘correspondence +
optimization’ strategy to fit SMPL to the image.

D I F F U S I O N A S A LT E R N AT I V E T O U V M A P S . One of the key challenges in LoopReg
was to ensure that the network predicted correspondences to the SMPL model lie on the surface
of SMPL mesh. To ensure this, prior work would predict correspondences to the SMPL UV-map.
UV-maps are powerful representations of 2D manifolds living in a 3D space but require cutting
and flattening the mesh. This makes the surface distorted and discontinuous at the location of
the cuts.
To alleviate these problems we propose to diffuse the SMPL model to R3 instead. This diffused
representation is continuous, differentiable and well defined throughout R3, thus making it
highly amenable to neural network predictions. We think that the diffused model representation
can be a powerful alternative to UV maps.

8.1.4 BEHAVE (Bhatnagar et al., 2022)

H O W T O M O D E L C O N TAC T S ? Our work LoopReg (Bhatnagar et al., 2020b) proposed a
formulation to use a neural correspondence field to SMPL model for registering 3D human point
clouds/ scans. BEHAVE extends this idea further by learning a correspondence field between
the human and the object. This is easily implemented by learning two unsigned distance fields
for the human and the object as well as a correspondence filed to the SMPL model. The points
where the two distance fields are zero give us the contacts (Karunratanakul et al., 2020) and the
SMPL correspondence tells us exactly which point on the body is in contact with the object.
This formulation leverages existing distance fields (Chibane et al., 2020b; Park et al., 2019) and
correspondence field to SMPL (Bhatnagar et al., 2020a,b) that have shown to work well and
models a novel contact field. This formulation was extended by Xie et al. (2022) to reconstruct
human-object reconstruction from a single image and Zhou et al. (2022a) to model hand-object
interaction.

I M P L I C I T F U N C T I O N T O M O D E L O B J E C T O R I E N TAT I O N F I E L D . We discussed
earlier how implicit functions can be used to model general continuous fields. We explore this
idea further and learn a global object orientation field to obtain the 6D pose of an object. The
ability of neural networks to learn such a field further corroborates our intuition that neural
network based implicit representation can learn not just surfaces but general fields.

F I T T I N G S M P L T O I M P L I C I T N E U R A L F I E L D S . Our work Bhatnagar et al. (2020a)
presented one of the first ideas to fit parametric model to implicit neural field predictions. IPNet
would predict occupancy field that would reconstruct the 3D mesh using marching cubes. IPNet
also predicts correspondences to the SMPL model that allow fitting SMPL model. Although
powerful, this formulation has some limitations. First, marching cube requires predicting oc-
cupancy at dense grid points (∼ 16M for 2563 grid). This is very expensive and slow. Second
marching cubes is typically non-differentiable, therefore network predictions do not receive any
gradient from SMPL fitting.
We significantly improve on SMPL fitting to neural field predictions in BEHAVE by directly
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fitting the SMPL model to neural fields without reconstructing the surface through marching
cubes. Our formulation requires much less query points (∼ 30k vs ∼ 16M) making it much
faster and also differentiable. This way of fitting SMPL to implicit fields can be more widely
used in registration tasks.

8.2 F U T U R E W O R K

In this section, we discuss some important research ideas and directions that this thesis opens
up. We discuss future extensions specific to each chapter at the end of the chapter and present
the broader research directions here.

L E A R N I N G F RO M 2 D DATA . As mentioned earlier, the key focus of this thesis is data
drive modelling of 3D humans. One of the key challenges here, is the lack of available 3D data.
Such data is hard to collect as 3D and 4D scanners, marker based recording studios are very
expensive and hard to set up. This was one of the motivations behind BEHAVE capture setup
that greatly simplified 4D recording using just Kinects. Nonetheless, the 3D and 4D data is hard
to get. On the other hand, there is lot of 2D data available in the form of annotated datasets and
more importantly in the form of unlabeled images and videos on the internet. A very promising
research direction is to explore using the 2D data to learn in 3D. For instance, we have hundreds
of videos of people using a hammer on the internet, “can we use these videos to learn how to
interact with a hammer in 3D?”

C A P T U R I N G H U M A N - O B J E C T I N T E R AC T I O N S . Over the last few years we have seen
a lot of progress in modelling the appearance of digital humans but modelling the human
actions/behaviour is only recently picking up. One of the main roadblocks is the availability of
large scale annotated data of human-scene interaction. Capturing such data is hard as current
4D scanners and marker based capture studios cannot scale to record variety of interactions at
different locations. For instance, we cannot relocate our 4D scanner from lab to kitchen, just
to record cooking, cleaning, operating different appliances etc. as these scanners are huge and
difficult to set up. Moreover, we cannot record long term motion like ‘person walking from a
room to kitchen to get water’, as the recording volume is limited.
We provide an alternative using Kinects in BEHAVE (Bhatnagar et al., 2022), which is easier to
scale, but we found several limitations. The recording area is for Kinects is quite small and does
not allow long range capture. Kinect point clouds are noisy so it is difficult to capture detailed
appearance and fine-grained contacts with hands.
This is a challenging task that will require several advancements at hardware and software
level so that we can reliably capture 3D data, using a consumer grade setup. This is essential if
concepts like Metaverse are to become a reality, where it is essential to capture a person and
their actions and faithfully reproduce them in mixed reality.

AU T O N O M O U S D I G I TA L H U M A N S . Modelling the appearance of digital humans is an
active area of research and more recently we have been looking into not just how humans look
but also interact with their surroundings. This is a step in the right direction but human beings
can do much more than interact with their environment ‘in the moment’. We can plan long term
activities, explore and understand various elements of environments. This ability for long term
understanding needs to be modelled in future models of digital humans.
There is active research in the area of embodied AI (Manolis Savva* et al., 2019; Ramakrishnan
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et al., 2021; Srivastava et al., 2022; Szot et al., 2021) and we are seeing great progress in robotic
agents exploring virtual environment. A great future direction is to combine the research in
modelling humans and embodied AI to build the futuristic autonomous digital humans.

8.3 S O C I A L I M PAC T

A lot of research presented in this thesis is directly linked to real world applications. For instance,
in Chapter 4 we show that given just a few images of a person we can reconstruct the body shape
and clothing of a person in 3D, which is then used for virtual try-on. In Chapter 5, we show that
we can animate and edit a 3D human from just an input point cloud. This has applications in
creating digital content. In Chapter 7 we release the first method and dataset to model dynamic
human-object interactions in real world settings. This has applications in robotics, animation,
gaming etc. We have released our code and datasets curated by us, along with all our published
research. We hope that this will allow the community to reliably use and build on our work.

P R I VAC Y C O N C E R N S . This thesis addresses the privacy sensitive area of modelling 3D
humans, including details of how they look and behave. In this section we discuss potential
concerns arising from our work, both from the methodology as well as data perspective. Our
work in Chapter 4, can reconstruct the 3D clothing of a person but does not provide detailed
identity markers like precise body shape and facial details. Thus posing only a small privacy
risk. Our work in Chapters 5 and 6 is able to reconstruct detailed 3D appearance including facial
details from a point cloud. Given that some of the mobile phones now provide depth sensors, it
might be possible to obtain 3D models of people relatively easily. The privacy concern is similar
to having your picture taken without consent, but instead of 2D image, 3D model of a person
is at risk. In Chapter 7, we propose an approach to track a 3D human and it’s interaction with
objects. At the moment the method does not capture unique identity markers like face, but in
future it might be able to track a person’s actions along with detailed appearance. We should
be building such systems with care as they can capture two of the most defining characteristics
of a person, namely the appearance and behaviour. These models can be used in conjunction
with ‘Deep Fake’ models to put the privacy of people at risk and spread misinformation. This
calls for more research into privacy preserving 3D vision to ensure that advancements in 3D
modelling are not misused.
This thesis presents several advancements in data driven 3D human modelling. This requires
collecting data in the form of images, videos and 3D scans of people. Throughout the process,
we ensure that the subjects are aware of how their data will be captured and used. We obtain
written consent from all our subjects. Subjects can further choose to anonymise their identity
(face) both in images and scans. Our data is free to use for research purposes but we do not
allow commercial usage to ensure that people’s data is not monetised without consent.
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