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Abstract: We are interested in the problem of solving a system (Sj =tj: 1 5 i 5 n, Pi # qj: 1 5 j 5 m) of 
equations and disequations, also known as disunification. Solutions to disunification problems are 
substitutions for the variables of the problem that make the two terms of each equation equal, but leave 
those of the disequations different. We investigate this in both algebraic and logical contexts where 
equality is defined by an equational theory and more generally by a definite clause equality theory E. We 
show how E-disunification can be reduced to E-unification, that is solving equations only, and give a 
disunification algorithm for theories given a unification algorithm. In fact this result shows that for 
theorics where the solutions of all unification problems can be represented by finitely many 
suhstitutions, the solutions of all disunification problems can also be represented finitely. We apply 
disunification to handle negation in logic programming with equality in a similar style to Colmeraucr's 
logic programming with rational trees. and to represent many solutions to AC-unification prohlems hy a 
kw solutions to AC I-disunification problems. 

Keywords: Equationaltheory, definite clause, logic programming, E-unification, E-disunification, solving 
equations and discquations, inequations. 

1. Introduction 

The problem of solving equations in a given equational theory, also known as E
unification (Plotkin 1972, Siekmann 1978, 1989, Huet & Oppen 1980, Fages & Huet 
1983, 1986, Biirckert et a1. 1989) has many applications in artificial intelligence and 
computer science (see Siekmann 1989 for an overview). Closely related is the problem of 
solving disequations (negated equations), that is, finding solutions for problems of the 
foml (p ;1t q ), or more generally solving a combination of equations and disequations 

(Si = ti: J ~i~n,Pj;1tq{ J ~j~m). 

Solutions to these problems are substitutions of the variables in the temlS Si. ti. Pj. qj' 
such that the instantiated terms of the equations become equal, while the instantiated terms 
of the disequations remain different - both with respect to a given equational theory. In 
the special case of the empty (equational) theory equality and difference are defined purely 
syntactically (Robinson 1969, Colmerauer 1984). 

Originally A. Colmerauer (1984) discussed the problem of solving equations and 
disequations in the framework of logic programming, and gave an algorithm to solve 
these disunification problems. H. Comon (1986) investigated the problem for certain 
applications in algebraic specification. In fact he proposed it as a tool for proving 
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1. Introduction

The problem of solving equations in a given equational theory, also known as E-
unification (Plotkin 1972, Siekmann 1978, 1989, Huet & Oppen 1980, Fages & Huet
1983, 1986, Biirckert et  al. 1989) has many applications in artificial intelligence and
computer science (see Siekmann 1989 for an overview). Closely related is  the problem of
solving disequations (negated equations), that is. finding solutions for problems of the
form (p ¢q  ), or  more generally solving a combination of equations and disequations

(x,-= ti: ] Sigmpj rfiqj :  I SjSm) .
Solut ions to these problems are substitutions of  the variables in the temis Si, ti, pj, q},
such that the instantiated terms of the equations become equal, while the instantiated terms
of the disequations remain different - both with respect to a given equational theory. In
the special case of the empty (equational) theory equality and difference are defined purely
syntactically (Robinson 1969, Colmerauer 1984).

Originally A. Colmerauer (1984) discussed the problem of solving equations and
disequations in the framework of logic programming, and gave an algorithm to solve
these disunifieation problems. H. Comon (1986)  investigated the problem for certain
applications in algebraic specification. In fact he proposed it as a tool for proving
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sufficient completeness of an algebraic specification defined by a set of rewrite rules. C. 
Kirchner & P. Lescanne (1987) and J.-L. Lassez, M.J. Maher and K. Marriot (1987) 
again took up the problem in a more general framework of a family of alternative systems 
of equations and disequations, where certain variables play the role of parameters, that is, 
solutions must satisfy at least one of the alternative systems for all instantiations of the 
parameter variables. All these papers, however, deal with uninterpreted signatures, that 
is, tlll:y investigate solving equations and disequations with respect to syntactical equality 
of terms. 

We want to generalize disunification for arbitrary equational theories, and more 
generally for definite clause equality theories. This is necessary to represent awfully 
many possible solutions to a general unification problem by a far smaller number of 
solutions to a suitable corresponding disunification problem. Two examples will 
demonstrate how this may work. 

Our first example is in the theory of logic programming. Here under current 
investigation is the augmentation of standard logic programming languages with equality, 
and with negation. This can be done by replacing standard unification with E-unification 
(Goguen & Meseguer 1984, Biirckert 1986, Gallier & Raatz 1986, Jaffar & Stuckey 
1986), and by the concept of completed logic programs allowing a restricted form of 
negation, negation as failure (Clark 1978). For a combination of both augmentations the 
equality theory has to be completed as well. This is based on the concept of equality 
completion or unification complete equality theories (laffar et aI. 1984). Further 
extensions, however, are required to the theory of equality, unification and the like to 
advance this treatment further. For instance, solutions to negative questions may really 
require negated equations in their expression: A full solution to the question "which x are 
not member of the list (1, 2)?" is the negative answer "x :F 1 A X :F 2", instead of the 
common approach of generating all infinitely many possible positive answers - with 
respect to some fixed domain of discourse (here for example the infinitely many positive 
integers "x =3 or x =4 or ... ", when the membership relation is defined for lists of 
positive integers only). Thus we can represent awfully many answer substitutions by a 
few, however, more general solutions - in our approach substitutions together with 
simplified disequations (negated substitutions) as constraints (cf. A. Colmerauer's 
"simplified systems"). 

The second example concerns part of unification theory itself, the task of designing 
efficient unification algorithms. There are many implementations of unification 
algorithms for a theory of associative and commutative function symbols 
(AC-unification), the very recent are highly efficient. But already small AC-unification 
problems may have thousands of AC-unifiers. For instance, the AC-unification problem 

(x-y·z = v'V,v'V)AC 

has 32 000 most general AC-unifiers ("." is a binary, associative, and commutative 
function symbol written infix, parentheses are dropped), and a similar one 

(x·y·z·v = W'W'W)AC 

has more than a million most general solutions (Biirckert et al. 19892). The generation of 
all these AC-unifiers can be avoided by representing them as solutions to certain 
AC1-disunification problems (associative, commutative functions with a unit). For 
example, the AC1-disunification problem 
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sufficient completeness of an algebraic specification defined by a set of rewrite rules. C.
Kirchner & P .  Lescanne (1987)  and J . -L.  Lassez, M.]. Maher and K.  Marriot (1987)
again took up the problem in a more general framework of a family of alternative systems
of equations and disequations, where certain variables play the role of parameters, that is,
solutions must satisfy at least one of the alternative systems for all instantiations of the
parameter variables. All these papers, however, deal with uninterpreted signatures, that
is, they investigate solving equations and disequations with respect to syntactical equality
of  terms.

We want to generalize disunification for arbitrary equational theories, and more
generally for definite clause equality theories. This is necessary to represent awfully
many possible solutions to a general unification problem by a far smaller number of
solutions to a suitable corresponding disunification problem. Two examples will
demonstrate how this may work.

Our first example is in the theory of logic programming. Here under current
investigation is  the augmentation of standard logic programming languages with equality,
and with negation. This can be done by replacing standard unification with E—unification
(Goguen & Meseguer 1984,  Biirckert 1986 ,  Gallier & Raatz 1986,  Jaffar & Stuckey
1986), and by the concept of completed logic programs allowing a restricted form of
negation, negation as failure (Clark 1978). For a combination of both augmentations the
equality theory has to be completed as well. This is based on the concept of equality
completion or unification complete equality theories (Jaffar et al. 1984). Further
extensions, however, are required to the theory of equality, unification and the like to
advance this treatment further. For instance, solutions to negative questions may really
require negated equations in their expression: A full solution to the question “which x are
not member of the list  (1 , 2 )?”  i s  the negative answer “x # 1 A x #2” ,  instead of the
common approach of generating all infinitely many possible positive answers -— with
respect to some fixed domain of discourse (here for example the infinitely many positive
integers “x = 3 or x = 4 or . . .” ,  when the membership relation is defined for lists of
positive integers only). Thus we can represent awfully many answer substitutions by a
few, however, more general solutions —- in our approach substitutions together with
simplified disequations (negated substitutions) as constraints (cf. A. Colmerauer's
“simplified systems”).

The second example concerns part of unification theory itself, the task of designing
efficient unification algorithms. There are many implementations of unification
algorithms for a theory of associative and commutative function symbols
(AC—unification), the very recent are highly efficient. But already small AC-unification
problems may have thousands of AC-unifiers. For instance, the AC-unification problem

( x-y-z = v-v-v-v )AC
has 32 000 most general AC—unifiers (”-” i s  a binary, associative, and commutative
function symbol written infix, parentheses are dropped), and a similar one

(x-y-z-v = w-w-w )AC
has more than a million most general solutions (Bürckert et al. 19892). The generation of
all these AC-unifiers can be avoided by representing them as solutions to certain
ACI—disunification problems (associative, commutative functions with a unit).  For
example, the ACI-disunification problem
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(x·y·z = y.y.y.y , X # 1, Y # 1, z # 1, y # 1 )AC1 

has exactly the same substitutions as solutions as the fIrst of the above AC-unifIcation 
problems; for example, the substitution 

{x ~ w, y ~ w, z ~ y.y] 

is such a common solution, since it solves the equation with respect to both theories AC 
and AC1 and it substitutes none of the variables by the unit 1. This correspondence 
occurs because the AC-solutions of an equation are exactly those instances of the AC1
solutions of the same equation that do not instantiate any of the unknowns by the unit 
(Livesey & Siekmann 1975). However, the equation in our example problems have only 
one most general AC1-unifier (notice, that this is the case for all problems containing only 
variables). The idea is again to represent the many solutions of these AC-unification 
problems or the equivalent AC1-disunifIcation problems by the few (possibly one) 
AC1-unifIers, adding the disequations as constraints to them (section 5.3). 

Recently some further results dealing with solving disequations over equational 
theories came up (Comon & Lescanne 1987, Comon 1988). They investigate 
parameterized unification problems consisting of disjunctions of systems of equations and 
disequations, where some of the variables are not treated as unknowns but as parameters. 
H. Comon and P. Lescanne give a set of rules defIning a disunifIcation algorithm for the 
above kind of problems in the case of the syntactical theory and the theory AC of 
associativity and commutativity. H. Comon has a complete disunification procedure for 
any theory with an existing unification algorithm, and a disunification algorithm for 
certain special theories he calls "quasi-free". He also has a disunification algorithm for 
parameterless problems in theories that are finitary with respect to unification. In both 
papers solved forms are used that differ from ours depending on different applications. 

In the following sections we give a formal framework for solving equation and 
disequations in an arbitrary equational or defmite clause equality theory E. We introduce 
the necessary algebraic and model theoretic notations (section 2.1) in order to define 
E-disunification problems and their solutions, and we recapitulate the notations of 
unification theory in equational theories (section 2.2). We consider solving equations and 
disequations from an algebraic viewpoint, Le., solving them in a special fIxed algebra 
(section 3.1), generalize unification theory to more general equality theories (section 3.2), 
and then discuss disunification with respect to a more general closed world assumption, 
the equality completion approach (section 3.3). Since there is some trouble with the 
notion of solutions defined by substitutions in the case of disequations, we generalize the 
notion of solutions to solved forms (section 4.1), that are pairs of a substitution together 
with a family of exceptions or constraints for this substitution. These exceptions and 
constraints are also defined in terms of ("negated") substitutions, and can be interpreted as 
simplified forms of disequations, similar to the interpretation of substitutions as simplified 
forms of equations. We consider the problems of inconsistent generalized "solutions", 
translation between the two forms of solutions, redundancy, and complete representation 
of generalized solutions. In section 4.2 we give a representation theorem that shows that 
we can get the solutions of a disunification problem as the instances of a set of 
substitutions with exceptions, the exceptions are built up as the solutions of related 
unification problems (and accordingly for constrained substitutions). In particular, we 
show that when the solutions of all E-unification problems can be represented by finite 
sets of substitutions we also have a finite representation for the solutions of all 
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(x-y-z = v-v -v -v ,x¢1 ,y¢ l ,  z¢I ,v  #1  )AC,
has exactly the same substitutions as solutions as the first of the above AC-unification
problems; for example, the substitution

{x<—w‚y<—w‚z<—v-v }

is such a common solution, since it solves the equation with respect to both theories AC
and AC I and it substitutes none of the variables by the unit 1 . This correspondence
occurs because the AC-solutions of an equation are exactly those instances of the AC1-
solutions of the same equation that do not instantiate any of the unknowns by the unit
(Livesey & Siekmann 1975). However, the equation in our example problems have only
one most general ACl—unifier (notice, that this is the case for all problems containing only
variables). The idea is  again to represent the many solutions of these AC-unification
problems or the equivalent ACI-disunification problems by the few (possibly one)
ACI-unifiers, adding the disequations as constraints to them (section 5.3).

Recently some further results dealing with solving disequations over equational
theories came up (Comon & Lescanne 1987, Comon 1988). They investigate
parameterized unification problems consisting of disjunctions of systems of equations and
disequations, where some of the variables are not treated as unknowns but as parameters.
H. Comon and P. Lescanne give a set of rules defining a disunification algorithm for the
above kind of problems in the case of the syntactical theory and the theory AC of
associativity and commutativity. H. Comon has a complete disunification procedure for
any theory with an existing unification algorithm, and a disunification algorithm for
certain special theories he calls “quasi-free”. He also has a disunification algorithm for
parameterless problems in theories that are finitary with respect to unification. In both
papers solved forms are used that differ from ours depending on different applications.

In the following sections we give a formal framework for solving equation and
disequations in an arbitrary equational or definite clause equality theory E. We introduce
the necessary algebraic and model theoretic notations (section 2.1) in order to define
E-disunification problems and their solutions, and we recapitulate the notations of
unification theory in equational theories (section 2.2). We consider solving equations and
disequations from an algebraic viewpoint, i.e., solving them in a special fixed algebra
(section 3.1), generalize unification theory to more general equality theories (section 3.2),
and then discuss disunification with respect to a more general closed world assumption,
the equality completion approach (section 3.3). Since there is  some trouble with the
notion of solutions defined by substitutions in the case of disequations, we generalize the
notion of solutions to solved forms (section 4.1), that are pairs of a substitution together
with a family of exceptions or constraints for this substitution. These exceptions and
constraints are also defined in terms of (“negated”) substitutions, and can be interpreted as
simplified forms of disequations, similar to the interpretation of substitutions as simplified
forms of equations. We consider the problems of inconsistent generalized “solutions”,
translation between the two forms of solutions, redundancy, and complete representation
of generalized solutions. In section 4.2 we give a representation theorem that shows that
we can get the solutions of a disunification problem as the instances of a set of
substitutions with exceptions, the exceptions are built up as the solutions of related
unification problems (and accordingly for constrained substitutions). In particular, we
show that when the solutions of all E-unification problems can be represented by finite
sets  of substitutions we also have a finite representation for the solutions of all
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E-disunification problems by our more general solved forms. This leads to an algorithm 
for solving E-disunification problems by computing the solutions for corresponding E
unification problems provided there is a terminating E-unitication algorithm. We discuss 
propagation and merging of our generalized solved forms (section 4.3) and the non-trivial 
problem of restricting generalized solutions to subsets of the variables (section 4.4). 
Finally in section 5 we sketch several applications for disunification. 

2. Preliminaries 

We assume the reader to be familiar with the notions of first order logic, equationallogic, 
and universal algebra as needed for unification theory and logic programming; we are 
consistent with the notations of the common literature (Shoenfield 1967, Bums & 
Sankappanavar 1979, Gratzer 1979, Taylor 1979, Huet & Oppen 1980, Goguen & 
Meseguer 1984, Lloyd 1984, Fages & Huet 1986, Gallier 1986, Kirchner 1989, 
Siekmann 1989). We just recall the most important notations. 

2.1 Algebras, Structures, Theories 

A signature I is the (disjoint) union of a set ~ of function symbols and a set P of 
predicate symbols, where a nonnegative integer (the arity) is assigned to each symbol in 
1:. Function symbols with arity 0 are also called constants. We require the signatures to 
contain at least one constant and a distinguished binary predicate symbol = written infix, 
the equality symbol. 

AI-algebra J'l consists of a carrier A together with operations f.9l.: An 4 A for 
every n-ary function symbol f € I - the constants just correspond to distinguished 
elements in A. A I-homomorphism is a mapping qJ from a :E-algebra .9l to a l:-algebra 
'13, such that qf.9I.(aj1...,a,J ={B(tpaj1...,cpa,J. A I-congruence is an equivalence relation 
"'" on the carrier A of a I.-algebra J'l, such thatf.9l.(aJ>".,a,J "'" f.9l.(bJ> ... ,bn), whenever 
aj "'" bi (1 ~ i 5 n). The quotient jlIJ"'" of a l:-algebra .9l by such a I.-congruence"'" is the 
I.-algebra, whose carrier is the set of all congruence classes a/"" of elements a € A, and 
whose operations are defined by pit::(aJ/ :=, .. .,arl",,) := (f.9I.(aj1 ...,a,J)/"". 

A E-structure (with equality) is a I.-algebra, where in addition a relation p.9I. !::= An is 
assigned to every n-ary predicate symbol p € I (=J'I is the equality relation in A, i.e., the 
set {(a, a): a€ A)); we write pJ'l(aj1 ...,an), when (a/, ... ,an) € p.9l.. Notice, that an 
algebra can also be viewed as a structure over the signature containing only the function 
symbols and the binary equality symbol, where the last one is assigned with the equality 
relation on the carrier. 

Given a possibly infinite set 'll of variable symbols the I-terms, I-atoms, 
I{ormulae over 'llare defined as usual (we use the connectors 1\, v, ~, ~ (or ~), <=>, 
and the quantifiers V,3). We assume the free variables of an open formula as universally 
quantified, if necessary we close an open formula F by the universal or existential 
quantifier: V.For ::i.F. We also use the notations Vx F and V-x F, where X is a set of 
variables, in order to universally quantify all free variables of F that are in X and that are 
not in X, respectively; and analogously for the existential quantifier. Sets of formulae are . 
considered as conjunctions of their elements. A definite clause is a formula of the form 
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E-disunification problems by our more general solved forms. This leads to an algorithm
for solving E—disunification problems by computing the solutions for corresponding E-
unification problems provided there is a terminating E-unification algorithm. We discuss
propagation and merging of our generalized solved forms (section 4.3) and the non-trivial
problem of restricting generalized solutions to subsets of the variables (section 4.4),.
Finally in section 5 we sketch several applications for disunification.

2 .  Preliminaries

We assume the reader to be familiar with the notions of first order logic, equational logic,
and universal algebra as needed for unification theory and logic programming; we are
consistent with the notations of the common literature (Shoenfield 1967,  Burris &
Sankappanavar 1979, Grätzer 1979, Taylor 1979, Huet & Oppen 1980, Goguen &
Meseguer 1984, Lloyd 1984, Pages & Huet 1986, Gallier 1986, Kirchner 1989,
Siekmann 1989). We just recall the most important notations.

2.1 Algebras,  Structures ,  Theories

A signature 2 i s  the (disjoint) union of a set 9' of function symbols and a set Q’of
predicate symbols, where a nonnegative integer (the arity) is  assigned to each symbol in
E. Function symbols with arity 0 are also called constants. We require the signatures to
contain at least one constant and a distinguished binary predicate symbol = written infix,
the equality symbol.

A Z-algebra % consists of a carrier A together with operations f fl: A” _) A for
every n—ary function symbol f e  25—- the constants just correspond to distinguished
elements in A. A Z-homomorphism is a mapping p from a E-algebra fit to a E—algebra
93, such that Map. . .‚a„) =f'1‘(qpa„.„‚rpa„). A E-congruence is an equivalence relation
=== on the carrier A of a Z-algebra %, such that ffi(a„.„‚a„) =ffl(b„„.‚b„),  whenever
a;  = b,- ( 1 Si  s n). The quotient Ill/„ of a Z-algebra 2 by such a E—congruence == is the
Z-algebra, whose carrier is the set of all congruence classes a/‚.== of elements a e A, and
whose operations are defined by fW"(a1/,..,. . „a,/„) := Mal,. . saw/z.

A E—structure (with equality) is a E-algebra, where in addition a relation p” :A" is
assigned to every n-ary predicate symbol p e E (=”  i s  the equality relation in A, i.e., the
set {(a, a ) :  a .e A}}; we write pfl ' (a„ . „ ‚a„) ,  when (a„ . . . ,a„ )  e p“.  Notice, that an
algebra can also be viewed as a structure over the signature containing only the function
symbols and the binary equality symbol, where the last one is assigned with the equality
relation on the carrier.

Given a possibly infinite set ‘V of variable symbols the Z—terms, E—atoms,
E-formulae over ’V are defined as usual (we use the connectors A, v, -:, : (or =), @,
and the quantifiers V23). We assume the free variables of an open formula as universally
quantified, if necessary we close an open formula F by the universal or existential
quantifier: V.For 3.17 . We also use the notations VX F and V_ F, where X is a set of
variables, in order to universally quantify all free variables of F that are in X and that are
not in X, respectively; and analogously for the existential quantifier. Sets of formulae are '
considered as conjunctions of their elements. A definite clause is  a formula of the form
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H <= B1 1\. ..1\ En where H and the B j are atoms. In this paper a definite clause theory, 
also called logic program, is a set of definite clauses. In a definite clause equality theory, 
the only predicate symbol occurring is the equality symbol "=". 

The .E-term algebra over 'Vis denoted Tx{'l!) or for short rr, when 'Vis countably 
infinite and fixed. Its carrier is the set of :E-terms, and its operations f '1'map termS 
tb' ..,tn to the termf(tb...,t,J. If 'Vis the empty set, Tx{(J) is called the ground .E-term 
algebra, abbreviated by To. The set of :E-endomorphisms on the term algebra Tx{'l!) that 
move at most a finite set of variables is denoted by S11.'13x; its elements are called 
.E-substitutions; e is the identity on Tor empty substitution. We call a :E-atom s = t a 
I-equation and its negation s ;I: t a I-disequation. 

For any syntactical object 0 like atoms, terms, substitutions, etc. we write Var(0 ) 
for the set of variables occurring in this object. For any substitution a the finite set of 
variables DOMa := {x € 'V: ax ;I: x} is called the domain, the finite set of terms 
CODa:= {ox: x € DOMa} is the codomain, and VCODa:= Var(CODa) is the set of 
variables introduced by a. We represent a substitution a by the finite set of its 
substitution components {x ~ ox: x € DOMa}. Given two subsets V, W of 'V we 
denote the set of substitutions with domain V and introduced variables in W by 
S11.tJ3(V,W); they are homomorphisms from iJ(V) to iJ(W). If W is empty, we call the 
elements of S'lltJ3(V, ,,) ground substitutions. A renaming of a set of variables V to a set 
of variables W is a substitution p € S'lltJ3(V, W) that is an injective homomorphism of 
iJ(V) into iJ(W); hence it satisfies DOMp = V, CODp s;; W, and px = py iff x = y for all 
variables x,y € DOMp; its converse is the renaming pc € S'll'13(CODp, V). The 
restriction a/v of a substitution a to a set of variables V is defined by a/vx = ox for all 
x € V and a/vx =x, otherwise. 

For every substitution a there is a corresponding open formula [a} denoting the 
conjunction /\xEDomuX = ox; we also extend this to sets 8 of substitutions, such that [8] 
denotes the disjunction V OE8 [Oj. Note, that by our convention on open formulae, the 
above formulae are universally quantified. For an idempotent substitution a-Le. a = aa 
or equivalently DOMan VCODa ="-the formulae 3x {aj and 3x [aIDOMC1-X} as well 
as \7'. aF and \7'.[aj~F are logically equivalent. 

An equational theory is defined by a set E of equations. It induces a congruence on 
the term algebra. the least congruence =E on tI'that contains the term pairs (C1S, m) for all 
s = t € E and all (T € 51113. An cquationul theory E together with the standard equality 
{uiom." -- reflexivity, symmetry, transitivity, function and predicUlc rcpluceubility for the 
symbols in 1: - is a definite clause theory, abbreviated by E+. A definite clause equality 
theory E also induces a least congruence =E on T corresponding to a model of the theory 
and the standard equality axioms (laffar et al. Maher 1984). We say that two terms s and 
tare E-equal, iff s =E t. We extend E-equality to substitutions by a =E 1', iff ox =E 'IX for 
all variables X€ 1l. We call two substitutions a and l' E-equal on a set of variables Vs;;'l!, 
denoted a =E l' [V}, when their restrictions to V are E-equal, Le., when QV =E 't'V for all 
v€ V. Notice, that an equational theory more exactly depends on two parameters, the 
signature I and the set of equations E, and that I must contain at least the function 
symbols occurring in E. Those function symbols of I that do not occur in E, are called 
free or uninterpreted. When E = (J, we have the theory of syntactic equality (or empty 
theory). Notice, that different sets of equations may induce the same congruence relation 
on terms. 
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H = B 1 A. . .A B'n where H and the 8,- are atoms. In this paper a definite clause theory,
also called logic program, is a set of definite clauses. In a definite clause equality theory,
the only predicate symbol occurring is  the equality symbol “=”.

The Z-term algebra over ‘V is denoted Tz{’l/) or for short ’1: when “Vis countably
infinite and fixed. Its carrier is the set of Z-terms, and its operations f ‘Tmap terms
t1‚...,t„ to the term f(t„...‚t„). If ‘V is the empty set, ‘2};(0) is called the ground E-term
algebra, abbreviated by ‘13. The set of Z—endomorphisms on the term algebra ‘Tzfld that
move at most a finite set of variables is denoted by 5113;; its elements are called
E-substitutions; 8 is the identity on ‘I or empty substitution. We call a Z—atom s = t a
Zrequation and its negation s # t a Edisequation.

For any syntactical object 0 like atoms, terms, substitutions, etc. we write Var( 0 )
for the set of variables occurring in this object. For any substitution 0' the finite set of
variables DOM  0' :=  {x e {V: dx #x} is called the domain, the finite set of terms
CODO' :=  (021:: x e DOM 07 is the codomain, and VCODO' := Var(COD 0') is the set of
variables introduced by 0'. We represent a substitution cr by the finite set of its
substitution components {x (— ox: x e DOMO'}. Given two subsets V, W of rV we
denote the set of substitutions with domain V and introduced variables in W by
S‘U‘B(V‚W); they are homomorphisms from ’1'(V) to ‘T( W). If W i s  empty, we call the
elements of .5‘Ufl V, @) ground substitutions. A renaming of a set of variables V to a set
of variables W i s  a substitution p e 511% V, W) that is  an injective homomorphism of
‘I? V) into Q? W); hence it satisfies DOMp = V, CODp ;:W, and px = py iff x = y for all
variables x,y e DOMp; its converse is the renaming pc 5 S‘Uß(CODp‚ V). The
restriction O/V of a substitution (Ito a set of variables V is defined by G/Vx = ox for all
x e V and o/Vx = x, otherwise.

For every substitution 0' there is a corresponding open formula [a] denoting the
conjunction AxeDomax = ox; we also extend this to sets 6 of substitutions, such that [@]
denotes the disjunction Veee [ 9] . Note, that by our convention on open formulae, the
above formulae are universally quantified. For an idempotent substitution 0 -  i.e. 0': 00'
or equivalently DOM 0' n VCODO' == 0 -- the formulae 3x [a] and 3X [ 0100d] as well
as V.0'F and VJG] =>}? are logically equivalent.

An equational theory i s  defined by a set E of equations. It induces a congruence on
the term algebra. the least congruence = E on ‘Tthat contains the term pairs ( as, or) for all
s z t E F and all (7 e 57113. An equational theory E together with the standard equality
aximns —— reflexivity, symmetry, transitivity. function and predicate replttceability for the
symbols in 2'} — is a definite clause theory, abbreviated by E + .  A definite clause equality
theory E also induces a least congruence =5 on ‘Tcorrespondin g to a model of the theory
and the standard equality axioms (Jaffar et a1. Maher 1984). We say that two terms s and
t are E-equal, iff s =E t. We extend E-equality to substitutions by 0' =}; 1', iff ox = E tx for
all variables xe 'V. We call two substitutions oand 1: E-equal on a set of variables” Vc’V,
denoted 0' = E r [V], when their restrictions to V are E-equal, i.e., when 0v = E 'tv for all
ve  V. Notice, that an equational theory more exactly depends on two parameters, the
signature 2 and the set of equations E, and that Z must contain at least the function
symbols occurring in E. Those function symbols of Z that do not occur in E,  are called
free or uninterpreted. When E = 0, we have the theory of syntactic equality (or empty
theory). Notice, that different sets of equations may induce the same congruence relation
on terms.
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2.2 Unification 

Given an equational or definite clause equality theory E and a system of equations rthe 
solutions of the E-unification problem ( r )E, also called the E-unifiers of r, are all 
substitutions a with DOMa =Var(I), such that as =E at for all s =t E r. The set of all 
E-unifiers of r is denoted by UE(T). For unification problems one is usually only 
interested in a subset of the set of all solutions that represents all E-unifiers. 
Representation is defined in terms of instantiation of substitutions on some set of 
variables W: 

8 is an E-instance on W of a (8 ~E a IWj) iff there is a A with & =EAox for all x E W. 

If two substitutions are E-instances of each other on the same set of variables W, they are 
called E-equivalent on W. 

The solution sets of unification problems are closed under E-instantiation on Var(I) 
or any superset V of Var( r): Every E-instance of an E-unifier is again an E-unifier. 
Hence we can define representative sets of E-unifiers or complete sets of E-unifiers 
cUE(r) by the property that the union of all E-instances of the elements of eUE(T) is 
exactly the set of all solutions UdI): (let V;;J Var(I) 

(i) every 8 E cUdI) is an E-unifier (correctness) 

(ii) for all 8 E UdI) exists a E cUdI) such that 8::?E a [Vj (completeness) 

If they exist, we are interested in minimal representative sets of E-unifiers (also called sets 
of most general E-unifiers), that are complete sets pUdI) with the additional property: 

(iii) for all a,rE pUd I) : a ~E r IWj implies a =r (minimality) 

Notice that for equality theories, minimal sets of E-unifiers are unique up to E-equivalence 
on V (Fages & Huet 1986). 

In order to keep proofs more readable we always require the following technical 
(separation) properties for complete sets of unifiers, whenever we deal with such 
complete solution sets. Every substitution a of a complete set of unifiers has variable 
disjoint domain and codomain, i.e., DOMan VCODa = @. Every two elements a,r of a 
complete solution set have variable disjoint codomains (VCODa n VCODr =~), and 
even more, when dealing with more than one complete set, we also require the elements 
of different complete sets to have pairwise variable disjoint codomains. These separation 
properties can always be obtained by renaming the codomains with fresh variables, 
respectively; each of these renamed substitutions is E-equivalent to the original 
substitution on V, and hence the sets of renamed substitutions are also complete sets of 
E-unifiers of the given problem (Biirckert et al. 1989). 

Let us call a theory Efinitary, if every E-unification problem has a finite, complete 
set of E-unifiers; we call it unitary, if for every E-unification problem there is a single 
E-unifier representing all solutions. Well known examples are the empty theory, which is 
unitary (Robinson 1967), and the theory of an associative and commutative function, 
which is finitary (Stickel 1975). Notice, that there also exist theories, where some 
systems of equations have only infinite complete sets of unifiers (e.g., the theory of an 
associative function, see Siekmann 1978) or even worse, for some systems no minimal 
sets of unifiers exist (e.g., a somewhat artificial theory in Fages & Huet 1986, or the 
theory of an associative and idempotent function, see Baader 1986 and Schmidt-SchauB 
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If two substitutions are E-instances of each other on the same set of variables W, they are
called E -equivalent on W.

The solution sets of unification problems are closed under E—instantiation on Var(D
or any superset V of Var(F): Every E—instance of an E-unifier is  again an E—unifier.
Hence we can define representative sets of E-unifiers or complete sets of E—um'ft’ers
cUE(F) by the property that the union of all E-instances of the elements of cUE(I‘) is
exactly the set of all solutions U‚;(17: (let V 2 Var(17)

(i) every 5 e CUE“) is an E-unifier (correctness)
(ii) for all 5 e Ub—(I') exists 0' e cU3(D such that 5 25 OW] (completeness)

If they exist, we are interested in minimal representative sets of E-unifiers (also called sets
of most general E—unifiers), that are complete sets ttUEU') with the additional property:

(iii) for all 0:1: 6 „U50? : 0'25 'z' [W] implies 0': t (minimality)
Notice that for equality theories, minimal sets of E—unifiers are unique up to E-equivalence
on V (Fages & Huet 1986).

In order to keep proofs more readable we always require the following technical
(separation) properties for complete sets of unifiers, whenever we deal with such
complete solution sets. Every substitution oof  a complete set of unifiers has variable
disjoint domain and codomain, i.e., DOM on  VCODO' = @. Every two elements 0,1: of a
complete solution set have variable disjoint codomains (VCODo'n VCODt' = 9), and
even more, when dealing with more than one complete set, we also require the elements
of different complete sets to have pairwise variable disjoint codomains. These separation
properties can always be obtained by renaming the codomains with fresh variables,
respectively; each of these renamed substitutions i s  E—equivalent to the original
substitution on V, and hence the sets of renamed substitutions are also complete sets of
E—unifiers of the given problem (Biirckert et al. 1989).

Let us call a theory E finitary, if every E-unification problem has a finite, complete
set of E—unifiers; we call it unitary, if for every E-unification problem there is a single
E—unifier representing all solutions. Well known examples are the empty theory, which is
unitary (Robinson 1967), and the theory of an associative and commutative function,
which i s  finitary (Stickel 1975) .  Notice, that there also exist theories, where some
systems of equations have only infinite complete sets of unifiers (e.g., the theory of an
associative function, see Siekmann 1978) or even worse, for some systems no minimal
sets of unifiers exist (e.g., a somewhat artificial theory in Pages & Huet 1986, or the
theory of an associative and idempotent function, see Baader 1986 and Schmidt-SchauB
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1986). 

If we consider the definite clause theory E+ corresponding to an equational theory 
E, an E-unification problem is just a query to this logic program. The E-unifiers are the 
correct answer substitutions to this query (cf. Lloyd 1984). From the logical or model 
theoretical point of view a unification problem as well as a query to logic programs is 
corresponding to a formula, where all the variables are existentially quantified. The task 
to solve this problem is to prove this formula constructively that means to generate (all) 
witnesses for these existential variables that make the formula true (with respect to the 
theory). 

3. Model Theory 

In the following we use the common definitions of a structure or an algebra being a model 
for a formula or set of equations, respectively (cf. for example Shoenfield 1967 or 
Grlitzer 1979). Notice, that an algebra is a model of a set of equations E iff the 
corresponding structure with equality is a model of the definite clause theory E+. Models 
whose domains are the set of ground terms, are also called Herbrand models (cf. for 
example Lloyd 1984 or Gallier 1986). We abbreviate as usual the fact that a structure .9l. 
is a model of a formula F by .9l. J= F, and the fact that all models of a formula F are also 
models of another formula G by F J= G - read G is a consequence of For F logically 
implies G. Notice that a (first order, defmite clause, equational) theory is usually defined 
as a set of formulae (clauses, equations) that are closed with respect to this consequence 
relation rather than as we did by a (not unique) set of axioms. However, the (unique) set 
of all consequences of these axioms is a theory in the common notion. For example the 
above E-equality congruence on the term algebra is the set of all consequences of the 
inducing set E of equations (this is essentially the completeness theorem for equational 
logic of Birkhoff 1935). 

3.1 Solutions in a (Free) Algebra 

In contrast to the logical task of solving equations and disequations with respect to all 
models of the given theory mentioned above, in mathematics a system of equations Si =tj 

and disequations Pj ~ qj has to be solved in a single given algebra .9l. (for instance, 
Diophantine equations have to be solved in the algebra of natural numbers or in the 
algebra of integers). We are searching for assignments of the variables X in the system 
with elements of .9l.- or equivalently, for homomorphisms from the term algebra 'l(Xj to 
the algebra .9l -, such that Sj and tj are mapped to the same element, while Pj and qj are 
mapped to different elements in YI. Model theoretically this is finding assignments of 
these variables that satisfy the corresponding existentially closed formula in the fixed 
model.9L Notice, that we can also replace tI(X) by the term algebra T over infinitely 
many variables containing X. 

Our definitions in section 2.2 correspond to this view, when we solve equations in 
the quotient TI=E of the term algebra modulo a given equational theory. This algebra is 
(modulo isomorphism) the E-free algebra !FE' that is the free algebra of the class of all 
models (the variety) of E (cf. Taylor 1979). It is well known that !FE is generic for E: 
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If we consider the definite clausc theory E + corresponding to an equational theory
E, an E-unification problem is  just a query to this logic program. The E-unifiers are the
correct answer substitutions to this query (cf. Lloyd 1984). From the logical or model
theoretical point of view a unification problem as well as a query to logic programs is
corresponding to a formula, where all the variables are existentially quantified. The task
to solve this problem i s  to prove this formula constructively that means to generate (all)
witnesses for these existential variables that make the formula true (with respect to the
theory).

3. Model Theory

In the following we use the common definitions of a structure or an algebra being a model
for a formula or set of equations, respectively (cf. for example Shoenfield 1967 or
Grätzer 1979). Notice, that an algebra is a model of a set of equations E iff the
corresponding structure with equality is a model of the definite clause theory E+.  Models
whose domains are the set of ground terms, are also called Herbrand models (cf. for
example Lloyd 1984 or Gallier 1986). We abbreviate as usual the fact that a structure ‚91
is a model of a formula F by fll != F,  and the fact that all models of a formula F are also
models of another formula G by F := G — read G is a consequence of F or F logically
implies G. Notice that a (first order, definite clause, equational) theory is  usually defined
as a set of formulae (clauses, equations) that are closed with respect to this consequence
relation rather than as we did by a (not unique) set of axioms. However, the (unique) set
of all consequences of these axioms is a theory in the common notion. For example the
above E-equality congruence on the term algebra is the set of all consequences of the
inducing set E of equations (this is essentially the completeness theorem for equational
logic of Birkhoff 1935).

3.1 Solutions in a (Free) Algebra

In contrast to the logical task of solving equations and disequations with respect to all
models of the given theory mentioned above, in mathematics a system of equations s,- = t,-
and disequations pj # qj has to be solved in a single given algebra 54 (for instance,
Diophantine equations have to be solved in the algebra of natural numbers or in the
algebra of integers). We are searching for assignments of the variables X in the system
with elements of ‚91—— or equivalently, for homomorphisms from the term algebra rRX) to
the algebra .?! —-—‚ such that s,- and t,- are mapped to the same element, while pj and qj are
mapped to different elements in 2. Model theoretically this is finding assignments of
these variables that satisfy the corresponding existentially closed formula in the fixed
model 54. Notice, that we can also replace ‘T(X) by the term algebra ’1'over infinitely
many variables containing X.

Our definitions in section 2.2 correspond to this view, when we solve equations in
the quotient ’17:); of the term algebra modulo a given equational theory. This algebra is
(modulo isomorphism) the E—free algebra TE, that is the free algebra of the class of all
models (the variety) of E (cf. Taylor 1979). It is well known that 9}; is generic for E:
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E F V.S =t if! ~E F V.S =t (Tarski 1946). 
For definite clause equality theories genericity of ~E is a consequence of the fact that least 
I Jcrbrand models are generic for definite clause theories (Lloyd 1984, Gallier 1986). For 
notational convenience, we shall represent these corresponding models identically. The 
distinctions between models and algebras are not significant in our treatment. 

It might be convenient - although not really necessary - to clearly distinguish 
between the variables X occurring in the unification problem and the variables o/used in 
the construction of the E-free algebra. This corresponds directly to our requirements for 
E-unifiers: For every assignment a: tT(X) -+ :FE solving a system of equations r with 
variables X = Var(n we can find a substitution 0' with DOMa =X, VCODa ~ ~ that is 
an E-unifier of the system, and corresponds to the assignment via at = I(EOX =(OX)!=E' 
Conversely, every E-unifier aof the system corresponds an assignment a:= 1(Ea. Here 
I(E is the canonical homomorphism of 'Tonto :FE' 

3. 1 Lemma: a) A substitution a solves an equation system r 
if! :FE F V.ar 
if! :FE F Vx (3_x fa) => n. 

b) A set cUdn is a complete set ofE-unifiersfor a system r 
if! ~EF Vx(r~3_xfcUdT)})· 

Proof: a) Let as =E m for all equations s = tin r. Now let a: 'T(W)-+ :FE be an 
assignment of W = VCODa = Var(aT). By the correspondence between such 
assignments and substitutions we have some 8 with I(EDx = (XX for all x € VCODa. 
Now O<5S =E 8m for all s =tin r, and by the universal mapping property I(EOr =ar for 
all r E '1(W), and hence aas = am for all s = tin r. The converse and the second 
equivalence are obvious. 

b) "=>" Because of part a) it is enough to prove that:FE F tfx (r => 3_x fcUE(T)}). Let 
a: tT(X) -+:FE be any assignment with as =at for each s =t E rin the E-free algebra. 
Then there is a substitution A with a = 1(EA and As =EAt for each s = t E r. By the 
completeness requirement there is some a € cUIf.n with A =E 'YO' [X} for some suitable 
substitution y. Hence a = 1(E'iU and we have constructed an assignment for -X namely 
1(Er. This proves our claim. 

"<:::::" We show that cUE(T) is complete. Let A be any E-unifier of r. Then 1(EA is an 
assignment satisfying 1(EAs = I(EAt for all s = t € r in the E-free algebra. Hence by 
assumption there is an assignment (3 of -X and some <5 E cUdn with 1(E). = {3G and as 
again (3 = 1(E{3', we have A=E {3'a /X}. This proves completeness. • 

Notice, that by the genericity of the free algebra, we can replace :rE by E in pan a) 
of the lemma. However, this is wrong for part b) as the following counterexample 
shows. Consider the unification problem (f(x) = f(a) )~ in the empty theory over the 
signature (f, a, b) with a unary function symbol and two constants. Then obviously the 
substitution {x (- a) is the only most general unifier. Now, take any algebra Jl, where 
the two constants are interpreted different, a.$t F b.$t, but mapped to the same element by 
the operationf.$t:ffif(a.$t) = ffif(b.$t). This is obviously a model of the empty theory, but the 
equation has a solution x = ~ in this algebra that is not an "instance" of our unifier. This 
means that the completeness property is not "generic" for an equational theory, i.e., does 
not hold for all models of the theory. 
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E I: Vs = t {ff 9}; != V.s = t (Tarski 1946).
For definite clause equality theories genericity of 9}; is  a consequence of the fact that least
llerbrand models are generic for definite clause theories (Lloyd 1984, Gallier 1986). For
notational convenience, we shall represent these corresponding models identically. The
distinctions between models and algebras are not significant in our treatment.

It might be convenient -- although not really necessary -— to clearly distinguish
between the variables X occurring in the unification problem and the variables "V used in
the construction of the E-free algebra. This corresponds directly to our requirements for
E-unifiers: For every assignment a: ‘T(X ) ——> TE solving a system of equations F with
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Proof: a) Let as =E 0: for all equations s = t in  F. Now let a :  rI'(W)—-> _‘TE be an
assignment of W = VCODO' = Var(0'F ) .  By the correspondence between such
assignments and substitutions we have some 5 with 1(d = ax for all x e VCODO’.
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all r e ‘T( W), and hence aas = act for all s = t i n  I". The converse and the second
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b) "=>" Because of part a) it is  enough to prove that ‚TE t: VX (F :) iX [ cUE(1")] ). Let
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Then there is a substitution Ä, with a = KE}, and ls = EM for each s = t e F . By the
completeness requirement there is some 0' e cUE(D with }. =E 'ya' [X] for some suitable
substitution 7. Hence a = K376 and we have constructed an assignment for —X namely
KEy. This proves our claim.
"<=" We show that cUE(F) is  complete. Let Ä be any E—unifier of F . Then KEÄ is an
assignment satisfying KEÄs = ICE/”tt for all s = t e I" in the E-free algebra. Hence by
assumption there is an assignment ß of ——X and some a e cUß—(F) with KE}. = [30' and as
again ß = x,;ß', we have 1 =}; ß‘a IX] . This proves completeness. I

Notice, that by the genericity of the free algebra, we can replace fl; by E in part a)
of the lemma. However, this is wrong for part b) as the following counterexample
shows. Consider the unification problem (f(x) = f(a) )0 in the empty theory over the
signature {f, a, b} with a unary function symbol and two constants. Then obviously the
Substitution {x e- a} is the only most general unifier. Now, take any algebra ‚91, where
the two constants are interpreted different, a”ll # b”, but mapped to the same. element by
the operation ff“: fäafi) = f’Yb/q). This is obviously a model of the empty theory, but the
equation has a solution x = b“ in this algebra that is not an “instance” of our unifier. This
means that the completeness preperty is not “generic” for an equational theory, i.e., does
not hold for all models of the theory.
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In this paper we also solve disequations or systems of equations and disequations 
with respect to the E-free algebra. By the definition of the quotient this is equivalent to 
finding substitutions a, such that the OSj and C1tj are in the same equivalence class (i.e. 
(1Sj =E C1tj), while the GPj and (1qj are in different equivalence classes (i.e. GPj #E aqj ). 
When solving equations every instance Aa of a solution a is also a solution; in contrast 
this need not be the case for disequations. For instance, the substitution (x f- f(v)} is a 
solution of the disequationf(x) # f(f(a)) under the empty theory since the termsf(f(v)) 
andf(f(a)) are syntactically different, its instance (x f- f(a)} , however, is of course not a 
solution. An immediate consequence is again in contrast to disequations: when an 
equation is solvable in ~E' it is also solvable in every other model of E. 

There are also applications (cf. Comon 1986, 1988, Lassez et al. 1987), where it is 
necessary to solve disequations with respect to a subalgebra of the E-free algebra, namely 
the initial algebra JEfor E, that is (modulo isomorphism) the E-quotient of the ground 
term algebra %(Goguen & Meseguer 1984). For equations this can equivalently be done 
by solving them over the E-free algebra (the solutions in the initial algebra are exactly the 
ground instances of the solutions in the E-free algebra), while for disequations this is 
again no longer the case. The following theorem shows that it is an equivalent task to 
solve an equation system with respect to all models of E or with respect to certain special 
models, the initial or the free algebra for E: 

3.2	 Theorem: Let E be an equational or definite clause equality theory, and let r be 
a system ofequations. Then thefollowing are equivalent 

(i) E F3.r 
(ii) JE F3.r 
(iii) ~E F 3.r 

Proof: Since JE is a model of E, we have that (i) implies (ii), and since JE is a subalgebra 
(modulo isomorphism) of ~E' we also have that (ii) implies (iii). By Lemma 3.1 we have 
that ~E F V.aT. Since for every assignment a satisfying V.arth,e composition aais an 
assignment satisfying 3.r, the cycle is closed and all equivalences hold. • 

3.3	 Corollary: a) E F 3.r iff there exist some a E S'll'B(X, 0/) with E F 'V.ar 
b) ifE F 3.r iff there is a (1 E S'll'B(X, 0/) with ifE F 'V.ar 

iffthere is ae f:= S'll'B(X, 0/) with ~E F 'Vx (3_x le] ~ T) 
c)	 JE F 3.r iff there exist some a E S'll'B(X, @) with JE F ar 

if! there exist some B ~ S'll'B(X, @) with JE F I ej <=> r 

Proof' a) + b) Follow immediately from Theorem 3.2 with Lemma 3.1. 

c) LetJE F 3.r. Hence there is a ground substitution a with JE F aT. Hence with e being 
the set of all ground solutions we have JE F lej <=> r. The other direction is trivial. • 

Remarks: 1. A counterexample for disequations is the following: let E := (f(x) = c) with 
the signature I := {e, fJ, then ifE F 3.x ~ C, but not JE F 3.x ~ e and there is no 
substitution a (over I!) with ~E F 'V. ox ~ ae. 
Notice, that in this example ~E consists of the equivalence classes of the variables (they 
are singletons containing only the variable), and the equivalence class of the constant e 
containing all other terms, and hence JE consists only of the equivalence class of c. 
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In this paper we also solve disequations or systems of equations and disequations
with respect to the E-free algebra. By the definition of the quotient this is equivalent to
finding substitutions a, such that the as,- and at; are in the same equivalence class (i.e.
Os,- ==}; 01,-), while the op} and aqj are in different equivalence classes (i.e. op} #5 aqj ).
When solving equations every instance 2.0 of a solution o i s  also a solution; in contrast
this need not be the case for disequations. For instance, the substitution {x <—-f(v)} is a
solution of the disequation f(x) ¢f(f(a)) under the empty theory since the terms f(f(v) )
and f(f(a)) are syntactically different, its instance {x <—-f(a)}‚ however, is of course not a
solution. An immediate consequence is again in contrast to disequations: when an
equation is solvable in TE, it is also solvable in every other model of E.

There are also applications (cf. Comon 1986, 1988, Lassez et a1. 1987), where it  is
necessary to solve disequations with respect to a subalgebra of the E-free algebra, namely
the initial algebra 35 for E, that is (modulo isomorphism) the E-quotient of the ground
term algebra ‘15 (Goguen & Meseguer 1984). For equations this can equivalently be done
by solving them over the E-free algebra (the solutions in the initial algebra are exactly the
ground instances of the solutions in the E-free algebra), while for disequations this is
again no longer the case. The following theorem shows that it is an equivalent task to
solve an equation system with respect to all models of E or with respect to certain special
models, the initial or the free algebra for E:

3 . 2 Theorem: Let E be an equational or definite clause equality theory, and let I‘be
a system of equations. Then the following are equivalent

(1') E != ELF
(ii) JE I= 31‘
(iii) TE ;: 3.1“

Proof: Since ‚75 is a model of E, we have that (i) implies (ii), and since ‚75 is a subalgebra
(modulo isomorphism) of TE, we also have that (ii) implies (iii). By Lemma 3.1 we have
that 9}; != V.0'F. Since for every assignment a satisfying v.01“ the composition aa is an
assignment satisfying 3.1", the cycle is  closed and all equivalences hold. I

3 .3  Coro l l a ry :  a) E 1:3.Fiflthere exist some 0' &“ ‚S‘UQWX, % with E t: v.01“
b) 9}; biriffthere is a 06  S‘UflX, % with {}}; t: Var

iflthere is a@ CSUHX, % With 9-5 != VX (3-X [9] €? n
c) JE :31“ if there exist some ae  S‘UCB(X‚ &) with jEf=aF

ifir there exist some 6 QS‘UWX, Q) with J,; != [9] it} P

Proof: a) + b) Follow immediately from Theorem 3.2 with Lemma 3.1.
c) LetJE != 3.1". Hence there is a ground substitution O'with JE l= GF. Hence with @ being
the set of all ground solutions we have J,; #10] => 1". The other direction is trivial. I
Remarks: 1. A counterexample for disequations is  the following: let E :=  {f(x) = c} with
the signature Z :=  {c, f}, then :73 t=3.x # c,  but not ‚75 != 3.x # (: and there is  no
substitution 0' (over Z ! )  with TE != V.ox # O'c.

Notice, that in this example TE consists of the equivalence classes of the variables (they
are singletons containing only the variable), and the equivalence class of the constant c
containing all other terms, and hence 35 consists only of the equivalence class of c.
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2. Theorem 3.2 says that for existentially closed equations both the initial and the free 
algebra are "generic", in contrast to universally closed equations. where only the free 
algebra is generic in general, but not the initial algebra. The theory of Remark 1 selVes as 
a counterexample: 

JE 1= V.x =c, but not ~E 1= V.x =c. 

Thus for equations there is no difference between solving them in the special model 
~E' the E-free algebra, or solving them with respect to all models of E. For disequations, 
however, this is no longer the case. A reason for this is that an equational theory can only 
attempt to prove if two tenns are equal. It has nothing to say about their inequality. 

From the logical point of view equation solving is the task to prove constructively 
by giving witnesses for the variables that a system of equations Tis a consequence of a 
certain equational theory E, more exactly the definite clause theory E+. To introduce 
inequality, we can restrict ourselves to fixed domains as above, or a weaker closed world 
assumption can be used, i.e., tenns are not equal iff they cannot be proven equal in the 
theory. Below in section 3.3 we fonnalise this under the guise of the equality completion 
of a theory. This is an alternative - and as we will see later in some sense equivalent
approach to give semantics to the problem of solving disequations as the algebraic view 
pointed out above. Before, however, we must discuss, how the notion of solutions can 
be extended to more general theories. 

3.2 Solutions in a (First Order) Theory 

Let E be some set of formulae containing the standard equality axioms, that is, a first 
order theory with equality. Generalizing the view of the remark after Lemma 3.1, we can 
call a substitution a an E-unifier of a system r of equations (an E-unification problem) iff 
E 1= V. ar. Notice, that for general theories such a solution need not exist. For example, 
let E be the theory (f(a) =c vf(b) =cl and let r:= (f(x) = cl. Then there is no single 
substitution for the variable x that solves this equation in that theory: Either x =a or x =b 
solves the equation, but we don't know, which one. 

It can be seen directly that ais an E-unifier of r, iff 
E F V([a} =>D 

or equivalently 

E 1= VVar(I) (3_Var(I) la] => T). 

In the view of this we can reformulate instantiation by 

ois an E-instance of aan Wiff E F Vw(3_w18] => 3_wla]), 

and hence the definition of complete or minimal sets of E-unifiers in this more general 
framework is straight forward. 

For equational or definite clause equality theories the two definitions of instantiation 
and hence of completeness or minimality are equivalent. 
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2. Theorem 3.2 says that for existentially closed equations both the initial and the free
algebra are “generic”, in contrast to universally closed equations, where only the free
algebra is  generic in general, but not the initial algebra. The theory of Remark 1 serves as
a counterexample:

JE l= Vac = c, but not 9'5 l: V.): = c.

Thus for equations there is no difference between solving them in the special model
fg, the E-free algebra, or solving them with respect to all models of E. For disequations,
however, this is no longer the case. A reason for this is that an equational theory can only
attempt to prove if two terms are equal. It has nothing to say about their inequality.

From the logical point of view equation solving is the task to prove constructively
by giving witnesses for the variables that a system of equations F is a consequence of a
certain equational theory E, more exactly the definite clause theory E+ .  To introduce
inequality, we can restrict ourselves to fixed domains as above, or a weaker closed world
assumption can be used, i.e., terms are not equal iff they cannot be proven equal in the
theory. Below in section 3.3 we formalise this under the guise of the equality completion
of a theory. This is an alternative — and as we will see later in some sense equivalent -
approach to give semantics to the problem of solving disequations as the algebraic view
pointed out above. Before, however, we must discuss, how the notion of solutions can
be extended to more general theories.

3.2 Solutions in a (First Order) Theory

Let E be some set of formulae containing the standard equality axioms, that is, a first
order theory with equality. Generalizing the view of the remark after Lemma 3.1, we can
call a substitution can  E-unifier of a system F of equations (an E—unification problem) iff
E I: Vol". Notice, that for general theories such a solution need not exist. For example,
let E be the theory {f(a) = (: vf(b) = 0} and let F : :  {f(x) = 0}. Then there is no single
substitution for the variable x that solves this equation in that theory: Eitherx = a or x = b
solves the equation, but we don't know, which one.

It can be seen directly that O'is an E—unifier of F, iff
E f: W10} = D

or equivalently
E != Warm (Hymn {0} => F).

In the view of this we can reformulate instantiation by
5 is  an E—instance of con W iff E := VW (3_W [5] = 1W [c]),

and hence the definition of complete or minimal sets of E-unifiers in this. more general
framework is straight forward.

For equational or definite clause equality theories the two definitions of instantiation
and hence of completeness or minimality are equivalent.
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3.4 Lemma: Given an equational or definite clause equality theory E and set of 
substitutions 8, then
 

a~E (J for some (JE 8 [W]
 
iff 1'E F 'tfw(3_w [0] => 3_w [8)) 
iff E F 'Vw(3_w laJ => 3_w [8)). 

Proof: Consider only the case for an equational theory, the proof is analogous with a 
definite clause equality theory. Consider, also, only the equivalence between the first and 
third condition, the equivalence of the second condition will fall out as a result. For some 
aE 8 and suitable Awe have 

&: =E Aox (for all x E W) 

is equivalent to (note that &: =E Ax for all variables x E W-DOMa) 

1'E F V cr€8 'tf.3-VCODs--wAX€w &: = Oerx 
is equivalent to 

E 1= 'V.3-VCODS--W V l1E 8 AX€W &: = 8crx. 
(This last equivalence follows in the forward direction by genericity of the free algebra. 
The backwards direction follows via 1'E 1= 3_VCOD s--w Vcr€8 (AX€w a&: = aa(]X), where 
a is the assignment 1(Efxi~vi: XiEVar(8W,W), Vi new distinct variables}.) 

This is equivalent to 

E F 'V. V cr€ 8 (AX€w X = &: => 3_wA X€w X = (]X), 

in turn equivalent to 

E F 'Vw (3_w[oJ => 3_w[8)), 

we have finished the proof. • 

Surely the reader already recognized that there is no severe reason for restricting 
ourselves to queries of equations and to answers that are substitutions or equivalently the 
corresponding equations. We may allow more general formulae as queries and as 
answers. The first case happens, when we want to consider systems of equations and 
disequations, and we will see in the next sections that we also should loosen then our 
notion of answers, respectively. 

3.3 Solutions under Equality Completion 

As mentioned above we need a closed world assumption in order to handle negated 
equations, more exactly, the closed world assumption with respect to the equality 
predicate. A more general way than the algebraic view or "fixed algebra" semantics of 
section 3.1 is completion of the equality predicate (cf. Genesereth & Nilsson 1987). A 
succinct discussion for the motivation and theory behind this technique of equality 
completion - or unification complete theories - appears in (Jaffar & Lassez 1986). 

Given a (first order) theory E, an equality completion of E over E, denoted EC, is 
the universally quantified conjunction of the infinite set of axioms: 

£C := E+ u{'rI.(r=> 3-var(f)18rJ): ris an equation syStem over I} 

where 8 r is a complete set of E-unifiers of r. In the case where 8 r is empty, the 
completion axiom 'rI.(r=> 3-Var(I) [8rl) corresponds to 'rI.,T. When 8 r contains the 
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3 . 4 Lemma: Given an equational or definite clause equality theory E and set of
substitutions 6, then

5 2,3 9 for some Ge 9 [W]
iff TN: Vw(3_W[Ö7 =>3..w[@])
iff Ei: Vw(3_w!51=>3_wl®]) .

Proof: Consider only the case for an equational theory, the proof is analogous with a
definite clause equality theory. Consider, also, only the equivalence between the first and
third condition, the equivalence of the second condition will fall out as a result. For some
O'e @ and suitable Ä, we have

6x =5 Äox (forallx e W)
is equivalent to (note that 6x = E Äx for all variables x e W—DOMO')

953 # VeV-ivcooaw/‘xew 51 = 5035
is equivalent“ to

E ': V-ivcooö-w Vase Ae & = 5075—
(This last equivalence follows in the forward direction by genericity of the free algebra.
The backwards direction follows via ‚TE I: ivcooaw vage (Axew 0667: = aöox), where
0t is  the assignment ‚(Bag—vi: xieVar(5W‚W}‚ v,- new distinct variables}.)

This is equivalent to
E t: V. V059 (Axewx = & => 3—w/‘xewx = ox),

in turn equivalent to

Ei: VW (in/l6} =3_w[@])‚
we have finished the proof. .

Surely the reader already recognized that there is no severe reason for restricting
ourselves to queries of equations and to answers that are substitutions or equivalently the
corresponding equations. We may allow more general formulae as queries and as
answers. The first case happens, when we want to consider systems of equations and
disequations, and we will see in the next sections that we also should loosen then our
notion of answers, respectively.

3.3 Solutions under Equality Completion

As mentioned above we need a closed world assumption in order to handle negated
equations, more exactly, the closed world assumption with respect to the equality
predicate. A more general way than the algebraic view or “fixed algebra” semantics of
section 3.1 is completion of the equality predicate (cf. Genesereth & Nilsson 1987). A
succinct discussion for the motivation and theory behind this technique of equality
completion — or unification complete theories — appears in (Jaffar & Lassez 1986).

Given a (first order) theory E, an equality completion of E over S, denoted EC , i s
the universally quantified conjunction of the infinite set of axioms:

E.“ := E+ U { V.(F => 3_Va,( „ [ 61—1): 1" is an equation syLstem over 2}
where @ris a complete set of E-unifiers of I". In the case where Gris empty, the
completion axiom VU" : 34,04” [®:-]) corresponds to Vx—J‘. When 91‘ contains the
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empty substitution e the axiom can be ignored. Notice, that it is enough to range only 
over all "systems" T consisting of a single equation only. We sometimes may not 
explicitly mention the alphabet over which the completion is made. This must be done 
with care as the use of a different alphabet leads to a different theory. Both the E-free 
algebra ~E and the initial algebra JE for E are models of the equality completion of an 
equational theory E (Theorem 3.2 and corollaries). 

In the terminology of laffar et al. (1984) an equality completion of a definite clause 
pure equality theory E corresponds to the minimum set of axioms necessary for a theory 
to be a unification complete extension to the theory E. It can be seen that Clark's axioms 
(1978) for a unification complete counterpart of the syntactic equality theory are logically 
equivalent to the equality completion of this theory. His axioms are contained in the 
equality completion and they imply the equality completion (Jaffar & Stuckey 1986). 
Further examples of unification complete equality theories that correspond to equality 
completion with redundancy removed appear also in (Jaffar & Stuckey 1986). 

A further advantage of this construction may lie in the following: when a is an 
E-unifier of a system of equations, every "instance" of a in a model ;;'l. of E, Le. the 
homomorhisms aa, where a is an assignment of the variables introduced by a, is a 
solution of the system in this algebra j2[, However, in general, not every solution in .9l 
can be factored by some E-unifier, for example there may be solutions in ;;'l., but no 
E-unifiers (take ;;'l. to be the trivial algebra containing only one element; see also the 
example after Lemma 3.1). For the models of an equality completion EC, however, this 
always holds by definition. 

3.5	 Lemma: Let.9L le EC, and let r be a set ofequations. Then an a.'tsignment a 
of the variables of r with elements of .9l solves the equations if! there is an 
E-unifier a ofT and an assignment f3 of the variables introduced by a, such that 
a = f3a on the variables ofr. 

Proof: One direction is obvious. For the other direction by the definition of £C there is an 
E-unifier ain Brand an assignment f3 such that ar~ (XXj = f3OXjl\ ... 1\ (XXn = f30xn is 
true in .9l, where Xj, • ••, Xn are the variables of r. Since a solves Tin.9l, this completes 
theprooL • 

As the definition of an equality completion depends on the chosen complete sets of 
E-unifiers, we need to prove that different equality completions are logically equivalent. 

3.6	 Theorem: For an equational or definite clause theory E, any equality 
completion ofE over some signature is satisfiable and unique (in the sense that it 
is logically equivalent to every other completion over the same signature). 

Proof: 1. Let Mbe a Herbrand model of E. We must prove tlult M F 'tI.r~IBrI. 

Since !Jv( is a Herbrand model, it is enough to show that, for every ground substitution r 
of the variables in T, if rT is true in M, then also rlBrJ is true in M. But this is 
obviously the case, since, when ris an E-unifier of T, it must be an E-instance of some 
Be Br. 

2. We show that any equality completion of E has the formula 'tIv (3_v IBrl ~ 3_v IPJ) 
with V = Var(T) as logical consequence, if Br is the complete set of E-unifiers for T 
chosen in the given equality completion and Pis any complete set of E-unifiers for r. As 
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empty substitution 8 the axiom can be ignored. Notice, that it  is enough to range only
over all “systems” 1" consisting of a single equation only. We sometimes may not
eXplicitly mention the alphabet over which the completion i s  made. This must be done
with care as the use of a different alphabet leads to‘a different theory. Both the E-free
algebra 9}; and the initial algebra JE for E are models of the equality completion of an
equational theory E (Theorem 3.2 and corollaries).

In the terminology of Jaffar et al. (1984) an equality completion of a definite clause
pure equality theory E corresponds to the minimum set of axioms necessary for a theory
to be a unification complete extension to the theory E. It can be seen that Clark's axioms
(197 8) for a unification complete counterpart of the syntactic equality theory are logically
equivalent to the equality completion of this theory. His axioms are contained in the
equality completion and they imply the equality completion (Jaffar & Stuckey 1986).
Further examples of unification complete equality theories that correspond to equality
completion with redundancy removed appear also in (Jaffar & Stuckey 1986).

A further advantage of this construction may lie in the following: when O'is an
E-unifier of a system of equations, every “instance” of a in a model .2 of E, i.e. the
homomorhisms aa, where a is an assignment of the variables introduced by 0', is a
solution of the system in this algebra fll. However, in general, not every solution in J?!
can be factored by some E-unifier, for example there may be solutions in ‚Ä, but no
E-unifiers (take it to be the trivial algebra containing only one element; see also the
example after Lemma 3.1). For the models of an equality completion EC, however, this
always holds by definition.

3 . 5 Lemma: Let ‚91 tn EC, and let Fbe  a set of equations. Then an assignment a
of the variables of I" with elements of 2 solves the equations Uf there is an
E—unifier aof F and an assignment ß of the variables introduced by 0‘, such that
at = ßO' on the variables of F.

Proof: One direction is  obviou s. For the other direction by the definition of EC there is an
E-unifier Gin Grand an assignment ß such that al“ => ax, = flax} A A can = flax" is
true in z, where x„ . . . ,  x„ are the variables of I". Since a solves F in Z, this completes
the proof. I

As the definition of an equality completion depends on the chosen complete sets of
E-unifiers, we need to prove that different equality completions are logically equivalent.

3 . 6 Theorem: For an equational or definite clause theory E, any equality
completion of E over some signature is satisfiable and unique (in the sense that it
is logically equivalent to every other completion over the same signature).

Proof: 1. Let M be a Herbrand model of E. We must prove that M t: W“ => [ 6r].
Since M i s  a Herbrand model, i t  i s  enough to show that, for every ground substitution )!
of the variables in P, if 71“ is true in M, then also yIGI—J is true in M. But this is
obviously the case, since, when yis an E-unifier of I", i t  must be an E-instance of some
6 E 9r.

2. We show that any equality completion of E has the formula VV (344819 => SLV! 'P] )
with V = Var(F) as logical consequence, if 8,— is the complete set of E—unifiers for F
chosen in the given equality completion and '? is any complete set of E—unifiers for F. As
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'I'is complete, there exists a VI E 'I' for each 8 E er with E F V'v (3_v 8 ~ 3_v VI) and 
hence also EC F 'v'v (3_v 8 ~ 3_v VI). Thus we have EC F V'v (3_v [Bd ~ 3_v ['1']), 
and by the definition of the equality completion EC F 'v'v (r~ 3_v ['1']). Therefore any 
two equality completions must be equivalent. _ 

Together with Lemma 3.1 and Lemma 3.4 we have as an immediate corollary that 
for an equational or definite clause equality theory E the E-free algebra and the equality 
completion approach are equivalent in the following sense: 

3.7	 Corollary: A set cUliT) is a complete set ofE-unifiers ofr 
iff ~!E F 'v'.(r ~ 3-Var(O [cUE(T)]) 
iff EC F V'.(r ~ 3-Var(O /cUdOJ). 

As we will see in the next section both solving disequations in E-free algebras or solving 
under equality completion are also equivalent with respect to complete sets of solutions in 
this sense, provided we generalize our notions of solutions. While the E-free algebra 
approach fits into the mathematical view of solving equations or disequations in a certain 
algebra, the equality completion approach shows the logical aspect of this task by a more 
general closed world assumption, moreover it supports generalization to arbitrary first 
order theories. 

4. Disunification Problems 

Let us denote the problem to resolve a system r uL1 of equations and disequations over 
:FE as an E-disunification problem, written 

(T, L1)E :=(Sj == tj: 1 ~i ~n,Pj ~q{ 1 ~j ~m )E' 

An E-solution of ( r, L1)E is any substitution a E Sf(l'B(V, '11, such that aSj ==E crtj for 
1 ~ i ~ nand C1pj ~E aqj for 1 ~ j 5 rn, where V == Var(r,L1). The set of all these 
solutions is denoted SliT, ..1). 

As already discussed, the solutions to such problems unfortunately cannot be 
represented by the same instantiation method used for pure unification problems. The 
reason is that solution sets are no longer closed under instantiation. For example, the 
disunification problem (x == y, X # a)~ under the syntactic theory has a solution {x (- v, 
y (- v), but the instance {x (- a, y (- a) is not a solution. 

4.1 Generalized	 Solutions 

A way out of this trouble is to define more general notions of solutions (cf. Comon 1986, 
Lassez et al. 1987, Lescanne & Kirchner 1987, Smolka et al. 1987). As we have seen, a 
substitution represents the set of all its instances, hence in order to describe all instances 
except certain ones we propose differences of substitutions mirroring the difference of the 
corresponding instance sets. For example all solutions of the disunification problem 
(f(x, g(u» == f(y, y), x ~ g(a) )~ for the variables in V == {x,y,u} can be represented by 
the difference of the substitutions {x (- g(u), y (- g(u)} and (x f- g(a)}. Thus we 
define a substitution with exceptions on a domain V as a pair a-l.Jf of a substitution 
GE Sl1'.B(V, 0/) and a family of substitutions P == (VIlE Sl1'.B(V, 0/): 1 El}, the 
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‘P’ is complete, there exists a VI e ‘I’ for each 9 e @1— with E I: VV (EL 9 ==» i v  y!) and
hence also EC != VV (iv 6 => i v  w). Thus we have EC != VV (iv [G,—] = i v  [ 'I’] ) ,
and by the definition of the equality completion EC I= VV (I" :> iv! 'P]). Therefore any
two equality completions must be equivalent. I

Together with Lemma 3.1 and Lemma 3.4 we have as an immediate corollary that
for an equational or definite clau se equality theory E the E-free algebra and the equality
completion approach are equivalent in the following sense:

3 . 7 Corollary: A set cUE(I‘) is a complete set of E—unifiers of F
W 7143!= V-(r¢=?3_vczr(n [Cl/dr)”
lff EC?  V.(r©3_var(n IcUdFU).

As we will see in the next section both solving disequations in E—free algebras or solving
under equality completion are also equivalent with respect to complete sets of solutions in
this sense, provided we generalize our notions of solutions. While the E-free algebra
approach fits into the mathematical view of solving equations or disequations in a certain
algebra, the equality completion approach shows the logical aspect of this task by a more
general closed world assumption, moreover it supports generalization to arbitrary first
order theories.

4. Disunification Problems

Let us denote the problem to resolve a system 1" UA of equations and disequations over
175 as an E-disumficatian problem, written

(I",A)E:==(s‚—= ti: 1 SiSn ,p j¢qJ - :  I ..<.j_<.'m)E.
An E-soiution of ( I", A )E is any substitution a” e S‘UQSYV, %, such that as; = E at,- for
I Si  Sn  and op]- ¢E aqj for ] Sj  Sm,  where V = Var{F,A). The set of all these
solutions i s  denoted SE(F‚ A).

As already discussed, the solutions to such problems unfortunately cannot be
represented by the same instantiation method used for pure unification problems. The
reason is  that solution sets are no longer closed under instantiation. For example, the
disunification problem (x  = y, x # a )0 under the syntactic theory has a solution {x <— v,
y <— v}, but the instance {x <— a, y <— a} is not a solution.

4 .1  Genera l ized  Solut ions

A way out of this trouble is to define more general notions of solutions (cf. Comon 1986,
Lassez et  al. 1987, Lescanne & Kirchner 1987, Smolka et a1. 1987). As we have seen, a
substitution represents the set of all its instances, hence in order to describe all instances
except certain ones we propose differences of substitutions mirroring the difference of the
corresponding instance sets. For example all solutions of the disunification problem
( f(x, g(u)) = f(y, y), x at gm) )” for the variables in V = {x,y‚u} can be represented by
the difference of the substi tutions {x <— g(u)‚ y <— g(u)} and {x <=— g(a)}.  Thus we
define a substitution with exceptions on a domain V as a pair o—‘i’ of a substitution
aeS‘ZIfBW, rV) and a family of subst i tut ions ‘f’ = {gt/‚e SUßW, 'V): l e I}, the
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exceptions. Another way to represent the set of all instances ofa substitution aexcept 
certain ones is to classify the exceptions by constraints on the allowed instantiations of the 
free variables present after the substitution has been applied (that is, those in Var(oV). A 
solution to the above roblem then is (x f- g(u), Y f- g(u)} except when {u f- a}. That 
is we consider a constrained substitution on a domain V as a pair O'/Je of a substitution 
aESCU'B(V, '0 and a family of substitutions e =(8,ESCUtJ3(Var(aV), '0: 1 E I), the 
constraints. In the following we only will consider substitutions with exceptions 
(constrained substitutions) on V where the ccx:lomains of all of the occurring substitutions 
are pairwise variable disjoint except for variables in V (Var(oV). 

Whereas we can treat a substitution 0' as a conjunction of equations, [0'1, we can 
treat a substitution with exceptions 0'-'1' on V (or a constrained substitution O'/Ie) as a 
conjunction whose parts are equations that correspond to 0' and disjunctions of 
disequations that each correspond to one of the negated substitution from 'I' (or 8), more 
exactly we have the corresponding formula Ia} A -a_vl'l'} ([a) 1\ ..3-var(c:JV/ e}). Care 
must be taken with the variable quantification because the codomain variables of the 
exceptions and the constraints are universally quantified. We cover this in more detail in 
section 4.2. 

Unfortunately, not every solution of a disunification problem will have finitely 
many exceptions. Let (x =y, a.x :Fx.a)A be a disunification problem with respect to an 
associative function ".". Solutions to this problem are all substitutions of x andy with the 
same arbitrary string except the infinitely many strings aa...a of length n (for short an), 
for all n ~ 1. They can be represented by the following substitution with exceptions or 
constrained substitution: 

{x f- V, Y f- v} - {{x f- an}: n ~ i} or {x f- v, Y f- v} 11 {{v f- an}: n ~ i}. 

It is useful to consider both ways of representing instances. While the first form is more 
suitable for testing whether or not a given substitution is an instance, the second form 
better supports generation of instances (of course provided there are only finitely many 
exceptions or constraints, cf. definition below). Beyond these two forms, a mixture of 
them or even a weaker concept of representation may be useful. One could just solve the 
equations and keep the disequations themselves as constraints without solving: 

A pair(0', aL1) "solves" ( r, L1 )E' when ais an E-unifier of r. 
In order to extend the notions of instances of substitutions to our more general solved 
forms, we have in mind a picture of a substitutions as a representative set of all its 
instances. A substitution with exceptions then represents the instances of its substitution 
part minus those of its exceptions (and similarily for constrained substitutions): 

Instances(G-lf') =Instances(a) \ Ulf/E'Plnstances(lf/). 

4.1 Definition: Let W be any set of variables, and let us say a substitution Ais an 
E-instance on Wof a set of substitutions If' (abbreviated A~E If'IWj) iff any instance of 
A is an instance of some If/ E 'P. Then: 

1. A substitution A is an E-instance on W of a substitution with exceptions 0'- If' 
(abbreviated by A~E 0'-'1' IWj), iff A is an E-instance on Wof 0', but not of 'P. 

2. A substitution A is an E-instance on W of a constrained substitution aj/8 (abbreviated 
by A ~E 0'//8 IWj), iff there is some rwith A =E ra [W], which is not an E-instance on 
Var(aW) of e. 
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exceptions. Another way to represent the set of all instances of 'a substitution O'except
certain ones is to classify the exceptions by constraints on the allowed instantiations of the
free variables present after the substitution has been applied (that is, those in Var( OV)). A
solution to the above roblem then i s  {x <— g(u)‚ y (— g(u)} except when { u <— a}. That
is  we consider a constrained substitution on a domain V as a pair 01/9 of a substitution
OES‘ZIWV, M and a family of substitutions 0 ={6,e$‘UfB(Var(0'V), M:  t e I}, the
constraints. In the following we only will consider substitutions with exceptions
(constrained substitutions) on V where the codomains of all of the occurring substitutions
are pairwise variable disjoint except for variables in V (Var(oV)).

Whereas we can treat a substitution das  a conjunction of equations, [a], we can
treat a substitution with exceptions a—‘J’ on V (or a constrained substitution 01/6) as a
conjunction whose parts are equations that correspond to 0' and disjunctions of
disequations that each correspond to one of the negated substitution from '1" (or 9), more
exactly we have the corresponding formula [ 0'] A —.3_V[ ‘I’J ([ 0'] A "it/mov} 9}). Care
must be taken with the variable quantification because the codomain variables of the
exceptions and the constraints are universally quantified. We cover this in more detail in
section 4.2.

Unfortunately, not every solution of a disunification problem will have finitely
many exceptions. Let (x = y, zu im: )A be a disunification problem with respect to an
associative function “.”. Solutions to this problem are all substitutions of x and y with the
same arbitrary string except the infinitely many strings aa. . ‚a of length n (for short a"),
for all n 2 1 . They can be represented by the following substitution with exceptions or
constrained substitution:

{x (— v ,y  f—v} —{{x <—-a"}: n21}  or {x <—v‚y (—v] l/{{v é—af'}: n 21}.

It is useful to consider both ways of representing instances. While the first form is more
suitable for testing whether or not a given substitution is an instance, the second form
better supports generation of instances (of course provided there are only finitely many
exceptions or constraints, cf. definition below). Beyond these two forms, a mixture of
them or even a weaker concept of representation may be useful. One could just solve the
equations and keep the disequations themselves as constraints without solving:

A pair(0', GA ) “solves” ( F, A )3, when O'is an E-unifier of F.

In order to extend the notionsof instances of substitutions to our more general solved
forms, we have in mind a picture of a substitutions as a representative set of all its
instances. A substitution with exceptions then rcpresents the instances of its substitution
part minus those of its exceptions (and similari for constrained substitutions):

Instances(0'—'P) = Instances(0')\ UWG .;Jnstanceshp).

4 . 1 Definition: Let W be any set of variables, and let us say a substitution Ä is an
E -instance on W of a set of substitutions 'f’ (abbreviated Ä 25 '1”! WJ) iff any instance of
His an instance of some 11/ e ‘I’. Then:
1 .  A substitution 2, is  an E-t’nstance on W of a substitution with exceptions a—‘P
(abbreviated by 11 25 o—‘I’ [W]), iff }. is  an E-instance on W of 0', but not of 'I’.
2. A substitution 2. is an E—instance on W of a constrained substitution 07/0 (abbreviated
by A 25 01/0 [ W)), iff there is some 'ywith ), = E 70 [W], which is not an E-instance on
Var(aW) of @.
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We call a substitution with exceptions or a constrained substitution E-consistent on W, iff 
it has at least one E-instance on W, otherwise we call it E-inconsistent on W. • 

Obviously the two instance notions are consistent with the common one for 
substitutions as defined above, that is, A::?E (J IWj iff Ais an instance of (J, where (J is 
considered as a substitution with (empty) exceptions or constraints or as a singleton set of 
substitutions. 

Notice that we could have just as well defined A::?E P IWJ by "A is an instance of 
some substitution 'If E '/"'. This definition, however, causes problems if we wish to 
work in other algebras or models. For example, in the initial algebra semantics where the 
signature contains only the constant a and the unary function symbol f, the set of 
solutions for x represented by the substitution (Xf-f(y)} is exactly identical to the set of 
solutions represented by the set ({xf-f(a)}, (Xf-f(f(y)))) , but the former substitution is 
not an instance of any substitution in the latter set. 

These instance notions can of course be interpreted logically in terms of the free 
algebra. We outline these simple results because they form the basis of much of our 
subsequent development. Notice that instantiation and solutions relative to a particular 
model or algebra could have been defined in these terms. 

4.2	 Lemma: Let Abe a substitution. 
a) Ais an E-instance on W ofa set ofsubstitutions P 

if! K"EA satisfies 3_v I Pj in 1"E' 
b) Ais an E-instance on W ofa substitution with exceptions (J-P 

if! K"EA satisfies 3_vl aj A -.3_vl 'Pj in 1"E' 
e) A is an E-instance on W ofconstrained substitution atl8 

if! K"EA satisfies 3_y([aj A -.3-Var(oV)!8j) in !.FE' 
d) Asolves a disunification problem ( r, .1 )E 

if! K"EA satisfies r A .1 in !.FE' 

Proof' a) This follows similarly to Lemma 3.4. 

b-<!) These follow directly from the definition and part a). • 
Inconsistency 

While a substitution always has instances, this may no longer be the case for substitutions 
with exceptions and constrained substitutions: (x f- f(v)} -({x f- f(w)}} or 
equivalently (x f- f(v)} II {{v f- w}} have no instances because in the first form the 
substitution can be an instance of one of its exceptions and in the second form the 
constraints span the whole set of substitutions. The lemma below shows how to detect 
inconsistency, and notice that it applies in any model/algebra of EC when using 
instantiation within the model/algebra. 

4.3 Inconsistency Lemma: Let W a set of variables. 
1. A substitution with exceptions a-Phas no E-instances on W 

if! a is an E-instance on W of P. 
2. A constrained substitution atte has no E-instances on W 

iffe(the identity) is an E-instanceon Var(oW) of 8. 
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We call a substitution with exceptions or a constrained substitution E—consistent on W, iff
it has at least one E—instance on W, otherwise we call it E -inconsistent on W. I

Obviously the two instance notions are consistent with the common one for
substitutions as defined above, that is, 2, 25 olW] iff 2, is an instance of a, where O'is
considered as a substitution with (empty) exceptions or constraints or as a singleton set of
substitutions.

Notice that we could have just as well defined & 25 ‘I’ [W] by “2. is an instance of
some substitution V e 'P”. This definition, however, causes problems if we wish to
work in other algebras or models. For example, in the initial algebra semantics where the
signature contains only the constant a and the unary function symbol f, the set of
solutions for x represented by the substitution {x<—f( y)} i s  exactly identical to the set of
solutions represented by the set {{xé—f(a)}‚ {x<—f(f(y) )}} ,  but the former substitution is
not an instance of any substitution in the latter set.

These instance notions can of course be interpreted logically in terms of the free
algebra. We outline these simple results because they form the basis of much of our
subsequent development. Notice that instantiation and solutions relative to a particular
model or algebra could have been defined in these terms.

4 . 2 Lemma: Let A be a substitution.
a) Ä, is an E-instance on W of a set of substitutions 'I’

ifi” KE}. satisfies 3_V['P] in TE.
b) }. is an E-instance on W of a substitution with exceptions a—‘P

{If KEÄ’ satisfies 3-4/[6] A “'13_V[.Il] in TE“
c) & is an E-instance on W of constrained substitution 01/6

{fir KER satisfies 3_V([O'] A _’3—Var(oV)[0]) in _‘TE.
d) Ä, solves a disunification problem ( I", A )5

iff KER. satisfies F A A in TE.

Proof: a) This follows similarly to Lemma 3.4.
b—d) These follow directly from the definition and part a). I

Inconsis tency

While a substitution always has instances, this may no longer be the case for substitutions
with exceptions and constrained substitutions: {x (— f(v)}—-{{x (— f(w)}} or
equivalently {x «- f(v)} // {{v (— wj} have no instances because in the first form the
substitution can be an instance of one of its exceptions and in the second form the
constraints span the whole set of substitutions. The lemma below shows how to detect
inconsistency, and notice that it  applies in any model/algebra of EC when using
instantiation within the model/algebra.

4 . 3 Inconsistency Lemma: Let W a set of variables.
I . A substitution with exceptions a—‘I’has no E -instances on W

ifi' O'is an E-instance on W of EF.
2. A constrained substitution 01/0 has no E -instances on W

iffe (the identity) is an E-instance on Var(oW) of @.
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Proof: 1. If O'is an instance of 'l'then all instances of 0' are instances of 'l'. Hence there 
is no instance of O'-'l'. Conversely, assume A. is an instance of O'-'l' and O'is an instance 
of If'then A.. is an instance of 'P, a contradiction. 

2. If e is an instance of 8 then all substitutions are instances of 8. Hence A. =E 1'U [WJ, 
where ris not an instance of 8 is impossible, that is, there exists no instance of 0'//8. 
Conversely, assume there is an instance 1 =E 1'U [WJ of O'/Ie and e is an instance of e 
then yis also an instance of 8, again a contradiction. _ 

4.4	 Corollary: A substitution with exceptions or constrained substitution has no 
E-instances on W in any model/algebra ofEC if it has no instances in the E-free 
algebra. 

Proof" This follows directly from Lemma 3.4.	 _ 

From the computational point of view, our solved forms will only make sense if we 
can decide whether or not they are consistent. In the free algebra, sufficient conditions 
are that there are at most fInitely many exceptions or constraints and that we can decide the 
problem of whether a substitution 0' is an E-instance on W of another substitution lp. The 
latter decision can be done by solving the E-unification problem ( ox = qtt: x E W )E, 
where the variables of lpx are treated as constants, provided we have a suitable 
E-unification algorithm. Unification problems, where one side is (considered) ground, 
are known as E-matching problems (cf. Btirckert 1989 for a discussion of the 
relationships between E-matehing and E-unification). In this situation we also can decide 
redundancy of exceptions or constraints. 

If we want to deal with the initial algebra semantics, we have to test whether or not 
a substitution with exceptions or a constrained substitution has ground instances ("ground 
consistency"). Hence by the Inconsistency Lemma, we need a decision procedure for 
testing if all ground instances of a substitution are E-instances of a (finite) set of 
substitutions. An example will demonstrate what may happen: The two substitutions 
{v +- a} and (v +- f(w)} span all ground substitutions (with respect to the variable set 
(v)), if we suppose that there are only the constant a and the unary function symbolfin 
the signature That is, the constrained substitution{x +- v) 11 {{v +- a}, (v +- f(w»)) 
has no ground instances because (using the Inconsistency Lemma) e is an instance of 
{{v +- a}, (v +- f(w)}} in the initial algebra - in contrast with the free algebra. 

Translating between Representations 

How do the two representations, exceptions or constraints, compare? One way of 
answering this question is to show how translations can be made between them. The 
notions of instantiation allow such translations. Notice that while the lemma below could 
have been developed in terms of the free algebra :FE' we have instead worked in the 
logical context via Lemma 4.2. A corresponding Translation Lemma, then, applies in any 
model or algebra of EC. For example, the lemma holds for E-instances in the initial 
algebra as welL 
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Proof: 1. If 015 an instance of '1’ then all instances of Gare instances of lI’. Hence there
is no instance of a—‘I’. Conversely, assume & is  an instance of a—‘F and d i s  an instance
of '? then ). is an instance of ‘I’, a contradiction.

2. If 8 is an instance of 9 then all substitutions are instances of 6. Hence Ä =E 70 [W],
where y i s  not an instance of 9 is  impossible, that is, there exists no instance of 01/8.
Conversely, assume there is an instance JL = E ’}‘U [W] of 01/6 and e is an instance of 8
then yis also an instance of @, again a contradiction. I

4 . 4 Corollary:  A substitution with exceptions or constrained substitution has no
E-instances on W in any model/algebra of EC if it has no instances in the E- ee
algebra.

Proof: This follows directly from Lemma 3.4. I
From the computational point of view, our solved forms will only make sense if we

can decide whether or not they are consistent. In the free algebra, sufficient conditions
are that there are at most finitely many exceptions or constraints and that we can decide the
problem of whether a substitution O'is an E—instance on W of another substitution (p. The
latter decision can be done by solving the E—unification problem ( ox = (px: x e W )E,
where the variables of tax are treated as constants, provided we have a suitable
E-unification algorithm. Unification problems, where one side is (considered) ground,
are known as E -matching problems (cf. Biirckert 1989 for a discussion of the
relationships between E-matching and E-unification). In this situation we also can decide
redundancy of exceptions or constraints.

If we want to deal with the initial algebra semantics, we have to test whether or not
a substitution with exceptions or a constrained substitution has ground instances (“ground
consistency”). Hence by the Inconsistency Lemma, we need a decision procedure for
testing if all ground instances of a substitution are E-instances of a (finite) set of
substitutions. An example will demonstrate what may happen: The two substitutions
{v e— a} and {v (— f(w)} span all ground substitutions (with respect to the variable set
[V]), if we suppose that there are only the constant a and the unary function symbol f i n
the signature That  is,  the constrained substitutionflc 6— v} /l{{v <— a}, {v <— f(w)}}
has no ground instances because (using the Inconsistency Lemma) 8 is an instance of
{( v (— a}, {v é— f(w)}} in the initial algebra —- in contrast with the free algebra.

Translating between Representations

How do the two representations, exceptions or constraints, compare? One way of
answering this question is to show how translations can be made between them. The
notions of instantiation allow such translations. Notice that while the lemma below could
have been developed in terms of the free algebra IE, we have instead worked in the
logical context via Lemma 4.2. A corresponding Translation Lemma, then, applies in any
model or algebra of EC. For example, the lemma holds for E-instances in the initial
algebra as well.
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4.5	 Translation Lemma: The substitution E-instances on W of the substitution 
with exceptions a-'f' are equivalent to those of the constrained substitution 
<J//Ulf/E¥UE(OW = VJW: WEW). 
2. Let (Ba)/w represent U OE et(f)a)!w} . If E is an equational or definite clause 
equality theory such that for any term t and substitution -r, cUdt = n) ={-r}, 
then the substitution E-instances on W of the constrained substitution <J//B are 
equivalent to those of the substitution with exceptions a-{Ba)/w. 

Proof: Notice that 3_wfa} 1\ -73_wf'f'} <=> 3_wffa} 1\ -73-var(O'W) Vlf/Epl\wEW ow=1jIW), 
since W;;;] Var(a)nVar('f'). And V~EPl\wEW ow=lJIw <=> [Ulf/EIjlCUE(OW=VJW: 
WE W)j, since we are in a model of E . In the free algebra, the result follows from 

Lemma 4.2. -

Let us call a theory E Q-free (cf. Szabo 1982, Btirckert et al. 1989), if for all 
function symbolsf of the signature 

f(s/, ...,sn) =E!(t/,.. ·,tn) implies Sj =E tj (I ~ i ~ n). 

Then the following corollary to the Translation Theorem holds. 

4.6	 Corollary: Let (Ba)lw represent UoEBf(f)a)/w). If E is an n.-free equational 
or definite clause equality theory, then the substitution E-instances on W of the 
constrained substitution a//B are equivalent to those of the substitution with 
exceptions a-{Ba)!w. 

Proof: From the Translation Theorem we get that the substitution E-instances of 
a-(Ba)lware equivalent to those of <J/IUOE€JCUE(OW=f)OW: WEW). It remains to be 
shown that for every f)E B, f) is a most general unifier for ( ow= f)ow: WE W )E. 
Obviously f) is an E-unifier (idempotency of 8). By the Q-freeness property we have that 
every solution of the problem is an instance of f): !low =E !If)ow for aIlwE W ) implies 
Ax =E !If)x for all x E Var(aW) , and the idempotency of f) implies Ax =E !lex for all 
variables x E Var(eaW). Hence Ais an E-instance of e. _ 

Consider the equational theory E given by (f(a, x) =f(a, y)} over the signature 
containing only the constant symbol a and the binary function symbol f. First, if we 
ignore the warning concerning equality theories given in part 2 of the Translation Lemma, 
we would translate the constrained substitution (x ~ f(a, u)} II {u ~ a} into the 
substitution with exceptions (x ~ f(a, u)}-{x ~ f(a, a)} which due to E is 
inconsistent. But notice the constrained substitution also simplifies to (x ~ f(a, u)} (u 
can take on any value), so the lemma is clearly not applicable for this equality theory. 

Redundancy 

The form of substitutions with exceptions or constrained substitutions given can 
sometimes be further simplified. There may be redundant exceptions or constraints, that 
is, if we remove them, we will have exactly the same instances as before. For example, 
in the context of the empty equational theory, consider the following substitution with 
exceptions on {x, y}: 

(x ~ f(u, v), y ~ a} - ({x ~ f(g(z), b)}, (x ~ f(g(c), b)}, (x ~ f(w, b), y ~ d}}. 

This can be simplified to 
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4 . 5 Translation Lemma: The substitution E-instances on W of the substitution
with exceptions a—‘P are equivalent to those of the constrained substitution
(if/Uwe 'PCUE(0W = w: we W).

2 .  Let ( org/W represent U96 9{ ( Haj/W}. If E is an equational or definite clause
equality theory such that for any term t and substitution fr, cU ‚;(t = ct) = { t},
then the substitution E —instances on W of the constrained substitution 01/0 are
equivalent to those of the substitution with exceptions 0'—( ("bj/W.

Proof: NOtiCC that 3_W[0'] A "13_W[ W] €:} 3_W([0'] A "13_Var(a-u/) VVG ‘PAWEW Ow: W),

since W ; Var(0')nVar('P). And V E'I’AweW ow=ylw <=» [UwewUEwwr-y/w:
we  W) ] ,  since we are in a model of E . In the free algebra, the result follows from_
Lemma 4.2. .

Let us call a theory E Q-free (cf. Szabo 1982, Biirckert et al. 1989), if for all
function symbols f of the signature

f(s;,. . .‚s„) =Ef(t1,. „In) implies S; =(; t; (]  S i  Sn) .

Then the following corollary to the Translation Theorem holds.

4 .  6 Corollary: Let {aa)/W represent Uaeefleoj/W}. If E is an .Q-free equational
or definite clause equality theory, then the substitution E -instances on W of the
constrained substitution 01/9 are equivalent to those of the substitution with
exceptions G—( (aw/W.

Proof: From the Translation Theorem we get that the substitution E-instances of
0—(00')/W are equivalent to those of 07/U969cU5(mv= Saw: we W). It remains to be
shown that for every Ge  @, 9 is a most general unifier for ( 0w: Bow: weW )3.
Obviously 9 is an E-unifier (idempotency of 6). By the Q-freeness property we have that
every solution of the problem is an instance of 9: how :1; 190w for allweW ) implies
Äx =5  ‚lex for all x e Var(0'W) , and the idempotency of 6 implies 2.x =5  Äßx for all
variables x @ Var(90'W). Hence Ä is an E—instance of 6. I

Consider the equational theory E given by [f(a, x) : f(a, y)} over the signature
containing only the constant symbol a and the binary function symbol f. First, if we
ignore the warning concerning equality theories given in part 2 of the Translation Lemma,
we would translate the constrained substitution {x é—f(a, u)} l/ {u <— a} into the
subst i tut ion with exceptions {x é -fla ,  u)}-—{x <——f(a, a)} which due to E i s
inconsistent. But notice the constrained substitution also simplifies to {x <—-f(a‚ u)} (u
can take on any value), so the lemma is clearly not applicable for this equality theory.

Redundancy

The form of substitutions with exceptions or constrained substitutions given can
sometimes be further simplified. There may be redundant exceptions or constraints, that
is ,  if we remove them, we will have exactly the same instances as before. For example,
in the context of the empty equational theory, consider the following substitution with
exceptions on [x, y}:

{x <—f(u‚ V) ,  y <—a} - {{x <-—f(8(2)‚ b)}, {x <——f(8(6)‚ b)}, {36 <—f(w‚ b), y <- dj}.

This can be simplified to
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(x r- f(u, v), y r- a} - ({x r- f(g(z), b)}}. 

Even worse, consider the following two substitution with exceptions on {x}: 

(x r- f(u)} - ({x r- f(f(v»}} and (x r- f(f(v»}. 

In this case the effect of the exception is negated by the second substitution, and together 
they simplify to 

(x r- f(u)}. 

In our experience with an experimental interpreter for logic programs using syntactic
 
equality and constrained substitutions, these forms of redundancy and others besides
 
were common. The identification of redundant constraints, exceptions or substitutions is
 
a key problem as it can significantly simplify a solution's representation, as well as
 
subsequent computation making use of the solution.
 

The following six cases of redundant exceptions may arise:
 

Case I: An exception '1'0 is an instance of the other exceptions, that is, '1'0 is an "E-merge"
 
of a subset of '¥\ {'I'ol (E-merges can be computed by E-unification: an E-merge of a set
 
of substitutions is any E-unifier of the conjunction of the equational representations of
 
those substitutions, cf. Herold 1987 for more details and some results on E-merging).
 
This is the case for the second exception in the first example above.
 

Case II: An exception '1'0 and the substitution (f have no common E-instances, that is,
 
they have no E-merge. This is the case for the third exception in the first above.
 

Case Ill: As a combination of the above two cases, some instances of 1fI0 are instances of
 
'¥\ {lfIol and the others are not instances of (f.
 

Case IV: Another substitution with exceptions in the set covers those instances that would
 
be excluded by an exception '1'0- This is the case in the second example above.
 

In addition, the following two cases of redundant substitutions with exceptions may arise:
 

Case V: A substitution with exceptions is a special case of one another in the set.
 

Case VI: A substitution with exceptions is a special case of several others in the set.
 

To make these forms more explicit we need to define, first, what it means for 
substitutions with exceptions and constrained substitutions to be free of redundancy, and 
second, how relative instantiation of them can be compared. Instantiation is used as a tool 
to detect redundancy. The notion of "redundancy-free" is captured by the definition of 
reduced below; this is analogous to the definition for reduced definite clauses used in 
Generalised Subsumption (Buntine 1988). 

4.7 Definition: A set of substitutions with exceptions {(ft-'¥t: lE l}on V is reduced 
(or minimal) if, for any {(ft-'¥'t: lE K) produced by removing at least some exceptions 
or at least some substitutions with exceptions from {(ft-'¥t: lE l) and I;2K, there exists a 
substitution A, and an lE I such that A, ~E (ft-'¥t [Vj but no ICE K such that A, ~E (f/C-'¥'IC 

[~. . 
We call the process of removing an exception or a substitution with exceptions from 

a set of substitutions with exceptions reduction just when the substitution E-instances of 
the set remain unchanged by the removal. So if we cannot reduce a set of substitutions 
with exceptions any further, they must be reduced. 

The definition of reduced for constrained substitutions is equivalent. Notice that a 
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{x <—f(u‚ v}, y +— a} —- {{x <——f(g(2)‚ bu} .

Even worse, consider the following two substitution with exceptions on {x}:

{x <—f(u)} - {{x é—f(f(v))}} and {x Pflflv)»

In this case the effect of the exception is negated by the second substitution, and together
they simplify to

{x <— f(u)}-
In our experience with an experimental interpreter for logic programs using syntactic
equality and constrained substitutions, these forms of redundancy and others besides
were common. The identification of redundant constraints, exceptions or substitutions is
a key problem as it can significantly simplify a solution's representation, as well as
subsequent computation making use of the solution.

The following six cases of redundant exceptions may arise:
Case I: An exception Wo is an instance of the other exceptions, that is, Wo is an “E—merge”
of a subset of lI’\ {Wa} (E-merges can be computed by E-unification: an E-merge of a set
of substitutions is any E—unifier of the conjunction of the equational representations of
those substitutions, cf. Herold 1987 for more details and some results on E-merging).
This is  the case for the second exception in the first example above.
Case II: An exception Wo and the substitution 0' have no common E-instances, that is,
they have no E-merge. This is  the case for the third exception in the first above.
Case III: As a combination of the above two cases, some instances of 11/0 are instances of
'1’\ {wa} and the others are not instances of 0'.
Case IV: Another substitution with exceptions in the set covers those instances that would
be excluded by an exception Wo- This is the case in the second example above.
In addition, the following two cases of redundant substitutions with exceptions may arise:
Case V: A substitution with exceptions is a special case of one another in the set.
Case VI: A substitution with exceptions is a Special case of several others in the set.

To make these forms more explicit we need to define, first, what it means for
substitutions with exceptions and constrained substitutions to be free of redundancy, and
second, how relative instantiation of them can be compared. Instantiation is used as a tool
to detect redundancy. The notion of “redundancy-free” is captured by the definition of
reduced below; this is analogous to the definition for reduced definite clauses used in
Generalised Subsumption (Buntine 1988).

4 .7  Definition: A set of substitutions with exceptions { ol—‘I’l: zeßon V is reduced
(or minimal) if, for any {oi-W]: 16K] produced by removing at least some exceptions
or at least some substitutions with exceptions from {at—5”,: tel} and 12K, there exists a
substitution Ä. and. an t e l  such that 2, 25 (}}—'n"l [V] but no K'EK such that it 25 (Ix—‘1’}
[V]. ‘ _ I

We call the process of removing an exception or a substitution with exceptions from
a set of substitutions with exceptions reduction just when the substitution E-instances of
the set remain unchanged by the removal. So  if we cannot reduce a set of substitutions
with exceptions any further, they must be reduced.

The definition of reduced for constrained substitutions is equivalent. Notice that a
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single substitution with exceptions is reduced if and only if no exception can be removed 
from it. The following definitions of instantiation are a natural extension of the previous. 

4.8 Definition: Let W be any set of variables. We call a substitution with exceptions 
8-A an E-instance on W of a substitution with exceptions a-'P iff A. ~E 8-A IWj implies 
A. ~E a-'P IWj. We abbreviate this by 8-A ~E a-'P [Wj. 

We call a substitution with exceptions 8-A an E-instance on Wof a set of substitutions 
with exceptions {at-'Pt: 1 E I} iff A. ~E 8-A [Wj implies A. ~E at-'Pt [Wj for some index 
1. We abbreviate this by 8-A ~E {at-'Pt: 1 E I} [Wj.	 _ 

Again, the definitions of instantiation for constrained substitutions are equivalent. 
So a substitution with exceptions can be reduced from a set of substitutions with 
exceptions if it is an E-instance of the remaining substitutions with exceptions in the set. 
This notion of instantiation has a slightly different flavour to that found for common 
substitutions. For example, we showed above that (x r f(u)} is an E-instance on {x} of 

(x r j(u)} - ({x r f(j(v))}} and (x r f(f(v))}, 

but notice that it is not an E-instance of either of these substitutions taken individually. 

The following lemma shows how such E-instances can be detected recursively. 
This allows redundancy cases V and VI to be detected. 

4.9	 Instantiation Lemma: 1. An E-consistent (on W) substitution with 
exceptions 8-A is an E-instance on W ofa set of substitutions with exceptions 
{at-'Pt: lEl} (where lE [) if! 

8 ~E aI [Wj or 8-(Au{a J) ~E { at-'Pt: lE l-{1} } [Wj,
 
andfor some VIE 'PI and each pE cUd8w=ljIW: WEW)
 

p8 ~E A [Wj or p8-A ~E { at-'Pt: lE I-{ I} } [Wj.
 
2. Let E satisfy the conditions in part 2 of the Translation Lemma. An 
E-consistent (on W) constrained substitution 8//A is an E-instance on W ofa set 
of constrained substitutions {at//et : 1 E I} (where 1El) if! 

8~E aI [Wj or 8//(AueUE(8w=alw: WEW)) ~E{at//et: lEI-{1}} [Wj, 
andfor some 8E81 and every pE cUE(8w=8aIW: WEW) 

po ~E A8/Wj or PO//UAEAcUdpow=A.ow: WEW) ~E raJ/et: lEI-{ l}}fWj. 

Proof' 1. The left-hand side by definition is equivalent to: A. ~E 0[Wj and not A. ~E A [Wj 
implies there exists lE I such that A. ~E at [Wj and not A. ~E 'Pt [Wj iff A ~E 8 [Wj and 
not A~E A [Wj and not A~E alWj or A~E 0 [Wj and not A. ~E A [Wj and A. ~E 'PlWj 
implies there exists an lE I-{ I} such that A~E at [Wj and not A~E 'Pt [Wj. Note that as 
in the proof of the Translation Lemma part 1, A~E 0[Wj and A. ~E 'PIfWj iff A. ~E po [Wj 
for some pE cUE(OW= VfW: WE W) for some VIE 'Pi> and the result follows again by 
defmition and the Inconsistency Lemma. 

2. This follows from part 1 and the Translation Lemma.	 _ 

The Instantiation Lemma does have some simpler special cases. When comparing a 
single substitution against another, we get: 
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single substitution with exceptions is  reduced if and only if no exception can be removed
from it. The following definitions of instantiation are a natural extension of the previous.

4 . 8 Definition: Let W be any set of variables. We call a substitution with exceptions
6—A an E-instance on W of a substitution with exceptions a—‘Piff Ä. 25 6—A [W] implies
& 25 0—5" [W]. We abbreviate this by 6—A 25 0—5" [W].
We call a substitution with exceptions 6—A an E-instance on W of a set of substitutions
with exceptions {Gt—Y": t e 1} iff ). 25 6—A [W] implies Ä 25 03—3”, [W] for some index
t. We abbreviate this by 6—A BE {al—WL: t e I] [W]. I

Again, the definitions of instantiation for constrained substitutions are equivalent.
So  a substitution with exceptions can be reduced from a set of substitutions with
exceptions if it is an E-instance of the remaining substitutions with exceptions in the set.
This notion of instantiation has a slightly different flavour to that found for common
substitutions. For example, we showed above that {x €—f(u)} is an E-instance on {x} of

{x é-f(u)} — { {x <—f(f(V))}} and {x <— f(f(V))}‚
but notice that it is not an E-instance of either of these substitutions taken individually.

The following lemma shows how such E—instances can be detected recursively.
This allows redundancy cases V and VI to be detected.

4 . 9 Instantiation Lemma:  1 .  An E-consistent (on W) substitution with
exceptions 6—11 is an E—instance on W of a set of substitutions with exceptions
{at—Tl: E”  (where 1e I )  ifl"

623 0'1 [W] or  5—(Au{a‚}) _>_E{ (rl—W,: tel—{1}} [W],
and for some we '1’, and each pe cUE(6w= w: we W)

p6 2,; A [W] or p6—A ‚zb—{ 0,—n tel—[1]] [W].
2.  Let E satisfy the conditions in part 2 of the Translation Lemma. An
E-consistent (on W) constrained substitution 611A is an E-instance on W of a set
of constrained substitutions { 0'1 ”9,: t e I] (where 1e I )  if

6.25 0'; [W] or 6]](AucUE(6w_-=0',w: weW)) ..>.E {G: 1/8,: tel-[1}] [W],
and for some Be 01 and every pe cUE(6w= 903w: we W)

p6 25 A6 [W] or p6 l/UÄeAcUß—(pöw=löw: weW ) 25 { (TJ/61: te  I—[ 1}][ W].

Proof: I .  The left-hand side by definition is equivalent to: SL 25 6 [W] and not A 25 A [W]
implies there exists t e I  such that Ä, BE 0" [W] and not Ä 25 ‘I’, [W] iff Ä. 23 6 [W] and
not Ä. 2511 [W] and not it 23 O'IIW} or it 25 6[W] and not }. 25/1 [W] and Ä EE 'I’JW]
implies there exists an te  I—{ 1} such that it 23 0'l [W] and not }. 25 ‘I’l [W]. Note that as
in the proof of the Translation Lemma part 1, }, 25 6 [W] and Ä BE ‘I’][ W] iff Ä BE p6 [W]
for some pcE(6w= vw: we W) for some we ‘1’], and the result follows again by
definition and the Inconsistency Lemma.
2.  This follows from part 1 and the Translation Lemma. I

The Instantiation Lemma does have some simpler special cases. When comparing a
single substitution against another, we get:
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4.10 Corollary: 1. A substitution with exceptions a-A is an E-instance on W of a 
substitution with exceptions (1-'P if! a~E (1/Wj and there is some 'fiE 'P, such 
thatfor every pE cU(Ow=ljIW: WEW), p8~EA [W]. 
2. Let E satisfy the conditions ofpart 2 ofthe Translation Lemma. A constrained 
substitution a/fA is an E-instance on W of a constrained substitution <J//e if! 
a ~E (J [Wj and there is a (JEe, such that for each pE cUE(Ow=(Jow: WEW), 
pa~EAa[W]. 

The Instantiation Lemma also yields results for detecting redundant exceptions or 
constraints, and so allows redundancy cases I-IV to be detected. 

4.11 Corollary: 1. The exception 'floE 'P] can be reduced from 'P] in the set of 
substitutions with exceptions {ut-'Pt: lE l} on W (where lE I) if! for each 
pECUE(cy]w='fIow: WEW) 

or
 
PUl-'P] \ {'fItJ ~E { Ut-'Pt:lE l-{ I} } [Wj.
 

2. Let E satisfy the conditions in part 2 ofthe Translation Lemma. The constraint 
00E 8] can be reducedfromS] in the set of constrained substitutions {CYJf8t: lE l} 
on W (where 1E I) if! 

(Jo(J] ~E 8](J] \ {(Jou]) [Wj 
or 

(Jo(J]//UBe8N90} cUE((JOCYI W=(JU]W: WEW) ~E{(JJf8t: lEI-{l}} [Wj. 

As an example of Corollary 4.11 Part 2, let x,u,VE 'lI and let E be given by the 
equation (f(x, a)=f(y, a)}, and consider the single constrained substitution (J//S on 
W={x) given by (xr-f(u,v)} // { {ur-b,vr-a}, {ur-c,vr-a} }. Suppose we wish to 
apply the corollary with (Jogiven by {ur-b,vr-a}. The lemma says to reduce (Joiff (JoCY 
~E e(J \ {(JoCY) [W]. Clearly this holds true. Notice that if we apply the Translation 
Lemma it can be readily seen that (Jo should reduce. Notice also, that a candidate 
simplification of Corollary 4.11, reduce (Joiff °0 ~E e \ {(JOJ [Var((JW)j does not 
correctly predict the reduction. 

Complete Representations 

As with substitutions we are interested in representative sets of substitutions with 
exceptions or constrained substitutions. Therefore we define a set of substitutions with 
exceptions S to be a complete representation for the solutions of a disunification problem 
( T, L1 )E' iff the instances of the elements of S are exactly the solutions of the 
disunification problem (again, where V=Var(~L1»: 

(i) A~E u-'P[Vj for some cy-'P E S implies A solves (~ L1)E (correctness) 

(ii) It solves (T, L1)E implies It ~E u-'P[Vj for some (J-'P E S (completeness) 

Usually such a representative set should not contain inconsistent elements, we require: 

(iii) (1-'P is E-consistent on V for all (J-'P E S (consistency) 

A final property, possibly pertaining to a representative set is minimality or reduction; this 
was described for substitutions with exceptions in the previous section. Representative 
sets of constrained substitutions are defined analogously. Obviously these definitions are 
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4 .10  Corollary: I . A substitution with exceptions 5—A is an E-instance on W of a
substitution with exceptions o—‘I’ifi 8 25 61W] and there is some we '1’, such
thatfor every p e cU(8w= WW: we W), pö  23A [W].
2 .  Let E satisfi’ the conditions of part 2 of the Translation Lemma. A constrained
substitution (SI/A is an E-instance on W of a constrained substitution 01/6 ifl‘
5 25 O' [W] and there is a Ge @, such that for each p e cUE(5w= 90w: weW),
p5 25 A5 [W].

The Instantiation Lemma also yields results for detecting redundant exceptions or
constraints, and so allows redundancy cases I-IV to be detected.

4.11  Corol lary:  1 .  The exception was ‘I’, can be reduced from 'P, in the set of
substitutions with exceptions { al—Y’l: tel] on W (where 1 e I) ifi for each
pe cUE(O'1w= WoW-' we W)

Pal-215.111 \ {Va} [W]

pc,-Wü {Wa} ‚zb—{ affine I—{ 1 } }  [W].
2 .  Let E satisfy the conditions in part 2 of the Translation Lemma. The constraint
605 81 can be reduced from @1 in the set of constrained substitutions { 01/16,: 161}
on W (where 161) ifi

or

9051213 9101 \ {900 '1}  [W]
or

900 1//Uae emeo} CUE( 9001W= 90'1W-' WE W ) 21; { (TJ/91! IE I-{ I)} [W] .
As an example of Corollary 4.11 Part 2, let x,u,ve ‘V and let E be given by the

equation {f(x, a)=f(y, a)}, and consider the single constrained substitution 01/9 on
W={x} given by {x<—f(u,v)} [][ {ué—b,v<'—a}, {ut—c,v<—a} } .  Suppose we wish to
apply the corollary with ()0 given by {ur—b,vr—a}. The lemma says to reduce Goiff 606
23 @o‘\ {900} [W]. Clearly this holds true. Notice that if we apply the Translation
Lemma it can be readily seen that 90 should reduce. Notice also, that a candidate
simplification of Corollary 4.11, reduce Boiff 60 2E @\  { 90} [Var(oW)] does not
correctly predict the reduction.

Complete Representations

As with substitutions we are interested in representative sets of substitutions with
exceptions or constrained substitutions. Therefore we define a set of substitutions with
exceptions S to be a complete representation for the solutions of a disunification problem
( F, A )5, iff the instances of the elements of S are exactly the solutions of the
disunification problem (again, where V=Var(1111)):

(i) l _>_E a—‘P [V] for some o—‘I’ e S implies Ä solves ( F, A )5 (correctness)
(ii) it solves ( I", A )5 implies il. BE a—‘I’ [ V] for some a—‘I’ e S (completeness)

Usually such a representative set should not contain inconsistent elements, we require:
(iii) o—‘I’is E-consistent on V for all 0—5? e S (consistency)

A final property, possibly pertaining to a representative set is minimality or reduction; this
was described for substitutions with exceptions in the previous section. Representative
sets of constrained substitutions are defined analogously. Obviously these definitions are
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again consistent with the corresponding definitions for common substitutions; 
correctness, completeness and minimality for a set of substitutions are equivalent to 
correctness, completeness and minimality for the set of substitutions considered as set of 
substitutions with (empty) exceptions or constraints. 

Again we call a theory finitary (w.r.t disunification), if every disunification problem 
has a finite complete set of substitutions with exceptions or constrained substitutions 
representing all its solutions; and we call it unitary (w.r.t. disunification), if the solutions 
of every disunification problem can be represented by a single substitution with 
exceptions or constrained substitution. 

The logical interpretation of correctness and completeness is as follows. 

4.12 Corollary to Lemma 4.2: Let ( r, .1 )E be a disunification problem, 
V~Var(r,.1). 
1. aJ' A substitution with exceptions a-IJ' on V solves the disunification 
problem or is E-inconsistent on V if! 

!FE 1= \;f([a] /\ -a_vI'l'] => r /\ .1 ) 
b) A set of consistent substitutions with exceptions ( at-lJ't: l € I) on V is a 
complete representation ofthe disunijication problem if! 

!FE 1= \;fv ( r /\ .1 ~ V l € I ( 3_vIaJ /\ -a_vIPJ )) 
2. Corresponding results holdfor constrained substitutions, with 

3_vIaJ /\ -,3_v{PJ replaced by 3_y{{a] /\ -,3-var(oV>!ej), etc. 

4.2 Representation of Solutions 

The following Representation Theorem shows that the solutions of a disunification 
problem can be obtained as instances of certain sets of substitutions with exceptions or 
constrained substitutions that are generated by solving unification problems only. It 
depends on some easy transformations of the solution sets (cf. Lassez et al. 1987): 

SdT, .1) = UdTJ-Up ~q E.1Udp = q) = UdTJ-Up ~q E.1UdT,p = q). 

Part 1 of the theorem corresponds to the first transformation, part 2 and 3 to the second 
one. It essentially says that in this transformation the sets of solutions can be replaced by 
complete solution sets. Notice that when they exist, we can also use minimal unifier sets 
instead of arbitrary complete ones. 

4.13 Representation Theorem: Let ( r, .1 )E be a disunification problem, let 
V;;;J Var(T, .1), and let cU(A) denote a complete solution set on Var(A) for the 
unijication problem ( A )E' 
1. Let P:= Up~ EL1 cU(p =q), then 

{a-P: a € cU(TJ but not a ;?EP{V]} 
is a complete set ofsubstitutions with exceptions for ( r, .1 )E' 

2. Let 4>0-:= UP~E.1CU(ap = oq), then 
(otf4>o-: a € cU(n but not e ;?Eeo-IVar(oV))} 

is a complete set of constrained substitutions for ( r, .1 )E' 
3. Let eo-:= U", EIf/ cur av = 'IfV: v € V ),for all a € cUrTJ, then 

(otteo-: a € cUrn but not e ;?EBo- IVar(oV)) } 
is a complete set of constrained substitutions for ( r, .1 )E' 
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again consistent with the corresponding definitions for common substitutions;
correctness, completeness and minimality for a set of substitutions are equivalent to
correctness, completeness and minimality for the set of substitutions considered as set of
substitutions with (empty) exceptions or constraints.

Again we cal la  theory finitary (w.r.t disunification), if every disunification problem
has a finite complete set of substitutions with exceptions or constrained substitutions
representing all its solutions; and we call i t  unitary (w.r.t. disunification), if the solutions
of every disunification problem can be represented by a single substitution with
exceptions or constrained substitution.

The logical interpretation of correctness and completeness is  as follows.

4.12 Corollary to  Lemma 4.2:  Let ( I", A )E be a disunification problem,
VgVar(RA).
] . a)‘ A substitution with exceptions 0—5" on V solves the disunification
problem or is E—inconsistent on V Üff

fi“: vac} A iVm =.» M A)
b) A set of consistent substitutions with exceptions { (r,—Wi: t e I} on V is a
complete representation of the disunification problem {ff

‚7121: VHF/ ‘4  @ Vlel (3_v[0J A “"—:v'f’J ))
2 .  Corresponding results hold for constrained substitutions, with

3_V[a,j A —1_:I_V[ 'I’J replaced by 3_V([o] A ——‚3_Va‚(ov)[ @]) ,  etc.

4.2 Representation of Solutions

The following Representation Theorem shows that the solutions of a disunification
problem can be obtained as instances of certain sets of substitutions with exceptions or
constrained substitutions that are generated by solving unification problems only. It
depends on some easy transformations of the solution sets (cf. Lassez et al. 1987):

SE(I_; A) : UÄÜ—Up ; tq GAUEQ, = q) = UEa-i—Up ;!q eAUdnp = q)

Part 1 of the theorem corresponds to the first transformation, part 2 and 3 to the second
one. It essentially says that in this transformation the sets of solutions can be replaced by
complete solution sets. Notice that when they exist, we can also use minimal unifier sets
instead of arbitrary complete ones.

4.13 Representat ion Theorem:  Let ( l“, A ),; be a disunification problem, let
V Q Var(1", A), and let CUM) denote a complete solution set on Var(A) for the
unification problem (A  )E.
I .  Let lP:= LJFW ea cU(p : q), then

{a—‘f’: O'e cU(D but not azg'I’lVJ}
is a complete set of substitutions with exceptions for ( I", A )5.

2. Let (DO. : =  Up,” 54 cU(op = O'q), then
{01/(DG:O' & cU(I') but not 8 zE@a[Var(oV)]}

is a complete set of constrained substitutions for ( F, A )E.
3. Let 80 :=  Uweupcw av = w: v eV)‚for all Ge  cU(1'), then

{ 07/90. : o e cU(D but not a 2,390 {Var(o‘V)] }
is a complete set of constrained substitutions for ( I", A )E.
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Proof: 1. A solves ( r, Ll)E then AS =E At for all S = t lE rand AP :FE Aq for all 
disequations p :F q lE Ll. Hence there is a 0' lE cUrl) with A ~E O'[V}. Assume A ~E 'P 
[V], then there is some p 'F q E L1 and some 1jF E cU(p = q) with A ~E 1jF[V]. Hence 
Ap =E Aq, a contradiction. 

Conversely let A~E O'IVI for some 0' lE cU(l), but not A~E '¥ [VI. Then obviously As 
= E At for all S = t lE r. Assume AP =E Aq for some p :F q lE Ll, then A is an instance of 
some", lE cU(p =q). That is A~E 'P lVI, a contradiction. 

2. A solves ( r, Ll)E then As =E At for all s = t lE rand AP :FE Aq for all p 'F q lE Ll. 
Hence there is some 0' lE CU (r) and some r with A =E rO'[V} . Assume r ~E cI>a 
[Var( aV)}, then there is some p :F q lE Ll and some ({J lE cU(O'p = O'q) with r ~E ({J 

[Var(aY)}. Hence J'UP =E 'jUq, and therefore Ap =E Aq, a contradiction. 

Conversely let A=E 'jU [V} for some 0' lE cUrl) and some y, such that ris not an instance 
of cI>(j' Then obviously As =E A..t for all s = t lE r. Assume Ap =E Aq for some p :F q in 
Ll, that is rap =E rO'q. Hence there is some ({J lE cU(O'p = O'q), with r~E ({J [Var(O'V)}. 
Therefore r ~E cI>a [Var(aY)}, again a contradiction. 

3. A solves ( r, Ll)E then As =E At for all s = t lE rand AP :FE A..q for all p :F q lE Ll. 
Hence there is some 0' lE cU(r) and some rwith A=E rO'[V}. Assume r~Eea 
[Var(O'V)}, then there is some p :F q lE Ll, some -r lE cU(p =q), and some 0 lE cUraV = 
-rV) with r ~E 0 I Var(aY)}. Hence we have Oox =E On for all variables x lE V and there 
is some f3 with 'n' =E {39y for all Y lEVar(O'V). Then the following equality chain holds: 
Ax =E rox =E {3f}(JX =E {30'fX for all x lE V. This is A~E -r IV}, and hence Ap =E A..q, a 
contradiction. 

Conversely let A =E 'jU [V} for some 0' lE cUrI) and some y, such that ris not an instance 
of e(j' Then obviously As =E A..t for all s = t lE r. Assume AP =E A..q for some p :F q in 
Ll, then A is an instance of some -r lE cU(p =q), hence A =E {3-r [V} for some {3. By the 
separation assumptions DOMO'= DOM-r= V and VCODO'n VCOD-r =f', hence {3and r 
can be chosen, such that DOM{3 n DOMr= f' and DOMr=Var(O'V). Hence the 
substitution 0 with ex := f3x for x lE DOM{3 and ex := ~ for x lE DOMris well-defined 
and A =E 00' =E O-r [V}, Le. f} lE cU(O'V = -rV). By definition ~= Ox for all variables 
x lE Var(O'V), hence r ~E ea [Var(O'V)}, again a contradiction. • 

Obviously the theorem also holds if we restrict ourselves to ground solutions. The 
above substitutions with exceptions and constrained substitutions also represent all 
ground solutions of the given disunification problem; but remember the note after the 
Inconsistency Lemma. 

As an easy corollary of the Representation Theorem we have that the type unitary or 
finitary for a given theory is the same with respect to both unification and disunification, 
and the solutions can be represented by substitutions with finitely many exceptions or 
constraints. 
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Proof: 1. Ä. solves ( I", A )E then its =3 it for all s = t e I‘ and Äp #E Äq for all
disequations p #q  6 A. Hence there is a a e cU(F) with Ä, 25 01V]. Assume it 25 'P
[V], then there i s  somep  ; t q  e A and some V e cU(p = q) with 2, 25 y/[V]. Hence
Äp = E M, a contradiction.
Conversely let }, 25 01V] for some 0' e cU(F), but not 2. 25 lI’IV]. Then obviously ls
=E JLt for all s = t e I". Assume Äp =E M for some p #q  e A, then 2. is an instance of
some we  cU(p = q). That is Ä. 25 ‘I’I'Vl, a contradiction.
2. Äsolves(1"‚A)E thenls  25/1! for a l l s  == t e  Fand 21p #Eqora l l p  atq e A.
Hence there is some a e cU(F) and some ’ywith Ä, =5 70'] V]. Assume 725 (D0
[Var(0'V)], then there is some p ‚iq e A and some (a E cU(op = 021) with 7.25 a)
[ Var( 0V)] . Hence 70p = E 7021, and therefore Äp = E M, a contradiction.
Conversely let Ä. ==E ”ya/V] for some 0' e cU(D and some y, such that yis not an instance
of (Do, Then obviously is =5 lt for all s = t e 1". Assume Äp = E Äq for some p #q  in
A, that is 70p =5 yoq. Hence there is some (p e cU(op = 021), with 725 (p [Var(0'V)].
Therefore 723 (Do [Var(oV)], again a contradiction.

3.1solves(F,A)Ethen/ 'Ls  =51: f o r a l l s :  t e  Fand Äp #E/‘qorallp #qe  A.
Hence there i s  some 0‘ e cU(F) and some 'ywith 2. ==E 701V]. Assume 72560.
[Var(oV)], then there i s  some p #q  5 A, some 1: e cU(p = q),  and some 6 e cU(oV =
'rV) with 9/25 9 [Var(0'V)]. Hence we have Box z,; 97a: for all variables x e V and there
is some ß with )9! =5  [39y for all y eVar(o1/). Then the following equality chain holds:
2.x z,; yox ==Eß90x ==E [3t for allx e V. This is JL 25 *r [V], and hence Äp =E Äq, a
contradiction.
Conversely let Ä, =3  70 [V] for some 0' e cU(17 and some 7, such that yis not an instance
of 60. Then obviously Rs = E it for all s = t e I". Assume Äp = E M for some p # q in
A, then it is an instance of some 1' e cU(p = q), hence JL = E ß“: [V] for some ß. By the
separation assumptions DOMO' = DOM'z' = V and VCODO'n VCOD1: = 0,  hence B and 7
can be chosen, such that DOMß n DOM7= 0 and DOM'y-t Var(O'V). Hence the
substitution Gwith 0x := fix for x & DOMß and 9x :=  ya for x e DOMyis well-defined
and }L =}; 60' =}; 61 [V], i.e. 9 e cU(0'V = TV). By definition 10:: 9x for all variables
x e Var(0'V)‚ hence 725 90 [Var( O'V)], again a contradiction. I

Obviously the theorem also holds if we restrict ourselves to ground solutions. The
above substitutions with exceptions and constrained substitutions also represent all
ground solutions of the given disunification problem; but remember the note after the
Inconsistency Lemma.

As  an easy corollary of the Representation Theorem we have that the type unitary or
finitary for a given theory is the same with respect to both unification and disunification,
and the solutions can be represented by substitutions with finitely many exceptions or
constraints.
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4.14 Corollary: a) E is unitary with respect to unification if! E is unitary with 
respect to disunification. In this case the solutions ofdisunification problems 
can be represented by one substitution with finitely many exceptions or 
constraints. 
b) E is finitary with respect to unification if! E is finitary with respect to 
disunification. In this case the solutions of disunification problems can be 
represented by a finite set of substitution with finitely many exceptions or 
constraints. 

The above results show that, provided we have a unification algorithm 
E-VNIFY(n for a theory E, that always computes a finite, complete set of E-unifiers for 
a system of equations r and an algorithmus E-CONSISTENT((5-'1') for E-consistency 
tests of substitutions with exceptions or constrained substitutions, we also get a 
disunification algorithm E-DISUNIFY(I:L1) for E, that computes a finite and complete set 
of substitutions with (finitely many) exceptions or constraints solving the disunification 
problem (T, A)E' The consistency test can be done by E-unification. We only give the 
algorithm for substitutions with exceptions corresponding to part 1 of the Representation 
Theorem; it can easily be extended for the constrained substitutions of part 2 or 3 of the 
theorem. 

4.15 Algorithm E-DISVNIFY(r, p) ~ qj> ... , Pn ~ qnJ 

Input:	 A system of equations rand disequations p} ~ qJ' ... , Pn ~ qn 

1.	 cV:= E-UNIFy(n, 
cUI := E-UNIFY(PJ = q}), ..., cUn := E-VNIFY(Pn = qnJ 

2.	 '1':= cV} u ... ucUn 
3.	 S:= {(5-'P: G E cV and E-CONSISTENT((5-'P)) 

Output:	 A finite, complete set S of substitutions with (finitely many) exceptions 
solving the input system or the empty set, if the input system has no 
solutions. 

Notice that the system is not solvable iff the equation part is unsolvable or none of 
the computed substitutions with exceptions has an instance. If some of the unification 
problems corresponding to the disequations have no solution, then these disequations are 
redundant, Le., the disunification problem has the same solutions, if we drop these 
disequations. More generally, we have the following result, that follows immediately 
with the Representation Theorem. 

4.16 Redundancy Lemma: Let ( T, A, Po ~ qo )E be a disunification problem. 
Equivalent are: 

(i) Po ~ qo is redundant 
(ii) VE(r,po= qo) c Up~q€~UE(r,P =q) 
(iii)	 'r ~EUp~q€~cUdr,p=q)foreach 'rE cVdT,po= qo) 

(cVE(A) denote complete subsets ofthe sets UE(A)) 

We cannot get the stronger result of Proposition 21 of Lassez et al. (1987); this 
holds only for theories E that are unitary with respect to unification: 

Po ~qo is redundant, if! VdT, Po =qo) ~ UE(T, p =q)for some p ~q E L1. 
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4.14 Corollary: a) E is unitary with respect to unification if E is unitary with
respect to disunification. In this case the solutions of disunification problem
can be represented by one substitution with finitely many exceptions or
constraints.
b) E is finitary with respect to unification if E is finitary with respect to
disunification. In this case the solutions of disunification problems can be
represented by a finite set of substitution with finitely many exceptions or
constraints.

The above results show that, provided we have a unification algorithm
E-UNIFY(D for a theory E, that always computes a finite, complete set of E-unifiers for
a system of equations F and an algorithmus E-CONSISTENT ( G—Y’) for E-consistency
tests of substitutions with exceptions or constrained substitutions, we also get a
disunification algorithm E-DISUNIFY(F,A) for E, that computes a finite and complete set
of substitutions with (finitely many) exceptions or constraints solving the disunification
problem ( F, A )E. The consistency test can be done by E—unification. We only give the
algorithm for substitutions with exceptions corresponding to part 1 of the Representation
Theorem; it can easily be extended for the constrained substitutions of part 2 or 3 of the
theorem.

4.15 Algorithm E-DISUNIFY(F, p} i q ] ,  , p„ #q„)
Input: A system of equations F and disequations p , #q j ,  , p„ ;éqn

1.  cU := E—UNIFY(F),
CU, := E-UNIFYÜ), = q,)‚..., cU„ := E-UNIFY(p„ = q")

2 .  W: :  CUIU. . .UCUn

3 .  S :=  {cr—'I’: ae  CH and E-CONSISTENT(0’——'P)}

Output: A finite, complete set S of substitutions with (finitely many) exceptions
solving the input system or the empty set, if the input system has no
solutions.

Notice that the system is not solvable iff the equation part is unsolvable or none of
the computed substitutions with exceptions has an instance. If some of the unification
problems corresponding to the disequations have no solution, then these disequations are
redundant, i.e., the disunification problem has the same solutions, if we drop these
disequations. More generally, we have the following result, that follows immediately
with the Representation Theorem.

4.16 Redundancy Lemma: Let ( 1"} A, po atqo )E be a disunification problem.
Equivalent are:

(i) po #qo is redundant
(ü) UE(F‚ P0 = 510) Q Up ‚„, GAUE(F‚P = Cl)

(iii) t ?.gUp #q eAcUEUIp = q)for each 1' e cUE(F, po = qo)
(CU EM) denote complete subsets of the sets U E( A))

We cannot get the stronger result of Proposition 21 of Lassez et al. (1987); this
holds only for theories E that are unitary with respect to unification:

po #qo  is redundant, ifl'Ub-(F, po = qo) :UE(E p = q)for somep #q  5 A.
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Here we still have more, since now the solutions of every unification problem can be 
represented by a single most general unifier, say ero for UE(r, Po = qo) and eri for 
UE(r, Pi = qi) for each Pi ~ qi € ..1: 

Po ~ qo is redundant, if! era :ZE erdor some i. 

4.3	 Propagation and Merging of Solutions 

In order to solve systems of equations one usually solves them sequentially that is solving 
the equations step by step setting in the solutions of former equations into the later ones 
(propagation), or one solves all equations quasi-parallel unifying the solutions (merging). 
It is well-known that these approaches lead to complete sets of solutions for a system, 
provided the intermediate steps produce complete solution sets (the proofs are very similar 
to those of the Representation Theorem and can be found for example in Biirckert 1989; 
see also Ohlbach 1986, Herold 1987). We generalize these results for substitutions with 
exceptions and constrained substitutions. 

4.17	 Propagation Lemma: Let ( r/, ..1 / hand ( r z , L1 z )E be two 
E-disunification problems, V:::J Var( rI, L1/, r z , L1z), and cU(A) denote a 
complete solution set on Var(A) for the unification problem (A )E' Let 
'1':= Up ~q € .1] u 4Z cU(p = q), then 

{('rer)/y-'I': erEcU(rj ), 'rEcU(err2) but not 'r<1 :ZE'I' [V]}
 
is a complete solution set for (rb r 2, L1b L12 )E'
 

Proof: It is well-known that {('r<1)/v: erEcU(rj ), 'rECU(<1rz)} is a complete solution set 
for( r j , r z )E' Hence the theorem follows with the Representation Theorem. • 

4.18 Merging Lemma: Let ( r b L1 j )E and ( r z, L12 )E be two E-disunification 
problems, let V;;) Var(r], L1]> r 2 , L12), and let cU(A) always denote a complete 
solution set on Var(A) for the unification problem (A )E' Let 
B m := U{cU(av = VfV, VfV = -rv: V€V): 'I'€cU(p =q)forp ~q € L1] vL1z}· 
Then: 
{(oa)/v!fBur'C1€CU(rj ),-rEcU(rz),oEcU(ov=tv:vEV),but not e~EBm[Var(&1V)]} 

is a complete solution set for ( r b r 2, L1b L1Z )E (notice, that 0<1 =E o-r IV]). 

Proof: Again the proof follows with the Representation Theorem and the fact that 
{(O<1)/v: er€ cU(rj ), 'rECU (rz), OECU(OV = -rv: V€V)} is a complete solution set for 
(rj , r z )E' • 

Notice, that by the symmetry of the Merging Theorem we have also shown the 
solutions are independent of the ordering of equations and disequations in the system. 

We can also formulate a propagation theorem for the second form of substitutions 
with exceptions and a merging theorem for the first form. Notice, that the first and 
second part of the Representation Theorem are special cases of propagation and merging, 
where L1] and r 2 are empty. Additionally we can have some versions of merging or 
propagation analoguously to part 3 of the Representation Theorem. However, these cases 
are similar to the above two versions, but still more technical. 

4.4	 Restricting Variables 
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Here we still have more, since now the solutions of every unification problem can be
represented by a single most general unifier, say 0'0 for U E( I", p0 = qo) and 0',- for
UE(I", p,- = q,-) for each p,- atqg 6- A:

po # qo is redundant, ifl 0'0 23 Ggfor some i.

4.3 Propagation and Merging of Solutions

In order to solve systems of equations one usually solves them sequentially that is solving
the equations step by step setting in the solutions of former equations into the later ones
(propagation), or one solves all equations quasi—parallel unifying the solutions (merging).
It is  well-known that these approaches lead to complete sets of solutions for a system,
provided the intermediate steps produce complete solution sets (the proofs are very similar
to those of the Representation Theorem and can be found for example in Biirckert 1989;
see also Ohlbach 1986, Herold 1987). We generalize these results for substitutions with
exceptions and constrained substitutions.

4.17 Propagation Lemma: Let ( F„ A ,  )E and ( F2, A2 )E be two
E-disunification problems, V 2 Var(l",, A„  Q,  AZ), and cU(A) denote a
complete solution set on Var(A) for the unification problem (A )E. Let
W::  Up#q1U426U(p  = Q), then

{(m)/WT: 0'c(1‘1), tcs) but not ”UGBEY’[V]}
is a complete solution set for (1}, F2, A], A2 )5.

Proof: It is  well-known that {( cc)/V: 0'c(1‘1), re cU( 0'13) } is a complete solution set
for(1"„ F2 )E. Hence the theorem follows with the Representation Theorem. I

4.18 Merging Lemma: Let ( I}, A 1 )E and ( F2, A; )E be two E-disunification
problems, let V .: Var(1"„ A„ F2, 42), and let CUM) always denote a complete
solution set on Var(A) for the unification problem (A )5. Let
em :=  U{cU(O'v = VN, W = Tv: veV):  WECUQ) = q)forp #q  e A] UAZ} .
Then:
{( Sofia/601: oe cU( F, ), re cU( F2)‚öe cU(  O'v=1'v:ve V),but not 82590., [ Var{ 80V)]}
is a complete solution set for ( F„ I}, A1, A2 )E (notice, that 60' = E 511W).

Proof: Again the proof follows with the Representation Theorem and the fact that
{Maj/V: ae cU(I‘1), 1:c (F2), öc(0'v = Tv: ve  V)} is  a complete solution set for
(FI :F2)E'  .

Notice, that by the symmetry of the Merging Theorem we have also shown the
solutions are independent of the ordering of equations and disequations in the system.

We can also formulate a propagation theorem for the second form of substitutions
with exceptions and a merging theorem for the first form. Notice, that the first and
second part of the Repre sentation Theorem are special cases of propagation and merging,
where A 1 and F2 are empty. Additionally we can have some versions of merging or
propagation analoguously to part 3 of the Representation Theorem. However, these cases
are similar to the above two versions, but still more technical.

4.4 Restricting Variables
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For a given disunification problem( r, A )E' one may not always be concerned about 
solution values for all the variables in Var(r, A). Some variables may be auxiliary 
variables, which only play an existential role. A value for them must exist, but the actual 
value is of no consequence. For example, all solutions for the problem 

(f(x, g(u» =f(y, y), x # g(a»~ 

for the variables in V = {x,y,u} can be represented by 

(x f- g(u), Y f- g(u)} -{x f- graY}. 

Suppose, however, that, only solutions for variables in V ={y} are required, so the 
variables x and u play an existential role. In this case, solutions can be represented by 

(y f- g(u)} -(y f- g(a)}. 

The exception needed to be restructured in this case to account for the fact that x no longer 
existed in the substitution. Denote this process of removing existential parameters as 
finding the restriction of a substitution with exceptions. The treatment below introduces 
the general problem of existential parameters and then shows how to resolve the problem 
using restrictions (cf. Nutt et al. 1989, for the case of solving equations only). 

Let us denote the problem to resolve a system r u L1 of equations and disequations 
over !FE for just the variables in Vas an E-disunification problem on V, written ( r, A )E 
on V. Variables in Var(r,A) -V are the existential parameters for the problem. 

An E-solution of ( r, A)E on V is every substitution (j E Sf[J'.B(V, lJ1, such that 
there exists a substitution 't' E Sf[J'1J( Var(r,A) -V, '0 with (j't'S =E cm for each s = t E r 
and (j't'p #E a't'q for each p = q E Lt. Whether a set of substitutions with exceptions or 
constrained substitutions is a correct and complete representation of a disunification 
problem on V is defined as before. 

In accord with Lemma 4.2, the logical interpretation of a solution to ( r, Lt )E on V 
is an assignment to variables in V such that 3_v (r 1\ Lt ) is true in !FE' 

4.19 Corollary to Lemma	 4.2: 1 a). A substitution with exceptions a-P on V 
solves the disunification problem ( r, Lt )E on V or is E-inconsistent on V 

if! !FE F V' ( I aJ 1\ -a_vIP) ~ 3_v (r 1\ Lt » 
Ib) and 2. Corresponding results hold for completeness andfor constrained 
substitutions. 

To find a solution for a disunification problem ( r, A )E on V, it is clearly sufficient 
to find a solution to the disunification problem (r, L1)E (on Var( r, A) ) and then remove 
the existential parameters, that is, the variables in Var( r, L1 )-V. 

4.20 Definition: The E-restriction of a substitution with exceptions (j-Pon U to a set 
of variables VcU is a substitution with exceptions 8 -A on V such that A ~E (j-P IU) 
implies A/v ~E 8-A IV), and A~E 8 -A IV) implies there exists a substitution 't'such that 
A't' ~E (j-P IU). This E-restriction is denoted (j-P lv, where E and U are to be taken 
from context. • 

A corresponding definition naturally holds for the E-restriction of a constrained 
substitution, and for restrictions in algebras other than the free algebra. The definition is 
also consistent with the common one for substitutions. An algorithm for constructing an 
E-restriction is not nearly as simple as it is for substitutions, however. An algorithm 
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For a given disunification problem(1", A )E, one may not always be concerned about
solution values for all the variables in Vena", A). Some variables may be auxiliary
variables, which only play an existential role. A value for them must exist, but the actual
value is of no consequence. For example, all solutions for the problem

(fix, 3(a)) =f(y‚ y), x # g(a) )o

for the variables in V = {x, ‚u} can be represented by

{x <— g(u)‚ y <=— g(u)} ——{x <— g(a)}.
Suppose, however, that, only solutions for variables in V = {y} are required, so the
variables x and u play an existential role. In this case, solutions can be represented by

{y <— g(u)} -—{y 6- 3(a)}.
The exception needed to be restructured in this case to account for the fact that x no longer
existed in the substitution. Denote this process of removing existential parameters as
finding the restriction of a substitution with exceptions. The treatment below introduces
the general problem of existential parameters and then shows how to resolve the problem
using restrictions (cf. Nutt et a1. 1989, for the case of solving equations only).

Let us denote the problem to resolve a system F u A of equations and disequations
over 9}; for just the variables in V as an E-disunification problem on V, written ( F, A )5
on V. Variables in Var(I';A) —V are the existential parameters for the problem.

An E-solution of ( l", A )5 on V is every substitution 0' e 5 ‘Zlß(V, %, such that
there exists a substitution 1' e SUE Var(F,A) ~—V, % with ats = E art for each s = t e F
and mp #E Grq for each p = q 6 A. Whether a set of substitutions with exceptions or
constrained substitutions is a correct and complete representation of a disunification
problem on V is  defined as before.

In accord with Lemma 4.2, the logical interpretation of a solution to ( I"; A )E on V
is  an assignment to variables in V such that iv (F A A ) is true in Y3.

4.19 Corollary to Lemma 4.2: I a). A substitution with exceptions a—‘P on V
solves the disunification problem ( I"; A )E on V or is E-inconsistent on Viff %— != W107 A due} => iv (FA A ))
Ib) and 2 .  Corresponding results hold for completeness and for constrained
substitutions.

To find a solution for a disunification problem ( F, A )E on V, it is clearly sufficient
to find a solution to the disunification problem (1", A )E (on Var( I", A ) ) and then remove
the existential parameters, that is, the variables in Var( I"; A )——-V.

4.20 Definition: The E-restriction of a substitution with exceptions 6-5” on U to a set
of variables VgU is a substitution with exceptions 5 --A on V such that ). 25 a—‘I’I U ]
implies Ä/V 25 5 ——A [V], and Ä 23 5 -A [V] implies there exists a substitution 1: such that
Ar 23 a—‘Pl U]. This E-restriction is denoted 0—‘1’ /V, where E and U are to be taken
from context. I

A corresponding definition naturally holds for the E-restriction of a constrained
substitution, and for restrictions in algebras other than the free algebra. The definition is
also consistent with the common one for substitutions. An algorithm for constructing an
E-restriction is not nearly as simple as it is for substitutions, however. An algorithm
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makes use of the following other algorithms. The algorithm E-TRANSLATE(a-lf', U) 
computes a constrained substitution equivalent to the substitution with exceptions a-'P 
on U. The Translation Lemma part I specifies such an algorithm for finitary equality 
theories. The algorithm E-TRANSLATE-l(8/18, V) computes the corresponding inverse 
translation, for example, via Translation Lemma part 2. Finally,the algorithm E-UNIV
QUANT(8,U, V) computes a finite set of substitutions Q such that 

!FE F= V'v( 3_vIQ} <=> V'u\V =Lule} )). 

Some UNlV-QUANT algorithms are given below. 

4.21 Algorithm E-RESTRICT( a-'P, U,v) 

Input:	 A substitution with exceptions a-'Pon U and a set VC::U 
(It is assumed all existing substitutions are restricted to U and contain no 
variables in common other than those in U.) 

1. 8/18:= E-TRANSLATE( a-'P, U) 

2. e':= E-UNlV-QUANT(e ,var(8U), Var(8V)) 

3. S-A := E-TRANSLATE-l(O Iv//8', V) 

Output:	 A substitution with exceptions 8-A on V that is the E-restriction of a-'Pon U 
to V. 

4.22 Restriction Lemma: The E-restriction algorithm E-RESTRlCT is correct. 

Proof" The algorithm corresponds to the following transformations: 

3_v ( 3_u I a) A -3-a1 'P} ) 

<=> 3_v 3_u ( 18) A -3-Var(6U/8} ) (by step 1) 

<=> 3_v 3_u ( 10Iv) A -,V'Var(6U) \ Var(6V)3-Var(ool8} ) 

<=> 3_v 3_u ( 10Iv) A -3_Var(uv)!8'j ) (by step 2) 

<=> 3_v IS} A -,3_vl A] (by step 3) _ 

Notice that to construct the E-restriction of a constrained substitution, only step 2 in 
the algorithm is required. The relationship between E-restriction and translating 
constrained substitutions to substitutions with exceptions is a strong one. We also have: 

E-TRANSLATE-l(O/18, V) = E-RESTRICT(fJ-8, Vu Var(O), V). 

Finally, the definitions for restriction and the above results easily transfer to algebra or 
model families other than the free algebra. For the free algebra of syntactic equality, a 
UNIV-QUANT algorithm is particularly simple. 

4.22	 Lemma: For thefree algebra ofsyntactic equality, !F~, 

f/J-UNIV-QUANT(e, U, V):= {OEe: (U\ V) n Var(O) = f/J}. 

Proof" For any assignment to the variables in V, there always exist distinct constants that 
can be assigned to the variables in U \ V forcing every 10] such that (U \ V) n Var(O) #f/J 
to be false. The remaining substitutions are not effected by the quantification. _ 

Clearly, an identical result follows for A. Colmerauer's domain of infinite trees 
(1984) when an infinite supply of function symbols exists, and for theories such as AC. 
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makes use of the following other algorithms. The algorithm E-TRANSLATE(O'—'P‚ U)
computes a constrained substitution equivalent to the substitution with exceptions o—‘I’
on U. The Translation Lemma part 1 specifies such an algorithm for finitary equality
theories. The algorithm E-TRANSLATE-f ( 9/16, V) computes the corresponding inverse
translation, for example, via Translation Lemma part 2. Finally,'the algorithm E -UNIV-
QUANT(9 ,U, V) computes a finite set of substitutions I2 such that

9}; I: Vv(  34/[9] €:? VU\V3—U[@] ) ) .

Some UNIV-QUANT algorithms are given below.

4.21 Algorithm E-RESTRICT(0'—-'P‚ U‚V)
Input: A substitution with exceptions a—‘P on U and a set VCU

(It is assumed all existing substitutions are restricted to U and contain no
variables in common other than those in U.)

1. 9 „@ := E-TRANSLATE( a—‘I’, U)
2. 9' :=..- E-UNIV—QUANT(@,Var(eU), Var(9V))
3. ö—A := E-TRANSLATE'Iw/VIIQ’, V)

Output: A substitution with exceptions ö—A on V that is the E—resuiction of 0—5” on U
to V.

4.22 Restriction Lemma: The E—restriction algorithm E-RESTRICT is correct.

Proof: The algorithm corresponds to the following transformations:
3—V( 3—010] A “13-015?! )
iv 3_U( [9] A -3_Var(GU)[9} ) (by Step 1 )

iv 3-0 ( {WV} A "IVVarww \Var(9V)3—Var(90)[9] )
iv 3—0 ( [ 9/y] A —-3_Va,(gv)[6’] ) (by step 2)
3—V [5] A —-13_V[A] (by step 3) I

Notice that to construct the E—restriction of a constrained substitution, only stop 2 in
the algorithm is required. The relationship between E-restriction and translating
constrained substitutions to substitutions with exceptions is a strong one. We also have:

E-TRANSLATE'WOI/Q, V) = E—RESTRICT(6—6‚ V U Var(9), V).

Finally, the definitions for restriction and the above results easily transfer to algebra or
model families other than the free algebra. For the free algebra of syntactic equality, a
UNIV-QUANT algorithm is particularly simple.

31
11

11
1

4.22 Lemma: For the free algebra of syntactic equality, fa,
ß—UNIV—QUANYYQ, U, V) _:= {960  .' (U \  V) n Var(9) = 0} .

Proof: For any assignment to the variables in V, there always exist distinct constants that
can be assigned to the variables in U \ V forcing every I 9] such that (U \ V) n Var(6) at @
to be false. The remaining substitutions are not effected by the quantification. l

Clearly, an identical result follows for A. Colmerauer’s domain of infinite trees
(1984) when an infinite supply of function symbols exists, and for theories such as AC.
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5. Applications 

There are several applications for E-disunification. In recent papers logic programming 
(Goguen & Meseguer 1986, Jaffar et al. 1986, Gallier & Raatz 1986, Biirckert 1986) as 
well as term rewriting (Lankford & Ballantyne 1977, Peterson & Stickel 1981, Stickel 
1984, Jouannaud & Kirchner 1984) have been extended for unification or matching with 
respect to equational theories. The approach of A. Colmerauer - disunification as a 
constraint solving process for logic programming - is generalized in a naturally way to the 
above extension (section 5.1). Also H. Comon's application for disunification to show 
sufficient completeness for algebraic specifications given by term rewriting systems might 
be extended in such a way (equational theories may be used to specify non-free 
datatypes), cf. (Comon & Lescanne 1988). The huge number of solutions for 
AC-unification problems (BUrckert et al. 19892), where AC is the theory of associative 
and commutative functions, can be reduced by representing these solutions with 
substitutions with exceptions that solve suitable AC1-disunification problems (section 
5.2). Finally we consider certain applications in resolution based theorem proving, where 
disunification might be used to avoid certain redundancies in the search space (section 
5.3). 

5.1 Logic Programming and Disunification 

Negation has been a continuing problem in logic programming since its inception. A 
limited approach is negation as failure (Clark 1978, Lloyd 1984). But as illustrated in the 
introduction, this approach will always remain limited because some queries do not have 
solutions that can be expressed as substitutions. We outline a more general approach 
here. 

We shall take an abstract view of logic programming. A logic programming system 
transforms a query Q represented as a logical formula into an intermediate solution form S 
and then simplifies that intermediate form into an equivalent solution form A. The 
transformation process makes use of the logic program available to the system and is such 
that S implies Q in some special model or structure consistent with the logic program. 
The simplification process preserves equivalence in the model or structure. 

A simple example demonstrates this position well. Pure Prolog is the use of 
definite clause logic programs on the empty equality theory evaluated, for instance, using 
breadth-first linear resolution. 

logic program: defmite clauses 
transformation process: the application of modus ponens 
intem1cdiute solution [om1s: existentially quantified conjunctions of equations 
simplification process: the unification algorithm 
solution forms: substitutions 
model space: Herbrand models 

The various froms of linear resolution efficiently splice the transformation and 
simplification processes. 

In this subsection we present an abstract system for logic programming that uses the 
full power of disequation processing developed in Section 4. 
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5 .  Applications

There are several applications for E—disunification. In recent papers logic programming
(Goguen & Meseguer 1986, Iaffar et al. 1986, Gallier & Raatz 1986, Biirckert 1986) as
well as term rewriting (Lankford & Ballantyne 1977, Peterson & Stickel 1981, Stickel
1984, Jouannaud & Kirchner 1984) have been extended for unification or matching with
respect to equational theories. The approach of A. Colmerauer - disunification as a
constraint solving process for logic programming — is generalized in a naturally way to the
above extension (section 5.1). Also H. Comon's application for disunification to show
sufficient completeness for algebraic specifications given by term rewriting systems might
be extended in such a way (equational theories may be used to specify non-free
datatypes), cf. (Comon & Lescanne 1988). The huge number of solutions for
AC-unification problems (Biirckert et al. 19892), where AC is the theory of associative
and commutative functions, can be reduced by representing these solutions with
substitutions with exceptions that solve suitable ACl-disunification problems (section
5.2). Finally we consider certain applications in resolution based theorem proving, where
disunification might be used to avoid certain redundancies in the search space (section
5.3).

5.1 Logic Programming and Disunification

Negation has been a continuing problem in logic programming since its inception. A
limited approach is  negation as failure (Clark 1978, Lloyd 1984). But as illustrated in the
introduction, this approach will always remain limited because some queries do not have
solutions that can be expressed as substitutions. We outline a more general approach
here.

We shall take an abstract view of logic programming. A logic programming system
transforms a query Q represented as a logical formula into an intermediate solution form S
and then simplifies that intermediate form into an equivalent solution form A. The
transformation process makes use of the logic program available to the system and is such
that S implies Q in some special model or structure consistent with the logic program.
The simplification process preserves equivalence in the model or structure.

A simple example demonstrates this position well. Pure Prolog is the use of
definite clause logic programs on the empty equality theory evaluated, for instance, using
breadth-first linear resolution.

logic program: definite clauses
Uansformation process: the application of modus ponens
intennediate solution fomts: cxistentially quantified conjunctions of equations
simplification process: the unification algorithm
solution forms: substitutions
model space: Herbrand models

The various froms of linear resolution efficiently splice the transformation and
simplification processes.

In this subsection we present an abstract system for logic programming that uses the
full power of disequation processing developed in Section 4.
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First some definitions. An equationalformula is a formula of first order logic such 
that the only predicate symbol contained is the equality symbol. These formulae will be 
our intermediate solution form. The logic programs we will consider are completed 
general logic programs (Lloyd 1984). These can be generated, for instance, from 
extended programs constructed from arbitrary first order formulae (Lloyd and Topor, 
1984). They are defined as follows. A general program clause is of the form A <= W 
where W is a conjunction of literals (atoms or negated atoms). A general program is a set 
of such clauses. A completed definition for an n-ary predicate p from a general program 
P is a formula of the form 

'v' ( p(xjI ...,x,J <=> Elv ... v Em) 

where each Ei is of the form 3_x( xl= tli 1\ ... I\Xn= tni 1\ Wi ), given that there are exactly 
m general program clauses in the general program P of the formp(tli, ...,tni) <= Wi, and 
X={XjI ... ,x,J are distinct new variables. A completed general program is the set of 
distinct completed defmitions from a general program. 

One form of computation for completed general programs is SLDNF-refutation 
(Lloyd 1984, see also Clark 1978). We will not elaborate here on the details of this 
refutation strategy, suffice it say the strategy has a severe restriction in that negative 
literals can only be evaluated if they are ground. The restriction is necessary to ensure the 
soundness of the strategy, and can be seen to be a direct consequence of the fact that the 
only intermediate solution forms allowed in such strategies are substitutions. Non
ground negative literals may welf require disequations to express their full range of 
solutions. 

In Section 4 we put all the necessary machinery in place so that any equational 
formula can be simplified to one of our solution forms, a set of substitutions with 
exceptions. We formalise this in Lemma 5.1 for the particular context of a free algebra, 
although the approach generalises to other algebras, for instance the initial algebra, if the 
necessary basic algorithms exist. Lemma 5.1 means that a whole new class of 
computation strategies are possible, for instance, not suffering the restrictions of SLDNF
refutation. 

5.1 Lemma:Given an equational or definite clause equality theory E that is finitary, 
and algorithms E-UNIFY, E-CONSISTENT, E-TRANSLATE-l and E-UNIV
QUANT as specified in Sections 4.3 and 4.4, and an equationalformula F with 
free variables V. A finite reduced set of substitutions with exceptions {(jt-'l't: 
lE l) on V can be constructed that is equivalent to F in the free algebra ~E' That 
is 

Proof' Clearly, the space of finite sets of substitutions with exceptions is closed under the 
operations of negation and disjunction. The logical form of a set of substitutions with 
exceptions demonstrates this well., Due to the Restriction Lemma, we also have in the 
situation we are considering that a set of substitutions with exceptions can be existentially 
quantified. Finally, unquantified conjunctions of equations and disequations can be 
transformed into a set of substitutions with exceptions by the Representation Theorem. It 
follows by induction on the structure of F that from F we can construct an equivalent set 
of substitutions with exceptions {(jt-'l't: l E l) on V. The Instantiation Lemma and its 
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First some definitions. An equational formula is a formula of first order logic such
that the only predicate symbol contained is the equality symbol. These formulae will be
our intermediate solution form. The logic programs we will consider are completed
general logic programs (Lloyd 1984). These can be generated, for instance, from
extended programs constructed from arbitrary first order formulae (Lloyd and Topor,
1984). They are defined as follows. A general program clause is of the form A = W
where W is a conjunction of literals (atoms or negated atoms). A general program is a set
of such clauses. A completed definition for an n—ary predicate p from a general program
P is a formula of the form

V(p(x1,...,x,,) ©E,v . . . vEm)
where each E,- is of the form 3__X(x1= th- A Ax": tn,- A W,- ), given that there are exactly
m general program clauses in the general program P of the form pm,—‚. . .,tm«) = W, and
X ={x „...‚x„} are distinct new variables. A completed general program is  the set of
distinct completed definitions from a general program.

One form of computation for completed general programs i s  SLDNF-refutation
(Lloyd 1984 ,  see also Clark 1978) .  We will not elaborate here on the details of this
refutation strategy, suffice it  say the strategy has a severe restriction in that negative
literals can only be evaluated if they are ground. The restriction is necessary to ensure the
soundness of the strategy, and can be seen to be a direct consequence of the fact that the
only intermediate solution forms allowed in such strategies are substitutions. Non-
ground negative literals may welli require disequations to express their full range of
solutions.

In Section 4 we put all the necessary machinery in place so that any equational
formula can be simplified to one of our solution forms, a set of substitutions with
exceptions. We formalise this in Lemma 5.1 for the particular context of a free algebra,
although the approach generalises to other algebras, for instance the initial algebra, if the
necessary basic algorithms exist. Lemma 5.1 means that a whole new class of
computation strategies are possible, for instance, not suffering the restrictions of SLDNF—
refutation.

5.l LemmazGiven an equational or definite clause equality theory E that is finitary,
and algorithms E—UNIFY‚ E-CONSISTENT, E—TRANSLATE-I and E-UNIV-
QUANT as specified in Sections 4.3 and 4.4, and an equational formula F with
free variables V. A finite reduced set of substitutions with exceptions {GI—WL:
151] on V can be constructed that is equivalent to F in the free algebra f5. That
15

TEI=VV(F  {=> VleI (3_V[O'JA—:3_V[WJ» .

Proof: Clearly, the space of finite sets of substitutions with exceptions is closed under the
operations of negation and disjunction. The logical form of a set of substitutions with
exceptions demonstrates this well.,. Due to the Restriction Lemma, we also have in the
situation we are considering that a set of substitutions with exceptions can be existentially
quantified. Finally, unquantified conjunctions of equations and disequations can be
transformed into a set of substitutions with exceptions by the Representation Theorem. It
follows by induction on the structure of F that from F we can construct an equivalent set
of substitutions with exceptions {cl—‘11: t e 0 on V. The Instantiation Lemma and its



29 W. Buntine. H.-I. BUrckert On Solving Equations and Disequations. 

various corollaries show that this can be subsequently reduced if we have an instantiation 
test available. Notice that in the free algebra. whether a substitution is an instance of a set 
of substitutions (in the sense of the definition in Section 4.1) can be tested by a unification 
algorithm. This follows from Lemma 3.4. In general. however, the E-CONSISTENT 
algorithm could perform such a test, by the Inconsistency Lemma. • 

Consider the following non-deterministic, possibly non-terminating transformation 
process. 

Input: A query Q that is a literal, and a completed general logic program P. 

1.	 LetF := Q. 
2.	 Repeatedly perform one of the following: 

2a. If an atom A = p(s],.. .,s,J occurs inside an even number of 
negations in F, 
replace A in F by 3-Var(A) (sJ= tu 1\ ... 1\ .'in= tn,i 1\ WiJ for some i, 
where the predicate p is as given in the definition of a completed 
definition. 

2b. If an atom A = p(s}t...,s,J occurs inside an odd number of 
negations in F, 
replace A in F by 3-Var(A) (s]= x] 1\ ... 1\ sn= xn1\ ( E]v ...v Em) ), 
where the predicate p is as given in the definition of a completed 
definition. 

2c. If an atom occurs inside an odd number of negations in F, 
replace the atom in F by true. 

UntiI F is an equational formula.
 

Ouput: An equational formula F such that P J:;: \t( Q <= F ).
 

As an example, the predicate member(x,y) corresponds to XEy, and the predicate set
difference(x,y,z) corresponds to Z =x \ y. These predicates can be defined logically as 
follows. (The notation for lists is used, for instance, [I ,2 ,3) corresponds totI. It 

I.2.3.f}.) 

member(x,y) ~ 314 (y =x.u) v 3u,v (y =U,V 1\ member(x,v) ) 

set-difference(x,y,z) ~ \tu ( member(u,z) ~ member(u,x) 1\ -member(u,y) ) 

Using Lloyd and Topor's method for transforming first order formulae to general 
programs (1984), these give the following general program, to be evaluated on syntactic 
equality. 

member(x,x.u). 

member(x,u.v) <= member(x,v). 

set-difference(x,y,z) <= -,sdI (x,y,z). 

sdI(x,y,z) <= member(u,x) 1\ -member(u,y) 1\ -member(u,z). 

sdI (x,y,z) <= -member(u,x) 1\ member(u,z). 

sdI(x,y,z) <= member(u,y) 1\ member(u,z). 

Suppose we wish to answer the query set-difference( [l,2,x}, [I,3},Y)? The 
transformation process first yields (some forms have been simplified to ease presentation) 
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various corollaries show that this can be subsequently reduced if we have an instantiation
test available. Notice that in the free algebra, whether a substitution is an instance of a set
of substitutions (in the sense of the definition in Section 4.1) can be tested by a unification
algorithm. This follows from Lemma 3.4. In general, however, the E-CONSISTENT
algorithm could perform such a test, by the Inconsistency Lemma. I

Consider the following non-deterministic, possibly non-terminating transformation
process.

Input: A query Q that is a literal, and a completed general logic program P.
1 .  Let F := Q.

2 .  Repeatedly perform one of the following:
2a. If an atom A = p(s„. . .‚s„) occurs inside an even number of

negations in F,
replace A i n  F by gal/(INA) (S I :  f f . ;  A A Sn: [mi A Wi) for some i ,
where the predicate p is as given in the definition of a completed
definition.

2b.  If  an atom A = p(s1,. . .,sn) occurs inside an odd number of
negations in F,
replace A in F by 3—VMA) (sl: x; A AS": x„A( Elv ...vEm) ),
where the predicate p is as given in the definition of a completed
definition.

20. If an atom occurs inside an odd number of negations in F,
replace the atom in F by true.

Until F is an equational formula.
Ouput: An equational formulaF such that P I: V( Q = F ).

As an example, the predicate member(x,y) corresponds to xey, and the predicate set-
difference(x‚y,z) corresponds to z = x \ y. These predicates can be defined logically as
follows. (The " . "  notation for lists i s  used, for instance, [ 1 ,2 ,3 ]  corresponds to
I .2 .3.[ ] . )

member(x,y) <=) 3“ ( y = x.u ) VB“, ( y  = u,v A member(x‚v) )
set-dijj‘erence(x‚y,z) «:=» V„ ( member(u,z) @ member(u‚x) A —member(u,y) )

Using Lloyd and Topor’s method for transforming first order formulae to general
programs (1984), these give the following general program, to be evaluated on syntactic
equality.

member(x,x.u).

member(x‚u.v) ¢= member(x‚v).

set—däference(x‚y‚z) = —.sdl(x‚y‚z).

sd1(x‚y‚z) ¢= member(u‚x) A —member(u,y) A —member(u,z).
sd1(x,y,z) <= —member(u,x) A member(u,z).
sd1(x,y,z) <= memberm, ) A member(u,z).

Suppose we wish to answer the query set-difference( [I‚2‚X]‚ [I,3]‚Y)? The
transformation process first yields (some forms have been simplified to ease presentation)
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-a (member(u, II,2,x] ) A -member(u, II,3} ) A -member(u,Y))u 

A -au (-member(u, II,2,x/ ) A member(u,Y)) 

A -au ( member(u, [1,3] ) A member(u,Y)) , 

then applying the process to transfonn member yields, for one set of choices, 

-du ( (u';'l v u=2 v u=X ) A ..,u=1 A.., 3y Y = u.V ) 

A ..,3uC..,u=2 A ( 3 v Y = u.V v 3y.w Y = V.u.W v 3Y.w.r Y = v.r.w)) 

A ..,3u ( (u=lv u=3 ) A ( 3y Y = u.V v 3v.w Y = V.u.W v 3 Y•w•r Y = v.r.w)) . 

Simplifying each line separately in the free algebra for syntactic equality yields 

3 y Y = 2.v A (X=l v 3 y Y =X.v) 

A (-. 3u•v Y = u.V v 3 y Y =2.v ) A .., 3v•r•w Y = v.r.w 

A -3yY = I.v A -.3v Y =3.v A .., 3y.w,r Y =v.r.w 

This then simplifies to two solutions 

{ Y f- 2.v, X f- I } - {Y f- v.r.w} , 

{ Y f- 2.v, X f- 2} - {Y f- v.r.w} . 

The remaining solutions can be found by making other choices when transforming 
member. 

Our abstract system then is as follows: 
logic program: a completed general program 
transfonnation process: as given above 
intennediate solution fonns: equational fonnula ,'~ 

simplification process: disunification, restriction, reduction as inSection 4 
solution fonns: sets of substitutions with exceptions 
model space: the free algebra for some equality theory 

To make this abstract system practical, the following problem remains: How can the 
simplification and transformation processes be spliced to yield an efficient algorithm, as 
linear resolution does for the case of pure Prolog. Perhaps a generalisation of negation as 
failure is possible that incorporates disequations as well. 

5.2 AC-Unification is ACI-Disunification 

As mentioned in the introduction disunification can be used to prevent extensive splitting 
of solutions. Instead of solving equations in the theory AC of an associative and 
commutative function, we can solve them in the theory ACI, that is AC with some unit I, 
but with the constraints that the variables must not become equal to 1, that is, we solve 
them together with the disequations x ;If: 1 for all the variables. When we avoid evaluation 
of the constraints x ;If: 1 in these AC1-disunification problems as long as possible, we can 
avoid an exponential grow up of the number of solutions. The idea is to propagate these 
constraints for example in theorem proving applications of E-unification (Plotkin 1972) 
into resolvents that are created with the substitutions solving the equation part only, but 
only when these substitutions are not instances of the collected exceptions (Le. the 
substitution with collected(!) exceptions are still ACl-consistent). A further advantage of 
this method is that we generate in some sense multi-resolvents, since the substitutions 
with exception may represent more than one most general AC-unifier. 
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~13“ ( member(u, [ I ,2,X} ) A —member(u‚ [1,3] ) A —-‚member(u‚Y) )
A —-:3„ (—member(u, {1,2,X/ ) A member(u,Y) )
A «SU member(u‚ [1,3] ) A member(u‚Y) ) ‚

then applying the process to transform member yields, for one set of choices,
—:3u( (uélvuz2 vu=X)  A “114:1 A ——:3s u .v )
A ——‚3„(—-‚u=2 A ( BV Y : u.v v3”, Y : v.u.w VB”,  Y = v.r.w ) )
A -—:_:I„( (u=1vu=3  ) A(3‚„ Y:  u,.v v3”, Y :  v.u.w v3„_w„.Y = v.r.w ) )  .

Simplifying each line separately in the free algebra for syntactic equality yields
BVY : 2.v A (X : !  v B„ Y ==X.v)
A (—1 3,” Y = u.v v 3,,Y = 2.v ) A --: 3”,", Y = v.r.w
A —.3„Y = Lv A wi, Y = 3.v A «Sum, Y = v.r.w .

This then simplifies to two solutions
{Y<—2.v, X<—I}— {Ye—VIM} ,
{Y<—2.v ,  X<—2}—- {Y<—v. r .w} .

The remaining solutions can be found by making other choices when transforming
member.

Our abstract system then is  as follows:
logic program: a completed general program
transformation process: as given above
intermediate solution forms: equational formula
simplification process: disunification, restriction, reduction as inSection 4
solution forms: sets of substitutions with exceptions
model space: the free algebra for some equality theory

To make this abstract system practical, the following problem remains: How can the
simplification and transformation processes be spliced to yield an efficient al gorithm, as
linear resolution does for the case of pure Prolog. Perhaps a generalisation of negation as
failure is possible that incorporates disequations as well.

5.2 AC-Unification i s  ACl-Disunif icat ion

As mentioned in the introduction disunification can be used to prevent extensive splitting
of solutions. Instead of solving equations in the theory AC of an associative and
commutative function, we can solve them in the theory AC] , that is AC with some unit I ,
but with the consrraints that the variables must  not become equal to I , that is ,  we solve
them together with the disequations x # 1 for all the variables. When we avoid evaluation
of the constraints x # I in these ACl-disunification problems as long as  possible, we can
avoid an exponential grow up of the number of solutions. The idea is to propagate these
constraints for example in theorem proving applications of E—unification (Plotkin 1972)
into resolvents that are created with the substitutions solving the equation part only, but
only when these substitutions are not instances of the collected exceptions (i.e. the
substitution with collected(!) exceptions are still ACl-consistent). A further advantage of
this method is that we generate in some sense multi-resolvents, since the substitutions
with exception may represent more than one most general AC—unifier.
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Let AC be an equational theory over a signature I consisting of free constants, free 
function symbols, and a binary infix function". " being associative and commutative, that 
is we have the axiomatization 

AC := {(x . (y . z)) = ((x . y) . z), x . y = y . x}. 

Moreover let I 1 be I extended with a constant 1 being a unit with respect to the 
AC-function. Hence we have the further equational theory ACl of free Abelian monoids 
with free functions with the axiomatization 

ACI := {(x. (y . z)) = ((x. y) . z), x . y = y . x, 1 . x = x}. 

We use a normalized representation of AC-terms and AC1-terms by ordered strings with 
exponentiation (dropping all occurrences of the unit): 

Both the AC-term ((a. x) . (j(a . x, a . (b . a)) . (e . x))) 

and the ACl-term (l . ((a. x) . (j((a . x), ((a . (b . a)) .1)) . (e. x)))) 

are represented by acf(ax, a2b)x2. 

Now, we are interested in solving equations under both the theory ACI and the theory 
AC. Both kinds of unification problems can be solved by computing the minimal non
negative integer solutions of suitable corresponding linear Diophantine equations (Livesey 
& Siekmann 1976, Stickel 1976, 1987, Hullot 1980, Fages 1985, Fortenbacher 1985, 
Kirchner 1985, BUttner 1986, Herold & Siekmann 1986, Herold 1986). In the case of 
ACl-unification there is a one-to-one correspondence between the Diophantine solutions 
and the most general ACl-unifiers, while in the case of AC-unification we must in 
addition instantiate all subsets of the variables of these most general ACl-solutions with 
the unit 1 to obtain the most general AC-unifiers. By this post-process in general the 
number of AC-solutions is growing exponentially in the number of variables introduced 
by the ACl-solutions: 

The problem (xyz =v4)ACl has one most general solution introducing 15 new 
variables, while the corresponding AC-problem (xyz = v4)AC has about 215 (Le. 
more than 32 0(0) most general AC-unifiers (BUrckert et al. 19892). 

Hence it is convenient to avoid an explicit generation of all these most general AC-unifiers 
by representing them by ACl-unifiers. How this representation works is stated by the 
following theorem on the relationship between AC- and ACl-unification (Livesey & 
Siekmann 1976, Herold & Siekmann 1986, Herold 1987). 

5.2 Theorem: 1. ~AC /= ::J.r if! ~ACl /= ::J.r A L\ with L\ = {x ~ 1: x E Var(r}}. 
2. A substitution (j solves the AC-unifieation problem ( r )AC if! (j solves the 
ACI-problem (r )ACl and ox ~AC11 for all x E Var(I). 
3. Let Jl,UAc1 be a minimal solution setfor (r )ACl.Then the set 

j.lUAC := {(va)/v: v E N(1' a E j.lUACb vox ~ 1 'ix E Var(I)J 
is a minimal solution set for (r )AC (with Na:={{wf-1 : WEW): W~VCOD.a}). 

Hence by the Representation Theorem the AC-unification problem ( r )AC can 
equivalently be considered as an ACl-disunification problem 

( r, x ~ 1: x E V)ACl 

with V =Var(T). For substitutions ain normalized representation holds: 

8 solves ( r )AC if! 8 ~ACl (1-'l' [Vj for some (1-'l' E UAclr, x ~ 1: x E V). 
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Let AC be an equational theory over a signature Z consisting of free constants, free
function symbols, and a binary infix function “ .  ” being associative and commutative, that
is we have the axiomatization

AC :=  {(x.(y.z)) =( (x .y ) . z ) , x .y=y .x} .

Moreover let Z] be 2 extended with a constant ] being a unit with respect to the
AC—function. Hence we have the further equational theory AC] of free Abelian monoids
with free functions with the axiomatization

AC1:=  { (x . (y . z ) )= ( (x .y ) . z ) , x .y=y .x ,1 .x=x} .
We use a normalized representation of AC-terms and ACl-terms by ordered strings with
exponentiation (dr0pping all occurrences of the unit):

Both the AC-tenn ((a ‚ x )  . (f(a . x ,  a . (b . a)) . (c . x)))

and the ACl—term (I . ((a . x )  . (f((a . x), ((a . (b . a)) . I)) . (c . x))»

are represented by acf(ax, azb)x2.
Now, we are interested in solving equations under both the theory AC]  and the theory
AC. Both kinds of unification problems can be solved by computing the minimal non-
negative integer solutions of suitable corresponding linear Diophantine equations (Livesey
& Siekmann 1976, Stickel 1976, 1987, Hullot 1980, Fages 1985, Fortenbacher 1985,
Kirchner 1985 ,  Büttner 1986,  Herold & Siekmann 1986, Herold 1986). In the case of
ACI-unification there is  a one-to-one correspondence between the Diophantine solutions
and the most general ACI—unifiers, while in the case of AC-unification we must in
addition instantiate all subsets of the variables of these most general ACI-solutions with
the unit I to obtain the most general AC-unifiers. By this post-process in general the
number of AC-solutions is  growing exponentially in the number of variables introduced
by the AC1-solutions:

The problem (xyz = "4)Ac1 has one most general solution introducing 15 new
variables, while the corresponding AC-problem ( xyz = V4)“ has about 215 (Le.
more than 32 000) most general AC—unifiers (Biirckert et al. 19892).

Hence it is convenient to avoid an explicit generation of all these most general AC-unifiers
by representing them by ACI—unifiers. How this representation works i s  stated by the
following theorem on the relationship between AG and AC1-unification (Livesey &
Siekmann 1976, Herold & Siekmann 1986, Herold 1987).

5.2 Theorem: ] .  ficbiriflfl-"Ac; I=3.I 'A A with A = {x ¢I . ' x  e Var(F)}.
2. A substitution 0' solves the AC-unification problem ( F )AC if 0‘ solves the
AC] —problem ( F )ACI and ax #AC} I for all x e Var(1').
3. Let uUAC, be a minimal solution set for ( Tao—„Then the set

“UAC := {(VÖ')/V .“ VE  NO" 06  “UACI’ V0x¢1  V): E Var(D}
is a minimal solution set for ( F)“; (with Na:={ {we-1 : we  W} : WgVCODpj ) .

Hence by the Representation Theorem the AC-unification problem ( F )Ac can
equivalently be considered as an AC] -disunification problem

( I “ ‚x ; e1 :xe  V)“ ,
with V =Var( F). For substitutions Gin normalized representation holds:

ösolves(1")AC 11552c a—‘PIVJfor some a—‘I’e UAC_‚(I“‚ x #1 :  x e V).
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(Notice, that every solution of ( r, x # 1: x E V)ACl has a normalized representation 
without any occurrence of the unit.) 

5.3 Disunification for Resolution Based Theorem Provers 

There are also some applications for resolution based theorem proving (Chang & Lee 
1973, Wos et al. 1984). Here disunification can be used to avoid certain redundancies in 
proof searching. Consider for example a clause (P(x), -,P(y), Q(x,y)}. Then any 
resolution step with the third literal Q(x,y) of this clause that identifies the arguments of Q 
will lead to a resolvent that is a tautology, and hence this is an unnecessary step. It is 
enough to look for resolution candidates that do not identify these arguments or in other 
words unification of Q(x,y) with some literal -,Q(s,t) of another clause can be done under 
the constraint x # y, that is, we have the disunification problems (x =s, y = t, X # Y )". 
For theorem proving systems with built-in E-unification procedures this will result in 
E-disunification problems. Obviously one is not interested in substitutions as solutions 
for these problems, but in substitutions with exceptions or constrained substitutions for 
easy generation of instances of the substitutions that fulfill the constraints. Similar 
constraints can be formulated for other redundancy tests in theorem proving procedures, 
as for example the subsumption or the purity tests. 

A rather similar (but only theoretical) application can be found in unification theory 
itself, namely for certain combination procedures for unification under a combination of 
equational theories. Some of them use the constant abstraction method for subterms that 
have syntactically another theory than the top theory of the unification problem (Herold 
1987, Schmidt-SchauB 1989). These alien subterms are replaced by new free constants, 
then the unification algorithm for pure terms of the top theory can be applied, and the 
abstraction constants have again to be replaced by the corresponding subterms, whereby 
some post-unification has to be done, since the subterms also might contain variables that 
are already used in the pure unification step. But since in further steps certain 
identifications of these abstracted subterms are necessary to retain completeness, one can 
do these post-unification steps under the constraints that the subterms need not to be 
identified; we again have E-disunification problems. 

6. Conclusion 

Since the number of exceptions may be infinite and hence in general it cannot be tested 
whether such a substitution with exceptions is consistent, the question will arise, whether 
E-disunification can become undecidable, although E-unification is decidable. The 
following reduction, due to M. Schmidt-SchauB, shows that this may happen. Let 

DA = ( f(x, f(y, z)) = f(f(x, y), z), 

f(g(x, y) , z) = g(f(x, z), f(y, z)), 

f(x, g(y, z)) = g(f(x, y), f(x, z))} 

be the theory of distributivity and associativity of two binary functionsf, g and some free 
constants, where unification is known to be undecidable (Szabo 1982, Siekmann & 
Szabo 1986). If we add a constant 0 with the axioms 
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(Notice, that every solution of ( F, x # I :  x e V )ACI has a normalized representation
without any occurrence of the unit.)

5.3 Disunification for Resolution Based Theorem Provers

There are also some applications for resolution based theorem proving (Chang & Lee
1973,  Wos et al.  1984). Here disunification can be used to avoid certain redundancies in
proof searching. Consider for example a c lause {P(x), -—1P(y), Q(x,y)}. Then any
resolution step with the third literal Q(x,y) of this clause that identifies the arguments of Q
will lead to a resolvent that is a tautology, and hence this is an unnecessary step. It is
enough to look for resolution candidates that do not identify these arguments or in other
words unification of Q(x,y) with some literal -;Q(s,t) of another clause can be done under
the constraint x at y, that is, we have the disunification problems (x  = s ,  y = t, x # y )9.
For theorem proving systems with built—in E-unification procedures this will result in
E-disunification problems. Obviously one is not interested in substitutions as solutions
for these problems, but in substitutions with exceptions or constrained substitutions for
easy generation of instances of the substitutions that fulfill the constraints. Similar
constraints can be formulated for other redundancy tests in theorem proving procedures,
as for example the subsumption or the purity tests.

A rather similar (but only theoretical) application can be found in unification theory
itself, namely for certain combination procedures for unification under a combination of
equational theories. Some of them use the constant abstraction method for subterms that
have syntactically another theory than the top theory of the unification problem (Herold
1987, Schmidt-Schauß 1989). These alien subterms are replaced by new free constants,
then the unification algorithm for pure terms of the top theory can be applied, and the
abstraction constants have again to be replaced by the corresponding subterms, whereby
some post-unification has to be done, since the subterms also might contain variables that
are already used in the pure unification step. But since in further steps certain
identifications of these abstracted subterms are necessary to retain completeness, one can
do these post-unification steps under the constraints that the subterms need not to be
identified; we again have E-disunification problems.

6 .  Conclusion

Since the number of exceptions may be infinite and hence in general it cannot be tested
whether such a substitution with exceptions is consistent, the question will arise, whether
E-disunification can become undecidable, although E-unification is  decidable. The
following reduction, due to M. Schmidt-Schauß, shows that this may happen. Let

DA = { fix, fly, 2)) =f(f(x‚ y), 2),

f(g(x‚ y) , z) = g(f(x‚ z)‚f(y‚ 2»,

f(x‚ gm 2)) = g(f(x‚ y), fix, 2»)

be the theory of distributivity and associativity of two binary functions f, g and some free
constants ,  where unification i s  known to be undecidable (Szabo 1982,  Siekmann &
Szabo 1986). If  we add a constant 0 with the axioms
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f(x, 0) =frO, X) =0, 

g(x, 0) = g(O, X) = 0, 

then unification in the resulting theory DAO is trivially decidable (two terms become equal 
by substituting each variable with 0). However, disunification is undecidable, since the 
DAO-disunification problems (r, X ;cO: x € Var(r) )DAO, where no term of rcontains 
the constant 0, are equivalent to the DA-unification problems (r )DA' 

Some more results on decidability of unification and disunification can be found in 
(Biirckert & Schmidt-SchauB 1989). 

Here are some open problems to be considered in the future: 

Can the substitutions with exceptions be resolved to substitutions, if we are interested in 
ground solutions only, that is, are there complete sets of substitutions representing all 
ground solutions ofa given E-disunification problem? 

This problem is only solved for the empty theory. 

Are there for given theories decision procedures for testing "ground consistency" ofa 
substitution with exception, i.e., whether it has still some ground instances? 

These questions are useful only in the case of finite complete representation sets, for 
example to prove sufficient completeness of algebraic specifications with non-free 
datatypes specified by E. 

Can the extended completion procedures for term rewriting systems modulo equational 
theories be adapted to use disunification to avoid explosion ofcandidatesfor critical pairs? 

This should especially be investigated for the case of term rewriting systems 
moduloAC. 

How can computation strategies such as negation asfai/ure be generalized to incorporate 
disequations, to complete the abstract approach outlined in section 5.1? 

It is interesting that our generalized notion of solutions is still not expressive enough 
to represent a solution to the simple junior high school mathematics question "what is the 
square root of the square of x?" (this is of course "x, ifx ~ 0"). A possible extension of 
expressiveness in this direction is of course the use of still more general formulae as 
answers, but how far can/need we go? 
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f(xt 0) =f(0’ x) = 0;

8(x‚ 0) = 3(0, X) = 0.

then unification in the resulting theory DAO is trivially decidable (two terms become equal
by substituting each variable with 0) .  However, disunification is undecidable, since the
DAO-disunification problems ( F, x # 0: x e Var(F) )0“, where no term of F contains
the constant 0, are equivalent to the DA—unification problems ( F)DA.

Some more results on decidability of unification and disunification can be found in
(Bürckert & Schmidt-Schauß 1989).

Here are some open problems to be considered in the future:
Can the substitutions with exceptions be resolved to substitutions, if we are interested in
ground solutions only, that is, are there complete sets of substitutions representing all
ground solutions of a given E-disunification problem?

This problem is only solved for the empty theory.
Are there for given theories decision procedures for testing “ground consistency” of a
substitution with exception, i .e., whether it has still some ground instances?

These questions are useful only in the case of finite complete representation sets, for
example to prove sufficient completeness of algebraic specifications with non-free
datatypes specified by E.

Can the extended completion procedures for term rewriting systems modulo equational
theories be adapted to use disunification to avoid explosion of candidates for critical pairs?

This should especially be investigated for the case of term rewriting systems
modulo AC.
How can computation strategies such as negation as failure be generalized to incorporate
disequations, to complete the abstract approach outlined in section 5.1 ?

It is interesting that our generalized notion of solutions is still not expressive enough
to represent a solution to the simple junior high school mathematics question “what is the
square root of the square of x?” (this is of course “x, if  x .>.. 0”). A possible extension of
expressiveness in this direction is of course the use of still more general formulae as
answers, but how far can/need we go?
Acknowledgements. We would like to gratefully acknowledge a lot of very useful
discussions with W. Nutt, M. Schmidt—Schauß, and G. Smolka on the tepics of  this
paper, especially in the model theoretic foundations of solving equations and
disequations. These and also some discussions with H. Comon helped in correcting
some mistakes in a former version of this paper. N. Eisinger and J. Siekmann carefully
read some former drafts of the paper. Any remaining flaws are, of course, the authors’
responsibility.
We also want to emphasize once more the contribution of M. Schmidt-SchauB with the
above idea of the reduction of undecidability of disunification.
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