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Abstract 

Autonomous vehicles (AVs; SAE levels 4 and 5) face substantial challenges regarding 
acceptance, human factors, and user experience. Human-machine interfaces (HMIs) 
offer the potential to account for those and facilitate AV adoption. Since AVs’ capabil-
ities and availability are still limited, suitable prototyping methods are required to 
create, evaluate, and optimize novel HMI concepts from early development phases. In 
all human-centered design activities, physical and social contexts are vital. This thesis 
argues for applying context-based interface prototyping of human-AV interactions 
to account for their interrelation with contextual factors. We adopt a ’research in 
and through design’ approach and explore the two intertwined areas: design and 
prototyping. Regarding the latter, we concentrate on straightforward methods. We 
demonstrate an immersive video-based approach for lab simulation of AVs and a 
wizard-of-oz-based method for on-road AV simulation and prototyping of HMIs 
providing real-time information. We apply these methods in empirical studies to 
assess their suitability and explore HMI concepts created to counter the aforemen-
tioned challenges. Thereby, we investigate the potential of (AR-based) object detection 
visualization and concepts for mobile and in-vehicle interaction with (shared) AVs. 
Based on the fndings, we provide design and prototyping recommendations that 
will aid researchers and practitioners in creating suitable human-AV interactions. 
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Zusammenfassung 

Autonome Fahrzeuge (AVs; SAE Level 4 und 5) stehen vor großen Herausforderungen 
in Bezug auf Akzeptanz, Human Factors und User Experience. Mensch-Maschine-
Schnittstellen (HMIs) haben das Potenzial, diesen entgegenzutreten und die Ein-
führung fahrerloser Fahrzeuge zu erleichtern. Da Fähigkeiten und Verfügbarkeiten 
von AVs noch begrenzt sind, sind geeignete Prototyping-Methoden erforderlich, 
um neue HMI-Konzepte bereits in frühen Entwicklungsphasen zu erstellen, zu 
evaluieren und zu optimieren. Bei deren menschzentrierter Gestaltung sind ph-
ysische und soziale Kontexte entscheidend. Zur frühzeitigen Berücksichtigung der 
Wechselbeziehung von HMIs mit kontextuellen Einfussfaktoren wird in dieser Thesis 
für die Anwendung von kontextbasiertem Interface-Prototyping von Mensch-AV-
Interaktionen plädiert. Wir verfolgen einen ’research in and through design’-Ansatz 
und untersuchen die beiden miteinander verknüpften Bereiche: Design und Proto-
typing. Bei Letzterem konzentrieren wir uns auf einfache, aber effektive Methoden. 
Wir demonstrieren einen immersiven video-basierten Ansatz zur Laborsimulation 
von (geteilten) AVs und eine ’Wizard of Oz’-basierte Methode für die Simulation 
autonomer Fahrten auf realen Straßen und das Prototyping von HMIs mit Echtzeit-
informationen. Wir wenden diese Methoden in empirischen Studien an, um ihre 
Eignung zu bewerten und um HMI-Konzepte zu untersuchen, die zur Bewältigung 
der genannten Herausforderungen entwickelt wurden. Dabei untersuchen wir das 
Potenzial von (AR-basierter) Visualisierung von Objekterkennungen und Konzepten 
für die mobile und fahrzeuginterne Interaktion mit (geteilten) AVs. Basierend auf 
den Ergebnissen geben wir Design- und Prototyping-Empfehlungen, die Forschern 
und Praktikern helfen sollen, geeignete Mensch-AV-Interaktionen zu entwickeln. 
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Figure 1.1 – Driverless and accident-free travel. 
The vision of autonomous travel has been around 
for almost a century. Image taken from Kröger 
[144, p. 51]; original source: Americas Indepen-
dent Electric Light and Power Companies, Adver-
tising, In: LIFE Magazine Vol. 40, N° 5, 30. Jan-
uary 1956, p. 8. 

1 
Introduction 

Humanity’s dream of autonomous mo-
bility dates back almost a century [144] 
(Figure 1.1). However, its fulfllment al-
ways continued to stay about 20 years 
away [144]. With recent developments, 
it seems a tipping point in automotive 
history is reached. Autonomous vehicles 
(AVs) are increasingly deployed on test 
tracks and even tested on public roads 
all over the world – e.g., in the United 
States [112, 206, 264], in the United King-
dom [104], in China [137], or in Germany 
[181]. Although most test operations are 
still conducted with limitations – e.g., 
in terms of low-speed limits, restricted 
areas like airports or university cam-
puses, limited operation times, or spe-
cial safety regulations like the continu-
ous oversight of a safety/backup driver 
– it seems that the time gap to the ’always 
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20-year away utopia’ will diminish [144]. While 2015’s expectations [205] estimating 
driverless vehicles to become a major form of transport until 2025 still seem too 
optimistic at the time of writing this thesis, emerging commercial test operations with 
driverless vehicles – e.g., in Phoenix and San Francisco [206, 266] – indicate that the 
automotive industry might be able to fulfll that promise within the next decade. 

Besides the impressive developments of the last years, current test operations also 
reveal pitfalls and problems that need to be solved for the technology to succeed. For 
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1.1 The Era of Vehicle Automation 

instance, recent tests of AVs in the United States were reported to block streets, lock 
passengers inside the vehicles, and disregard traffc rules and authorities’ instruc-
tions [280]. Technical problems aside, AVs face signifcant challenges in the feld of 
human-computer interaction (HCI). These include issues and concerns related to user 
acceptance, trust, user experience (UX), safety, and privacy [24, 30, 132, 193, 195, 228]. 
Future mobility systems offering driverless rides need to compensate prospective 
passengers’ concerns due to the absence of a human driver and overcome those 
acceptance challenges for AVs to become a major form of transportation. 

Counteracting the challenges in the feld of human-AV interaction served as one of the 
key motivations for the works conducted within this doctoral research. In particular, 
we emphasize the potential of context-based prototyping and design of suitable 
human-machine interfaces (HMIs) to support the achievement of this goal from the 
early development phases. In this chapter, we provide a detailed introduction to 1) 
the era of vehicle automation, 2) the relationship between humans and AVs, and 3) 
the nature of prototyping, followed by an intro to 4) the thesis’ motivation and the 
research questions pursued, and provide 5) an outline of the thesis structure and 
applied methodology. 

1.1 The Era of Vehicle Automation 

Generally, machines are increasingly taking over tasks that humans have previously 
performed – a process commonly described as automation [189]. Wickens et al. [269] 
identify four general reasons to automate systems and processes: 1) tasks are dangerous 
or not possible to conduct for humans, 2) tasks are (too) challenging for the (un-aided) 
conduct by human operators, 3) tasks conducted by human operators benefit from the 
support of automation (and consequently optimize the performance of the overall system 
[202]), and 4) simply because it is inexpensive or possible from a technological point of 
view. Regarding the automation of road vehicles, all of these reasons appear to be valid. 

With the increasing amount of software implemented in today’s vehicles and with 
regard to more and more technology companies (e.g., Alphabet’s Waymo [197]) en-
tering the automotive sector, vehicles become ’computers on wheels’ [15, 74]. Beiker 
et al. [15] assigned in 2016 four supporting trends to this development: 1) electrif-
cation, 2) autonomous driving, 3) diverse mobility, and 4) connectivity. As a result, 
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they concluded in 2016 that a new ecosystem of the convergence of automotive and 
tech [15] would evolve. About seven years later, the rising availability of electric and 
hybrid vehicles, advanced driver assistance systems, and shared and "new" mobility 
concepts seem to confrm their expectations. 

Automation can increase safety, effciency, and comfort in road traffc [18]. Automated 
vehicles are expected to reduce traffc jams [238] and to lower air pollution [251]. 
Vehicle automation has a large potential to contribute to the sustainable development 
goals of the United Nations (see [254]) – in particular to goal 11 "sustainable cities 
and communities". According to the World Health Organization, between 20 and 50 
million people are injured non-fatally in road traffc, and over 1.3 million people are 
injured fatally yearly [273, 274]. The European Commission has set itself the goal to 
reduce road deaths on European streets to zero by 2050 [78]. Considering the fact that 
the large majority of road traffc accidents can be accounted to human error [217, 241], 
there is an enormous potential in vehicle automation. 

With expanding automation, the role of humans in vehicles is radically changing. Hu-
mans transform from active operators and decision-makers to passive passengers [272] 
who might use their gained free time for non-driving related activities (e.g., communica-
tion, productivity, or relaxation [73]). The Society of Automotive Engineers (SAE) and 
the International Organization for Standardization (ISO) describe six levels – from 0 (no 
driving automation) to 5 (full driving automation) – to categorize the degree of vehicle 
automation [210] (Figure 2.1). Initial (advanced driver-assistance) systems with SAE level 
3 are already available for privately owned vehicles. They can fully take over the primary 
driving tasks in specific situations (e.g., during congestion on highways [166]). 

However, driverless AVs – i.e., vehicles with SAE levels 4 (high driving automation) 
and 5 (full driving automation) [210] – are the more significant lever to the technol-
ogy’s potential. Pairing AVs with on-demand ride-sharing enables the creation of 
autonomous mobility-on-demand (AMoD) systems [191]. In 2022, the first shared AVs 
started to become a commercial mode of transportation, e.g., [206, 265]. Simulations 
suggest that shared AVs can meet personal transportation needs in metropolitan cities 
with only one-third of the current operating passenger vehicles [238]. This expectation 
illustrates the technology’s tremendous economic, societal, and ecological potential. 
Furthermore, since vehicles can be shared among different people in a staggered way, 
the amount of traffic resulting from the search for parking lots will be reduced. So does 
the need for parking lots, which eventually frees up valuable urban space previously 
occupied by parking traffic. 
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1.2 Humans and Autonomous Vehicles 

Comparable to taking a ride in a (shared) taxi, (shared) AV and AMoD journeys provide 
temporal and spatial flexibility. This means, they neither require fixed timetables nor 
fixed pick-up or drop-off locations. However, given that there will not be a driver 
or another accompanying human assistant available within the AV (e.g., to answer 
traveler queries), AMoD varies decisively from current mobility-on-demand services. 
The new situation of riding in a driverless vehicle might feel awkward to passengers 
exposed to an autonomous system’s decisions and actions. Thus, digital HMIs capable 
of filling the resulting service and information gap are needed. Such HMIs require 
to compensate for the absence of a human driver and to gain users’ trust and public 
acceptance — which is, besides technological hurdles, a main challenge of AVs [132]. 

1.2 Humans and Autonomous Vehicles 

In AVs, the role of humans entirely shifts to passive passengers without control over 
the primary driving tasks. Consequently, passengers need to accept this unfamiliar 
and potentially awkward situation of being exposed to an artifcial intelligence (AI) 
powered system’s actions and decisions. Previous work has identifed trust as a critical 
challenge for users’ acceptance of driverless AVs rides [132]. Further identifed issues 
are related to "concerns about safety, security, usability, accessibility, and comfort" 
[195]. To successfully adopt the technology, those challenges must be overcome [132]. 

Since vehicle automation is becoming more complex and interconnected, Lacher et al. 
[149] conclude that a clear understanding of people, systems, and their interaction in 
a particular environment is required. Developing AVs in terms of human-centered 
artifcial intelligence (HCAI) [204, 234] can provide an adequate framework to achieve 
this goal. Besides comprehending humans, their abilities, and needs, a critical aspect 
of human-centered AI is "to help humans understand AI systems" [204]. Transparent 
communication can serve as the basis for this understanding and, consequently, 
increase people’s confdence and willingness to use these systems [204]. 

When a human driver is no longer required, two things need to be considered. First, all 
occupants are passengers who do not have to pay attention to the driving task. Thus, 
they can perform non-driving related activities while traveling. Similar to train or bus 
travels, passengers might use the attained flexibility for communication, productivity or 
relaxation [73]. Second, human-machine interfaces (HMIs) must provide the passengers 
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with all the information they need along their journey. Such HMIs may compensate 
(partly) for the absence of a human driver and can become a key source of passengers’ 
trust in the system. This is particularly important for shared autonomous vehicles (SAVs). 

SAVs could solve common challenges of today’s public transport systems, e.g., re-
garding congestion, accessibility or frst and last mile problems [44, 115, 191, 238]. 
They promise to provide low-cost traveling and, as vehicle stops can be spatially 
and temporally fexible, SAVs can potentially substitute the demand for personal 
cars [153, 191]. In addition to technical hurdles that need to be overcome, a lack of 
public trust is considered as the central barrier for adaption of SAVs [132]. To defy 
these hurdles, human factors and user requirements need to be considered from 
early development phases on [31]. Suitable analysis, design and evaluation methods, 
as well as appropriate prototyping approaches, are required to inform and enable 
researchers as well as system designers, developers, and stakeholder such as city 
municipals or transportation service providers. 

Most current HCI research in the feld of AMoD focuses on general acceptance aspects 
of AVs (e.g., [24, 181, 41]). Only a few studies put a particular focus on the human-AV 
interaction (e.g., [69, 135]). However, for the broad market introduction of AVs and 
AMoD systems, the HCI community needs to be able to provide future practition-
ers, manufacturers and service providers with guidelines and recommendations for 
human-centered design (HCD). Suitable prototyping methods are required to develop 
systems that defy the hurdles mentioned above. The following section provides the 
background motivation for creating and using prototypes and elaborates on how they 
support tackling complex challenges by incorporating context in the design process. 

1.3 On the Nature of Prototyping 

In a nutshell, the term prototyping describes the creation of (pre-final) representations of 
(or parts of) a product, system, or service [124]. Proverbs such as "if a picture is worth a 
thousand words, then a prototype is worth 10,000" [262, p. 5], point out that prototypes 
not only show and tell, but make ideas, designs, and artifacts tangible [262]. Throughout 
the process of prototyping, the principle of "learning by doing" is essential [243]. We 
agree with the broad view of Thaler [247], who concluded that a prototype can basically 
be "anything that will move the process forward". 
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1.3 On the Nature of Prototyping 

In product design, a prototype usually refers to "a pre-production representation of 
some aspect of a concept or final design" [40, p. 1]. Service prototypes are used to 
simulate (already existing, (not yet) available, or new) service experiences and enable 
the consideration of relevant aspects of the real world environment [243]. In the field of 
UX design, a prototype is referred to as something that "captures the intent of a design 
and simulates multiple states of that design" [262, p. xii]. Prototypes have a large impact 
on the success of design and development projects [40]. By making experiences tangible, 
prototyping reduces misinterpretations, can save time, effort, and money, and reduces 
the amount of waste created in the process [262]. As Camburn et al. [40] elaborate, 
prototypes can serve various objectives in product development, including, but not 
limited to, refinement, exploration, communication, learning, and – in terms of economic 
perspectives – cost or time reduction. Prototypes empower designers, researchers, users, 
and other stakeholders (1) to understand context and users’ experiences, (2) to explore 
and evaluate new approaches, and (3) to communicate ideas [35, 85]. 

Generally, there are two primary use cases of prototypes often distinguished: support-
ing the generation or exploration of ideas for designing interfaces and evaluating the 
quality of ideas, concepts, and solutions, especially in early development stages [14]. 
Often, prototypes are just considered for the latter. However, as Lim et al. [154] 
pointed out, prototypes can be a tool for "traversing a design space" to gain knowl-
edge about the envisioned product or system and also serve as "manifestations of 
design ideas" [154]. Through the consideration of both use cases (generation and 
evaluation), prototyping becomes an essential component in the design process that 
supports informed decision making. 

Depending on their realization, most prototypes are typically limited in some ways, 
e.g., in their implemented functionality or fdelity (i.e., level of detail [58]). Despite 
their limitations, prototypes can be used for several major activities, such as design 
and evaluation, but also for analysis [124] and are thus particularly valuable in the 
human-centered design of products, services, and interactive systems. Prototypes 
are (always) used in a particular context [124]. In HCI, context is usually regarded as 
"[. . . ] any information that can be used to characterize the situation of an entity [. . . which 
can refer to] a person, place, or object that is considered relevant to the interaction between 
a user and an application, including the user and applications themselves" [65, pp. 3–4]. 
Prototyping can enable the consideration of this context – which can relate to, e.g., 
physical, social, cultural, or organizational environments and infuences [253] – and 
incorporate these crucial contextual components from early development phases. 
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In Section 2.3 we provide a concise overview of the notion and concepts of context and 
prototyping in the HCI domain, followed by a comprehensive overview of suitable 
methods for context-based interface prototyping of HMIs vor AVs. 

1.4 Motivation and Research Questions 

To enfold their potential for private and public transportation, AVs need to tackle 
technical and psychological challenges [132, 195]. Their adoption and their success 
highly depends on future users’ acceptance of the technology. Challenges that might 
hinder their acceptance (Section 2.2.1) need to be overcome frst – starting already 
in early development phases of new systems. As a human driver will no longer be 
required onboard an AV, future users will solely interact with the AI-infused systems 
via digital interfaces. Consequently, the interaction and communication between 
humans and AVs and the resulting UX are key determinants of the technology’s 
success. Focusing on internal communication, we derived the following general 
research question (RQ) as a starting point for this thesis: 

RQ1 How might we design suitable HMIs for (internal) human-AV interaction that 
counteract acceptance challenges? 

Methodological frameworks such as human-centered design [125], research in and through 
design [59], and collaborative UX design [242] can serve as a suitable foundation to 
address RQ1. In all of them, the consideration of contextual requirements – which 
can be regarded as highly dynamic and complex in the automotive or (more general 
in the) mobility domain – plays an essential role in achieving suitable concepts for 
human-machine interaction (see also [143]). Here we face the following problem: AVs 
with SAE levels 4 and 5 driving capabilities are still under development and currently 
only available in specific test areas often characterized by tight restrictions (e.g., speed 
limits, specific test scenarios, and limited operation times). Actually, when we started 
working on this project, no driverless vehicles with speeds over 30 km/h were available 
for the public. While recent developments paved the way for publicly accessible tests of 
level 4 AVs without the requirements for safety drivers (e.g., [137, 206, 266]), conducting 
empirical research still remains limited. However, there are continuing hurdles from 
both technical and acceptance-related perspectives to be addressed [132, 195]. 
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1.4 Motivation and Research Questions 

In order to facilitate public adoption, system designers need to solve human factors 
and acceptance challenges before AVs arrive for general public use. To do this, we 
need to simplify access to the context of driverless AV rides. Thus, we need to 
fnd ways to create fexible but standardizable environments while considering the 
potentially complex nature and dynamics of human-AV interaction in the design 
process. Consequently, we derived our second RQ: 

RQ2 How might we prototype and evaluate (internal) human-AV interactions early 
considering their dynamic context? 

As evaluations (e.g., usability testings) are affected by the environment in which they 
are conducted [253], we consider answering this question especially relevant for early 
development phases. In these, information on user acceptance and the likelihood of 
success of a system is of most signifcant value [60]. Since they are strongly related in 
terms of the context of road traffc, a good starting point to investigate RQ2 can be 
previous works on prototypes and evaluations of advanced driver assistance systems 
and driving simulations. 

However, we need to note that context might not only comprise physical aspects, 
e.g., audio-visual impressions of the respective environment, but might also include 
social aspects like the presence of other people and a user’s relationship with them 
[143]. For instance, this becomes quite important in terms of shared AVs where other 
travelers might infuence passengers’ experiences (see Chapter 3) as, e.g., the presence 
of others might induce stress on people [79]. 

Consequently, designing for such incorporates considering both the physical and the 
social context. Using contextualized setups, i.e., context-based prototyping [85, 117, 
118], enables researchers and practitioners to do this from early development phases. 
This contemplation serves as a key motivation for this doctoral research. The preced-
ing section will outline how we approach this and the two general research questions. 
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1 Introduction 

1.5 Methodology and Thesis Outline 

At its core, this dissertation investigates the interaction between humans and AVs. 
Therefore, it is situated in the feld of human-computer interaction (HCI). HCI is an 
interdisciplinary research feld investigating how humans communicate and interact 
with computers, including information systems, the internet, or robots [9]. It draws 
its infuences from "social, behavioral, and information science, as well as [. . . from] 
computer science and electrical engineering" [9, p. xxxiii]. Originating from a focus 
on user interface (UI) design, HCI research infated to any area where computing 
technology affects the lives of people [9]. 

To answer the laid out research questions, this work makes use of established HCI 
frameworks. First, we adopted a research in and through design approach as proposed 
by Dalsgaard [59]. Furthermore, we embraced the human-centered design process 
as described in the ISO 9241-210 ([125]; Section 2.2.2) and combined it with the 
collaborative UX design methods confated by Steimle and Wallach [242]. 

The research in and through design approach describes "research that (1) is directed at improv-
ing the understanding and practice of interaction design and thus includes inquiries into the 
design process itself, and (2) employs the researchers’ involvement in design experiments 
as a key catalyst for knowledge generation" [59, p. 23]. It can be regarded as a combination 
of two approaches articulated by Ludvigsen [158], namely research through design and re-
search in design. While research through design describes research that addresses a specific 
research question by using design to explore it iteratively and constructively, research in 
design focuses on the process, and associated events [59]. Dalsgaard [59] argues that these 
approaches are "not mutually exclusive" in interaction design research but, in fact, might 
overlap in practice, meaning that the process and the design product mutually affect each 
other. Research in and through design especially considers the resulting interrelations and 
consequent iterations [59]. In line with this understanding, we adopted a research in and 
through design approach to investigate the two primary research questions laid out above. 

This dissertation is founded on academic papers achieved during the doctoral research. 
A complete list of the author’s publications, including notes where they are used 
within this dissertation, can be found in the thesis’ preface on page ix. Below, we 
provide an overview of the thesis’ structure which is also illustrated in Figure 1.2. 

Chapter 2 lays out the theoretical background and presents relevant related work in 
human-AV interaction and context-based prototyping. We discuss the acceptance 
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1.5 Methodology and Thesis Outline 

1  I N T R O D U C T I O N  
Introducing and motivating the topic of this thesis with regard to the challenges of 
the current era of vehicle automation and the potential of context-based prototyping.

2  B A C K G R O U N D  &  R E L AT E D  W O R K  
Providing a comprehensive overview of human interaction with AVs,  
associated acceptance challenges, and context-based prototyping methods.

R E S E A R C H  I N  A N D  T H R O U G H  D E S I G N

7  C O N C L U S I O N  
Summarizing the conducted work, its contributions, and answering the RQs. 
Laying the basis for a context-based prototyping framework and future work.

6  INFORMATION DEMANDS AT  DAY  & NIGHT  
Investigating the influence of day and night on the 
need for information about fellow travelers in shared 
AMoD systems with a simulator study (N = 24).

P R O T O T Y P I N G   
How might we prototype and evaluate (internal) human-AV interactions early, considering their dynamic context?
R Q 2

4  W I Z A R D - O F - O Z  &  O B J E C T  D E T E C T I O N  
Combining wizard-of-oz with real-time object 
detection for an on-road user study (N = 30) to 
explore how transparent (AR-based) system feedback 
can counteract acceptance challenges.

5  M O B I L E  I N T E R A C T I O N  W I T H  A M o D  
Exploring two approaches for mobile interaction  
with AVs / AMoD (chatbots and 'classic' graphical UIs)  
with expert studies (N = 11) and a simulator study  
(N = 34).

3  I M M E R S I V E  V I D E O - B A S E D  S I M U L AT I O N  
Presenting a cost-effective (shared) AV simulator 
setup using real-world videos with findings from an 
expert study (N = 9) and a user study (N = 31); 
Investigating social context simulation with actors.

H M I  D E S I G N  
How might we design suitable HMIs for (internal) human-AV interaction that counteract acceptance challenges?
R Q 1

Figure 1.2 – Thesis outline. 
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1 Introduction 

challenges of AVs and identify suitable prototyping methods. We also provide a 
comprehensive overview with a qualitative semi-systematic literature review [236] 
and a discussion of practical considerations and applicable methods to consider 
physical and social contexts in AV HMI design. Together with this introduction, 
Chapter 2 provides the common ground, initial answers to RQ1 and RQ2, and research 
directions for the empirical research presented in Chapters 3 – 6 which are each based 
on individual publications: Chapter 3 [85]; Chapter 4 [88]; Chapter 5 [86]; Chapter 6 
[87]. Therefore, Chapters 1 and 2 include parts of the introductions and related work 
sections presented in the publications. To avoid repeating those, Chapters 3 – 6 focus 
on the user studies conducted. 

The frst part of the reported empirical research, i.e., Chapters 3 and 4, focuses 
on the investigation of methods and setups for physical and social context-based 
prototyping of human-AV interactions (RQ2). Chapter 3 presents a cost-effective 
setup for immersive video-based simulation of AVs using real-world videos and a 
CAVE-like [55] environment. We evaluate the simulation method with an expert 
study (N = 9) and a user study (N = 31). In Chapter 4, we created a straightforward 
video-based Wizard-of-Oz (WoOz) [23] vehicle inspired by the setups of Karjanto 
et al. [131] and Detjen et al. [64]. We combine the setup with real-time object detection 
to explore how transparency in information about AVs’ reasoning can counteract 
acceptance challenges in an on-road user study (N = 30). 

The second part of the empirical research focuses on the design of appropriate HMIs for 
human-AV interaction (RQ1). Chapter 5 explores two approaches for mobile interaction 
with AVs and AMoD systems – namely, chatbots and ’classic’ graphical UIs – with expert 
studies (N = 11) and a simulator user study (N = 34). In Chapter 6, we investigate the 
influence of day and night on the need for information about fellow travelers in shared 
AMoD systems in an immersive video-based simulator study (N = 24). Conforming to 
the adopted research in and through design approach, the two parts and RQs interrelate. 

In Chapter 7, we summarize the conducted work and its contributions, and answer the 
RQs. Furthermore, we pave the way toward a context-based prototyping framework 
and derive potential directions for future work. 

While the area of context-based prototyping methods is vast, this work puts particular 
emphasis on straightforward, often video-based approaches. In terms of designing 
human-AV interaction, we will mainly focus on explicit interaction in vehicles, i.e., inter-
nal communication. Nonetheless, most discussed and presented prototyping methods 
may also be applied to investigating implicit interaction and external communication. 
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2 
Background and Related Work 

Driverless AVs are increasingly developed, deployed, and publicly tested [181, 206, 
264]. Before their broad introduction, however, challenges encompassing not only 
technological hurdles but also aspects such as ethical considerations, traffc and infras-
tructure management, policies, liability questions, public acceptance, and HCI need 
to be addressed [132, 161, 195]. Situated within this broader context, the dissertation 
focuses on the HCI aspect and approaches the mentioned challenges by informing 
and advancing the human-centered development of suitable human-AV interactions. 

This chapter provides an overview of the theoretical background and relevant re-
lated work. We start with an introduction to the AV domain, automation levels, the 
technological challenges of AVs on a general level, and anticipated implementation 
scenarios of AVs (Section 2.1). In the second step, we gather a deep understanding 
of human-AV interactions (Section 2.2). Here we will dive into human factors and 
acceptance challenges, human-centered interaction design, HMI concepts, and pop-
ular evaluation methods and metrics. Building on this background, we will then 
concentrate on the theoretical and practical heart of this doctoral work: context-based 
prototyping (Section 2.3). We look at the notion of context from a general perspective, 
particularly in HCI, and discuss prototyping as a means to consider the dynamic and 
complex nature of context in designing suitable HMIs. We provide a semi-systematic 
review of related work on theoretical and practical prototyping considerations as well 
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2 Background and Related Work 

THIS CHAPTER IS BASED ON THE FOLLOWING PREVIOUS PUBLICATIONS. PARTS OF THIS CHAPTER 

WERE PUBLISHED PREVIOUSLY AS PART OF THEM. 

[85] Lukas A. Flohr, Dominik Janetzko, Dieter P. Wallach, Sebastian C. Scholz, and Antonio 
Krüger. 2020. Context-Based Interface Prototyping and Evaluation for (Shared) Autonomous 
Vehicles Using a Lightweight Immersive Video-Based Simulator. In Proceedings of the 
2020 ACM Designing Interactive Systems Conference (Eindhoven, Netherlands) (DIS ’20). 
Association for Computing Machinery, New York, NY, USA, 1379–1390. https://doi.or 
g/10.1145/3357236.3395468 

[86] Lukas A. Flohr, Sofe Kalinke, Antonio Krüger, and Dieter P. Wallach. 2021. Chat 
or Tap? – Comparing Chatbots with ‘Classic’ Graphical User Interfaces for Mobile In-
teraction with Autonomous Mobility-on-Demand Systems. In Proceedings of the 23rd 
International Conference on Mobile Human-Computer Interaction (Toulouse & Virtual, 
France) (MobileHCI ’21). Association for Computing Machinery, New York, NY, USA, 1–13. 
https://doi.org/10.1145/3447526.3472036 

[87] Lukas A. Flohr*, Martina Schuß*, Dieter P. Wallach, Antonio Krüger, and Andreas Riener. 
2023. Designing for Passengers’ Information Needs on Fellow Travelers: A Comparison of 
Day and Night Rides in Shared Automated Vehicles. arXiv 2308.02616 (aug 2023), 22 pages. 
https://doi.org/10.48550/arXiv.2308.02616. 
*Note: both authors contributed equally to this paper. 

[88] Lukas A. Flohr, Joseph S. Valiyaveettil, Antonio Krüger, and Dieter P. Wallach. 2023. Prototyp-
ing Autonomous Vehicle Windshields with AR and Real-Time Object Detection Visualization: 
An On-Road Wizard-of-Oz Study. Proceedings of the 2023 ACM Designing Interactive Systems 
Conference (Pittsburgh, PA, USA) (DIS ’23). Association for Computing Machinery, New York, 
NY, USA, 1–15. https://doi.org/10.1145/3563657.3596051 

[89] Lukas A. Flohr and Dieter P. Wallach. 2023. The Value of Context-Based Interface Proto-
typing for the Autonomous Vehicle Domain: A Method Overview. Multimodal Technologies 
and Interaction 7, 4 (2023), 1–17. https://doi.org/10.3390/mti7010004 

[260] Dieter P. Wallach, Lukas A. Flohr, and Annika Kaltenhauser. 2020. Beyond the Buzzwords: 
On the Perspective of AI in UX and Vice Versa. In Proceedings of the 1st International 
Conference on Artifcial Intelligence in HCI, Held as Part of the 22nd International Conference 
on Human-Computer Interaction (Copenhagen, Denmark) (HCII ’20). Springer International 
Publishing, 146–166. https://doi.org/10.1007/978-3-030-50334-5_10 

as on methods for context-based prototyping of in-vehicle interactions (Section 2.4). 
The latter include lab-based mock-ups, and (VR-, video-, sound-based) simulations, 
wizard-of-oz setups, experimental vehicles, props, and social context simulations. 
Finally, we summarize the chapter as a foundation for the subsequent empirical 
research presented in Chapters 3 – 6. 

14 

https://doi.org/10.1145/3357236.3395468
https://doi.org/10.1145/3357236.3395468
https://doi.org/10.1145/3447526.3472036
https://doi.org/10.48550/arXiv.2308.02616
https://doi.org/10.1145/3563657.3596051
https://doi.org/10.3390/mti7010004
https://doi.org/10.1007/978-3-030-50334-5_10


2.1 Autonomous Vehicles (AVs) 
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Figure 2.1 – Levels of driving automation according to ISO and SAE’s J3016 [210] clustered with 
users’ mental models identifed by Zacherl et al. [278]. 

2.1 Autonomous Vehicles (AVs) 

To describe the degree of automation in road vehicles, the Society of Automotive 
Engineers (SAE) [210] classifes six levels from 0 to 5 (Figure 2.1): 0) No Driving 
Automation, 1) Driver Assistance, 2) Partial Driving Automation, 3) Conditional 
Driving Automation, 4) High Driving Automation and 5) Full Driving Automation. 
In SAE levels 0 – 3, a human driver is still required – either to perform (parts of) 
the primary driving tasks (i.e., steering and acceleration) continuously (levels 0 and 
1), to monitor the automation continuously (level 2), or to take over control when 
the automation reaches its limitations or fails (level 3). This is, however, different 
for levels 4 and 5 [210]. Vehicles with levels 4 and 5 systems can handle all traffc 
situations in their operational design domain and do not require a human driver 
[210]. SAE level 4 systems can drive the vehicle under particular conditions, i.e., in a 
specifc operational design domain (e.g., only in a particular area) [210]. In contrast, 
level 5 systems can drive the vehicle under all conditions [210]. 

Within this doctoral thesis, we use the term automated vehicles as the general term to 
refer to vehicular systems with SAE levels 1 to 5 driving capabilities. Considering 
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2 Background and Related Work 

users’ mental models [278], however, we use the term autonomous vehicles (AVs) to 
explicitly refer to (self-driving, driverless) vehicles with SAE levels 4 or 5 driving 
capabilities (Figure 2.1). 

Vehicle automation and AVs, in particular, rely on processing enormous amounts of 
data (e.g., provided by sensors such as cameras). We then give a concise introduction 
to the technological background of AV information processing. Afterward, this 
section gives an overview of AV implementation scenarios. In the latter, we discuss 
the benefts and downsides of different manifestations and outline relevant ongoing 
(test) operations. 

2.1.1 Information Processing and Technological Challenges 

Similar to humans, automated vehicles need to process contextual information in 
order to navigate their way through traffc. The process can be divided into three main 
phases [67]: 1) machine perception, 2) situation comprehension and action planning, 
3) trajectory planning and vehicle control (Figure 2.2). For machine perception, sen-
sors like cameras, radars, lidars, or ultrasonic are used [277]. Those are essential for 
the vehicle’s "perception of surroundings, localization and mapping, and vehicle state 
control" [277, p. 28]. Generally, AVs’ technical sensors can be compared to the human 
senses – particularly sight and hearing. AVs use the collected sensor information in 
combination with their own data (e.g., current velocity), global navigation satellite 
systems (GNSS), and high-resolution maps. This enables ego-localization and the 
creation of an environmental model which serves as the basis for situation compre-
hension and planning. AVs often use a combination of (multi-modal) sensors to create 
more precise models and to increase safety and reliability through redundant sensors 
[277]. The process of merging information from several sensors and data sources is 
called sensor fusion or – more general – data fusion [257]. A crucial prerequisite for 
successful sensor fusion is their calibration [277]. With a remarkable resemblance to 
human situation awareness (Section 2.2.1; [76]), AVs’ situation comprehension uses 
the perceived information to detect the situation and to predict future states on whose 
basis (driving) actions and trajectories are planned [67]. Here, AVs use technologies 
like computer vision and image processing (e.g., to estimate the dynamic trajectories 
of vulnerable road users such as pedestrians and cyclists based on a stereo vision 
camera [84, 140]), and AI-based algorithms. Finally, the planning is used to execute 
driving actions and maneuvers, i.e., vehicle control. 
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2.1 Autonomous Vehicles (AVs) 
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Figure 2.2 – Information processing of automated and autonomous vehicles. Illustration based on 
the original diagram of Dietmayer [67]. 

Today’s automated vehicles and AVs are quite efficient in handling traffic situations with 
"lower" complexity (e.g., driving on a highway with a maximum speed of 60 km/h [166]), 
i.e., situations with clear rules, low speeds, and a limited number of other road users that 
need to be considered. However, complex situations with multiple agents, such as inter-
sections in urban environments with several other vehicles and vulnerable road users, 
ambiguous traffic situations, and adverse weather and environmental conditions (e.g., 
heavy rain or fog), as well as the correct interpretation of (traffic) rules and maneuvers 
pose crucial challenges. In urban environments, surrounding objects with switching 
dynamics [140] are critical. For instance, pedestrians can rapidly change their dynamic 
(e.g., from standing to walking in a specific direction), resulting in fast changes in their 
(expected) trajectory [140]. This can lead to unforeseen and probably safety-critical 
events. Besides handling objects with fast switching dynamics (even at low speeds), 
the detection and behavior estimation of objects and obstacles at high speeds and long 
distances poses further problems [161]. Communication and cooperation of (automated) 
vehicles and other road users, as well as with the infrastructure, are discussed as options 
to overcome this hurdle [161]. Further improvements in the (sensor-based) perception 
and data fusion are expected to provide a reliable basis for AVs and enable safer and 
more sustainable mobility through automation [257]. When AVs can handle theses 
phases and the corresponding processes in their operational design domain, they will 
likely become continuously implemented in our (urban) environments. 
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2 Background and Related Work 

2.1.2 AV Implementation Scenarios 

AVs could manifest in our communities in many ways depending on factors such as 
environmental context, (other) infrastructure, ownership, user groups, and associated 
requirements. Based on Litman’s [157] regularly updated AV implementation predic-
tions, Schuß, Wintersberger, and Riener [227] derived four AV scenarios (Figure 2.3) 
differing in terms of ownership (private, shared, public) and degree of user control 
over a vehicle’s driving capabilities. Below, we render the scenario descriptions of 
Schuß et al. [227] with some (minor) adaptions and an adapted wording considering 
the connotations used within this thesis (Section 2.1). 

1. Private AVs. The vehicle is owned by a private person who is only a passive 
passenger without controls for manual driving but with many opportunities for 
non-driving related activities such as sleeping or working. A privately owned 
AV can be automatically rerouted by traffc management systems. For the user 
(and owner), this scenario offers the most in terms of comfort and privacy but is 
also the most expensive one. 

2. Private AVs with manual mode. In contrast to the other scenarios, the private 
owner can choose whether to drive autonomously or manually (e.g., for the joy 
of driving). Consequently, typical driving controls like a steering wheel and 
pedals are still available (on request) and affect the interior design. Especially 
in manual driving mode, the control of traffc management systems is limited. 

3. Shared AVs / AMoD. Shared AVs are owned and operated by mobility service 
providers. Passengers can book rides for a single person or groups on-demand. 
Rides may be shared with other (potentially unknown) passengers or booked 
as private rides (probably more expensive). Traffc management systems are 
planning and controlling the rides according to this demand. 

4. Shared autonomous transit. Similar to shared AVs, shared autonomous transit 
vehicles are owned by mobility service providers and controlled by intelligent 
traffc management systems. The vehicles serve as an extension of (existing) 
public transportation systems and have the potential to cover frst- and last-mile 
trips. From our perspective, this scenario can be considered a (sub-)variant of 
scenario 3 (shared AVs/AMoD). 

In a qualitative user study, Schuß et al. [227] investigated the four implementation 
scenarios and considered shared mobility concepts most promising to contribute to a 
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Figure 2.3 – AV implementation scenarios described by Schuß, Wintersberger, and Riener [227] 
with adapted wording. Adapted original illustrations by Schuß et al. [227]. 

more livable and sustainable future. However, their results reveal opposing factors 
affecting people’s attitudes toward the (shared) scenarios. We will now look at the 
benefts and downsides of shared AV scenarios identifed by related work compared 
to scenarios with private ownership. In a next step, we proceed with an overview of 
today’s public test operations of (shared) AVs. 

Shared AVs and Autonomous Mobility-on-Demand (AMoD) 

In general, the signifcance of shared mobility modes will continue to grow [56, 230]. 
Combining on-demand ride-sharing with AVs leads to the creation of (shared) AMoD 
[191] systems. AMoD can be regarded as a so-called Mobility as a Service (MaaS) 
solution in which users’ mobility needs are delivered through a user interface by 
a service provider [114, 128]. The vision of MaaS is to integrate multiple modes of 
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transport into one cooperative ecosystem [114, 128]. In combination with (existing) 
public transport systems, (shared) AVs will particularly cover frst- and last-mile trips 
of multi- and intermodal travel journeys (i.e., shared autonomous transit; Figure 2.3). 

On the one hand, people see the environmental and societal benefts of shared AV 
rides and are open toward using it [227]. To achieve their potential, shared AVs need 
to provide high fexibility for passengers and enable both pre-planning of journeys as 
well as spontaneous trips [227] and spontaneous change of plans (Chapter 5, [86]). 
On the other hand, emotional factors and security concerns – especially expressed 
by female participants – seem to negatively affect this openness [227]. The most 
critical concerns are evoked by the fact that rides would need to be shared with 
strangers, which was found in a variety of recent studies ([214, 228, 227, 194, 213, 212], 
Section 2.2.1). Furthermore, the willingness to share an AV with other passengers is 
impaired by user uncertainty and a prevailing preference for privately owned vehicles 
[45]. In line with this, Pakusch et al. [188] underline the reluctance to switch from 
private rides to shared ones, predicting that private AVs will dominate the future 
of automated driving. Mapping these results to the context of shared AVs, Lavieri 
and Bhat [151] found that people are willing to pay extra fees for trips in shared AVs 
when only the vehicle, but not the trip, is shared with others. Their study indicates 
that privacy and security concerns might prevent participants from opting for sharing 
rides with strangers — affecting commuting trips to a minor extent compared to rides 
for pleasure purposes [151]. In general, demographic factors such as gender [211] 
and age [146] were revealed as predictors for the adoption of shared AVs with young 
men as the group with the highest openness towards using them. 

Public AV (Test) Operations 

Within the past decade, much data was collected in pilot and prototype operations 
in several research projects across the globe, e.g., [104, 181]. As a pioneer in imple-
menting automated vehicles in urban areas, Waymo (Alphabet) began to test robotic 
rides in 2020 in Downtown Phoenix [265, 248]. While the vehicles actually were doing 
(most of) the driving, there was still a safety driver – or, as the company called it, 
an "autonomous specialist" [265] – accompanying the ride who could intervene if a 
problem occurs. Other companies, such as Cruise [206] or Baidu [137], also offered 
similar technologies and settings. In July 2021, Germany paved the way for the next 
step toward actual AVs and allowed – as the world’s frst state – driverless rides on se-
lected public roads (with prior approval) with the release of the ’Act on Autonomous 

20 



2.2 Human-AV Interaction 

Driving’ [81]. Other countries follow(ed). For instance, in the mid of 2022, Californian 
regulators allowed actual driverless taxi services to operate in San Francisco [248]. 
While initially restricted to less crowded places and times (10 pm to 6 am), a safety 
driver was also no longer required from a legal point of view [248]. At the end of 2022 
actual driverless rides became available with Cruise (General Motors) expanding its 
test operation to daytime rides in multiple cities [206] and Waymo now offering au-
tonomous taxi rides availble 24/7, e.g., to connect Phoenix Sky Harbor International 
Airport and Downtown Phoenix [266]. Other major players in the mobility sector, 
such as Uber, are currently teaming up for long-term collaborations with technology 
providers like Motional working on driverless taxi concepts for the next decade [71]. 
This results in the increasing introduction of AVs in people’s everyday environment, 
eventually allowing them to use consecutive driverless services and interact with the 
intelligent vehicles. 

2.2 Human-AV Interaction 

Interacting with autonomous systems such as AVs is a complex and interconnected 
matter. Yet, how people interact with systems and devices is essential for their success 
[218]. Prospective AV passengers will have to accept the unfamiliar – and potentially 
awkward experience – of driverless rides while being exposed to the decisions and 
actions of AI-powered systems. Lacher et al. [149] ascertain that a clear understanding 
of people, systems, and their interaction in a particular environment is required to 
establish trust in autonomous systems. In this sense, understanding human factors 
and acceptance challenges associated with vehicle automation and in particular 
with AVs is crucial. Consequently, complying with future users’ requirements and 
counteracting those challenges is the key to successfully introducing and adopting 
the technology. 

To counteract aforementioned acceptance and human factors challenges, human-
centered design [124, 125] and human-centered AI [234, 204] can provide adequate 
frameworks for the suitable design and development of human-AV interaction and 
respective human-machine interfaces (HMIs). The following sections provide an 
overview of relevant aspects for designing suitable human-AV interactions and con-
clude with evaluation methods and metrics. 
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2.2.1 Human Factors and Acceptance Challenges 

AVs face signifcant challenges from a human factors perspective and in terms of user 
acceptance. Besides individual (demographic) aspects of prospective AV users, the 
most relevant factors and challenges discussed in related work (e.g., [132, 195, 41, 181]) 
can be allocated to the topics overall acceptance, trust, situation awareness, safety 
and security, privacy, and UX. This section provides a comprehensive understanding 
of these factors and the connected theoretical basis for designing and prototyping 
suitable human-AV interactions. 

Acceptance 

The International Encyclopedia of Ergonomics and Human Factors defnes user ac-
ceptance as "the demonstrable willingness within a user group to employ information 
technology for the tasks it is designed to support" [68]. In general, acceptance research 
is concerned with "understanding the factors infuencing the adoption of technologies 
[. . . ] by users who have some degree of choice" [68]. To better understand acceptance 
and its related factors, the technology acceptance model (TAM; [60]) can provide 
a starting point. Davis [60] developed the original version of the TAM with the 
objectives to "improve our understanding of acceptance processes" and provide the 
basis for "practical user acceptance testing". It postulates that users’ attitude toward 
using a system is a major determinant of the actual use of a system or, respectively, 
users’ intention to use a system [60]. Users’ attitude toward using is causally infu-
enced by its perceived usefulness (PU) and the perceived ease of use (PE), while PE 
also affects PU [60]. Both PU and PE are directly infuenced by external (contextual) 
variables like system characteristics and design features [60]. Venkatesh and Davis 
[258] extended the model to the so-referred "TAM2" by differentiating the external 
variables associated with social infuences as well as cognitive processes. 

Since the TAM, in general, can be considered a rather abstract and high-level concept, 
it was often adapted or extended to better ft domain-specifc requirements. This 
is also the case for the automotive domain. For instance, Chen [41] proposes an 
extension of the TAM with a focus on autonomous shuttle services (Figure 2.4). Based 
on a study sample of 700 participants that experienced autonomous shuttle test rides 
in an urban context, they conclude that besides peoples’ attitudes, their perceived 
enjoyment directly affects the intention to use AVs [41]. Furthermore, in addition to 
PE and PU, passengers’ trust in the system affects their attitude toward the technology 
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Figure 2.4 – Chen’s [41] extension of the TAM. According to Chen, people’s intention to use AVs 
and their attitude depends not only on PE and PU but also on perceived enjoyment and (indirectly) 
on their trust. Adapted illustration based on the original diagram of Chen [41]. 

[41]. Similar results were derived by Choi and Ji [43], who identify PU and trust as 
major determinants of peoples intention to use AVs based on an online survey with 
552 drivers. Taking into account the fndings of previous studies, Choi and Ji further 
propose to add perceived risk and driving-related personality factors to the TAM 
[43]. However, they did not fnd a signifcant correlation between perceived risks 
with participants’ intention to use, but they found a causal effect of people’s trust on 
perceived safety [43]. 

Based on a questionnaire study with 384 participants who experienced automated 
shuttle rides on a campus in Berlin-Schöneberg, Nordhoff et al. [181] use a principal 
component analysis to derive three acceptance components with positive relations: 
intention to use, shuttle and service characteristics, and shuttle effectiveness. In accor-
dance with that, Kaur and Rampersad [132] found people’s performance expectancy 
as a signifcant determinant for AV adoption. In line with Chen [41] and Choi and Ji 
[43], they also identifed trust as a major determinant for AV acceptance [132]. 

Trust 

Trust can be defned as "a belief that something is expected to be reliable, good and 
effective" [149, p. 43] and as a mental state people have based on their expectations 
and perceptions [149]. Consequently, trust can also change with experience [174]. 
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Figure 2.5 – Framework for discussing trust in autonomous systems by Lacher et. al [149]. Illustra-
tion based on the original diagram of Lacher et al. [149]. 

Many problems associated with automated systems can be assigned to people failing 
to interact with and rely on the automated system in an appropriate manner [152]. 
Lacher et al. [149] point out that trust depends on multiple parties depending on 
various factors associated with certain roles in autonomous systems. They conclude 
that a precise understanding of users, systems, and their environments is required 
to establish trust and propose a corresponding framework to discuss trust in au-
tonomous systems [149]. Their framework (Figure 2.5) illustrates the interrelations 
of these aspects and that users’ trust does not only depend on single components 
like the competence (or performance) of a certain system (e.g., an autonomous taxi), 
but also on (trust in) other people and institutions (e.g., vehicle manufacturers, city 
councils) as well as environmental circumstances. This underlines the importance of 
physical and social context for system trust and acceptance. Resulting constraints and 
consequences need to be considered to enable suitable collaboration between people 
(users) and (autonomous) systems. 

Lee and See [152] also describe how trust is influenced by individual, organiza-
tional, cultural, and environmental context. In order to avoid misuse and disuse 
of automation, they, furthermore, follow that an appropriate "calibrated" level of 
trust is required [152]. This means that automated systems clearly need to commu-
nicate their capabilities in order to match users’ trust with actual system capabilities 
(trustworthiness) and consequently avoid overtrust (that might lead to misuse) and 
distrust (that might lead to disuse) [152]. Figure 2.6 illustrates the interrelation of 
trust and trustworthiness. 
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Figure 2.6 – Lee and See’s [152] concept of calibrated trust, which depends on a match of users’ trust 
with actual automation capabilities. Illustration based on the original diagram of Lee and See [152]. 

Since trust infuences users’ reliance on automation [152], it can be regarded as a 
crucial component for AV acceptance. In accordance with the more general perspec-
tive of Lee and See [152] and based on their embedded quantitative case study on 
an Australian university campus with 101 participants, Kaur and Rampersad [132] 
identify users’ trust as the primary adoption barrier of AVs, since people need to give 
up control and choice to the autonomous system. In line with Lacher et al. [149], Kaur 
and Rampersad further conclude that the reliability of AVs and its match with users’ 
performance expectations can be associated to their trust in AVs [132]. To increase 
(appropriate) trust in AVs, Eden [74] concludes that easy to understand human-AV 
interactions are required. Riedl [204] puts forth that transparent communication can 
create the basis for such an understanding and advocates for the application of a 
human-centered AI approach (Section 2.2.2) to achieve it. Such would also lay the 
basis for users’ awareness of the usage situation. 
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Figure 2.7 – Endsley’s model of situation awareness [76]. Illustration based on the original diagram 
of Endsley [76]. 

Situation Awareness 

Situation awareness describes a person’s knowledge of a specifc dynamic situation or 
environment [76]. The construct of situation awareness can be divided into three levels 
[76]: 1) perception of elements in the current situation, 2) comprehension of the current 
situation and 3) projection of future status based on this information. As illustrated in 
Figure 2.7, situation awareness is highly related to humans’ decision-making process 
as well as individual-, system-, and task-based infuencing factors. Endsley concludes 
that good situation awareness helps to make and execute appropriate decisions 
[76]. Automation as a system-related factor, on the other hand, decreases situation 
awareness by changing a users’ role from active to passive [77]. In lower automation 
levels (i.e., SAE levels 1 – 3), insuffcient situation awareness can be a critical factor 
and a severe safety issue with increasing automation – e.g., when a take-over request 
occurs due to an unexpected system failure. 

In contrast to that, this is not that critical in AVs (i.e., SAE levels 4 and 5) from a safety 
point of view. Since, e.g., humans are not required – or not even able – to take over the 
driving task in AVs, one might even say that – depending on the system design – their 
ability to decide and execute actions is restricted in the context of AVs. However, humans 
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are still required to have an appropriate level of trust toward autonomous systems 
(Section 2.2.1). As pointed out by related research (e.g., [149, 152]), environmental 
and contextual factors are important determinants of trust. In order to "help humans 
understand the AI systems" [204, p. 35], humans need to understand the context and 
status of the AV and are consequently also required to gain a sufficient level of situation 
awareness. Therefore, it remains – similar to lower automation levels – important to 
facilitate effective communication between humans and AVs to enable a sufficient level 
of situation awareness. This can manifest in HMIs providing information to increase this 
awareness, e.g., by providing information on the current system status, driving context 
(e.g., location, planned route), and explanations of the automated system’s decisions, 
intentions, and actions (e.g., obstacles or maneuvers such as braking or turning) [82, 142, 
156, 195]. Providing users with information on the surrounding elements of automated 
vehicles can increase users’ situation awareness [156] and consequent trust in the system 
[271, 270, 185]. With reference to Fröhlich et al. [95], Pigeon et al. [195] point out that 
several modalities (e.g., visual, auditory) and formats (e.g., text, icons, augmented reality 
(AR)) might be used and combined to convey this information, but current research has 
not yet derived which might be most appropriate and comprehensible. 

Safety, Security, and Privacy 

Previous studies identifed factors and concerns about traffc safety (i.e., the preven-
tion of inherent threats and risks [267]), e.g., provided by the correct functioning of the 
automated system as well as security issues induced by the absence of a human driver 
[195]. Functions such as (emergency) stop buttons [182] and means of communication 
[195] were identifed as requirements to increase passengers’ (feeling of) safety and 
security. In contrast to safety-related aspects, security concerns refer to the fear of 
deliberate internal or external risks [267], i.e., intentional actions by other (human) 
entities. For instance, security concerns can refer to the fear of hacker attacks on the 
autonomous driving system [148, 132]. 

Furthermore, concerning shared AV scenarios, and especially when AVs become inte-
grated into public transportation systems, rides will be shared with other, unknown 
people. This raises concerns among potential users about interactions with strangers 
without human oversight, like a driver in a conventional bus would provide [227]. 
For instance, people fear insults and assaults from fellow passengers [195]. Stud-
ies from related work emphasize resulting security concerns as an important issue 
for automated ride sharing, especially for women and particularly during the night 
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[187, 194, 212, 227, 228]. Here, the absence of a human driver in shared AVs was identi-
fied as a critical aspect [93, 196, 212, 227]. Lavieri and Bhat [151] found that not having 
a driver on board in an AV seems to be particularly problematic for Millennials and 
Generation Z (at the time of the study (2019): people between the ages of 18 and 34), as 
they see a driver as a kind of "guardian". In line with that, Biermann et al. [24] conclude 
an increased need for security in shared AVs. 

Consequently, future passengers might accept the application of monitoring systems to 
prevent crime, vandalism, and also in case of health emergencies [24]. However, the 
use of surveillance systems such as closed circuit television (CCTV) or audio recordings 
of the vehicle’s interior is, like the need for registration to use the resulting mobility 
services, regarded critically – especially regarding (personal) data protection [132, 240]. 
Stark et al. [240] emphasize the resulting ambivalence between security measures and 
privacy requirements. This matter might also affect passengers’ UX. 

UX and Usability 

UX can be described as a "person’s perceptions and responses resulting from the use and/or 
anticipated use of a product, system or service [. . . . It] includes all the users’ emotions, beliefs, 
preferences, perceptions, physical and psychological responses, behaviors and accomplishments 
that occur before, during and after use" [124, p. 7]. As a result, UX can be considered 
"a consequence of the presentation, functionality, system performance, interactive behaviour, 
and assistive capabilities of an interactive system, both hardware and software. It is also a 
consequence of the user’s prior experiences, attitudes, skills, habits and personality" [124, p. 7]. 

UX is often inappropriately used as a synonym for the term usability. According 
to the ISO 9241, usability can be defned as the "extent to which a system, product or 
service can be used by specifed users to achieve specifed goals with effectiveness, effciency 
and satisfaction in a specifed context of use" [124, p. 7]. We want to note the difference 
in the temporal aspect. Usability focuses on the actual usage situation, while the 
concept of UX includes the expectations and anticipations of a prospective users 
that contribute to the total of their experience with a system, product, or service 
– just as their experience during the actual usage situation and their retrospective 
considerations after use do. Consequently, we regard usability as a part of UX. 
Additionally, we consider the work of Hassenzahl et al. [109, 110] and Laugwitz et. al 
[150] ftting who differentiate two aspects of UX: 1) pragmatic quality, which is often 
referred to usability [109] and 2) hedonic quality, which describes humans’ desires for 
stimulation and identity [109] and can be related to user satisfaction [150]. 
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The usability or – more general – the UX of HMIs plays an essential role in terms of 
user trust and acceptance [3]. Since HMIs will provide the only touchpoints with 
driverless AVs and respective AMoD systems, their usability and overall UX greatly 
impact their acceptance. Acceptance factors such as perceived usefulness, perceived 
ease of use, perceived enjoyment, and intention to use (Section 2.2.1; see Chen [41]) 
are likely to be directly affected by AV passengers’ experiences before, during, and 
after a ride. To positively affect these experiences, human-AV interactions need to be 
designed by considering humans’ needs and requirements from early development 
phases. The human-centered design process [124] provides a framework to do so. 

2.2.2 Human-Centered Design (HCD) 

Human-centered design (HCD) can be described as "an approach to interactive systems 
development that aims to make systems usable and useful by focusing on the users, their 
needs and requirements, and by applying human factors/ergonomics, and usability knowledge 
and techniques" [124, p. 4]. By taking into account the characteristics and capabilities 
of users, it aims to enhance "effectiveness and effciency, improves human well-
being, user satisfaction, accessibility and sustainability" [124, p. 4] and to counteract 
"possible adverse effects of use on human health, safety and performance" [124, p. 4]. 

HCD Process 

At its core, the HCD process described in the ISO 9241-210 [124, 125] consists of 
four iterative design activities which are conducted after an initial planning phase 
(Figure 2.8): 1) understanding and specifying the context of use, 2) specifying user 
requirements, 3) producing design solutions, and 4) evaluating the design solutions. 
If the design evaluation reveals the need for optimization, the individual activities are 
run through again in the form of iterations. The process is iterated until the design 
solution meets the identifed user requirements. 

In this iterative process, the evaluation is usually conducted as a formative evaluation 
focusing on the investigation of "which aspects of the design work well or not, and 
why" [130]. The key motivation of formative evaluation is to inform the design 
process and to improve on the current state based on the information derived [130]. 
On the other hand, summative evaluation is usually used to refer to evaluation 
activities that assess "how well a design performs" [130]. Thus, summative evaluation 
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Figure 2.8 – The human-centered design process according to ISO 9241-210. Illustration based on 
the original diagrams of ISO 9241-210 [124, 125]. 

is usually conducted at the start or the end of a design/development process and 
aims to investigate "the overall experience of a fnished product" while it is also often 
used to compare the results against benchmarks or competitor products [130]. 

Contextual aspects play an important role in HCD. We, thus, regard it essential to 
consider the context in all of the design activities for a valid application of the process. 
Regarding the AV domain, this motivates the development and application of suitable 
prototyping methods enabling the context-based conduct of HCD activities (Section 2.3). 

Human-Centered Artifcial Intelligence (HCAI) 

Interacting with AVs implies interacting with systems based on artificial intelligence 
(AI). AI, "broadly (and somewhat circularly) defined, is concerned with intelligent behavior in 
artifacts. Intelligent behavior, in turn, involves perception, reasoning, learning, communicating, 
and acting in complex environments. AI has one of its long-term goals in the development of 
machines that can do these things as well as humans can, or possibly even better" [179, p. 1]. 

Considering the cited defnition by Nilsson [179] from a broader human-factors-
oriented view, we can see that there is a notable overlap of AI with what we call 
automation [189, 190, 260]. To describe the degree of automation in intelligent systems, 
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most frameworks use one-dimensional scales to describe the division of tasks and 
responsibilities between humans and machines, e.g., [83, 210]. In contrast to those, 
Shneiderman [233] suggests a two-dimensional framework to think about automated 
human-machine systems more collaboratively by simultaneously considering the 
dimensions: degree of human control, and degree of computer automation (Figure 
2.9). Shneiderman proposes creating reliable, safe, and trustworthy systems which can 
be achieved by high degrees of both human control and computer automation [233]. 
However, suitable human-machine systems can also have low computer automation, 
but high human control, which would, according to Shneiderman, result in ’human 
mastery’, or – on the contrary – high computer automation and low human control, 
which would result in ’computer control’ [233], Figure 2.9. 

As mentioned before, in intelligent systems such as AVs and AMoD, humans interact 
with automated systems founded on AI. Consequently, users experience AI. We agree 
with Cramer and Kim that "the feld—where UX meets AI—is full of tensions" [51, 
p. 69]. Therefore, recent research suggests designing new (AI-based) systems in a 
human-centered way and postulating human-centered AI (HCAI). Riedl describes 
HCAI as the perspective to designing AI algorithms with the "awareness that they 
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are part of a larger system consisting of humans" [204, p. 33]. Besides understanding 
humans, their abilities, and needs, a critical aspect of HCAI is "to help humans 
understand AI systems" [204, p. 35]. 

The approach of providing explanations as a means to make AI systems (more) 
comprehensible for humans is referred to as explainable artificial intelligence (XAI) 
[105]. Drawing upon the works of Bellotti and Edwards [16] on human consider-
ations in context-aware systems, Gunning [105] puts forward that XAI systems 
should be able to explain their capabilities and understandings. Furthermore, they 
should be able to explain their past, present, and future actions and reveal the infor-
mation basis on which they are acting [105]. Such explanations and, more general, 
transparent communication can provide the basis for the targeted understanding 
in terms of HCAI and, consequently, increase people’s confidence and willingness 
to use these systems [204]. 

In line with the concepts of XAI and HCAI, Amershi et al. [6] suppose to (initially) 
clarify what the system can do and how well it can do that. Building on Horvitz’ 
principles for mixed-initiative user interfaces [119], they propose design guidelines 
for human-AI interaction which are also concerned with (contextual) information and 
feedback during the interaction, error handling, and long-time interaction. 

Along with the general human-centered design process [125], the discussed concepts, 
frameworks, and guidelines of human-centered AI provide a well-founded starting 
point for the creation of adequate HMIs. 

2.2.3 Human-Machine Interfaces (HMIs) 

For the interaction of humans and AVs, human-machine interfaces (HMIs) are re-
quired. In the HCI domain, (user / human-machine) interfaces refer to physical 
facilities or hardware that enable the communication between humans and machines 
[121]. They provide the basis for the communication between passengers and the 
intelligent systems since human operators (e.g., drivers) are no longer involved. In 
this context, the term user interface (UI) is often used as a synonym for HMI what we 
will also adopt in the following sections. 

Interfaces can generally be divided into displays and control elements (Figure 2.10; 
[32]). As explained by Bubb et al. [34], displays can be described as technical elements 
with which humans can receive information from a machine through their senses. 
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Figure 2.10 – Adapted working model of human-machine interaction in/with (automated/au-
tonomous) vehicles. Illustration based on the original diagram of Bruder and Didier [32]. 

Here, all human senses are eligible, while in particular visual, auditory, and haptic 
displays are used primarily [34]. Controls can be described as technical facilities 
enabling humans to transfer information to a machine [34]. Here, extremities (arms, 
legs), feet, hands, or fngers can be used to actuate physical elements (e.g., buttons, 
pedals, levers) but also to perform gestures (e.g., on a touchscreen). Furthermore, ma-
chine sensors can detect gestures, noises, and speech (e.g., via microphones, cameras, 
and infrared sensors) and also serve as controls [34]. 

HMI Types 

With the objective to formalize the various manifestations of HMI displays and con-
trols that can be used to interact with automated vehicles, Bengler, Rettenmeier, Fritz, 
and Feierle [20] introduce a framework to describe the different types of HMIs, their 
interrelations among each other, and other infuencing factors (Figure 2.11). Gener-
ally, they distinguish between internal communication (i.e., interactions inside the 
vehicle) and external communication (i.e., interactions outside the vehicle, e.g., with 
other road users). The latter is, e.g., concerned with external HMIs (eHMI) enabling 
AVs to communicate their intentions and maneuvers (e.g., stopping, accelerating, 
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giving way) to human drivers of other vehicles or vulnerable road users [113] (e.g., 
pedestrians and cyclists). Based on previous work on human-human interaction, 
Schieben et al. [216] derive four main categories of information that AVs should 
communicate to other road users: its current automation status (i.e., the activated 
driving mode), its planned maneuvers, its perception of the environment, and its 
cooperation capabilities. Within the scope of this thesis, we are focusing on internal 
communication with AVs. Here, Bengler et al. [20] differentiate four HMI types: 

• Dynamic HMI (dHMI). 
Refers to mostly implicit communication via the vehicle’s dynamics. 

• Vehicle HMI (vHMI). 
Provides general information on the vehicle’s condition. 

• Infotainment HMI (iHMI). 
Offers information and interactions for non-driving related activities. 

• Automation HMI (aHMI). 
Provides information on the automation’s system status including information 
on current and future events. 

In practice, such a clear differentiation is not always feasible. Instead, HMIs can, on 
the one hand, combine several of the types identifed by Bengler et al. [20] in a single 
component. On the other hand, e.g., iHMIs and aHMIs might be distributed across 
several locations and modalities or displayed redundantly. 

Jansen et al. [126] provide a comprehensive overview of the in-vehicle design space 
for input and output modalities and information locations, and an extension of the 
previous vehicle design spaces by Detjen et al. [63] and Kern and Schmidt [133] based 
on an exhaustive literature review. Moreover, they highlight the importance of multi-
modal in-vehicle interactions [126]. Their systematic literature review reveals that 
the most established modalities for human-vehicle interaction are visual, auditory, 
kinesthetic, and tactile [126]. This is in line with the above-introduced fundamental 
literature of Bubb [34] and Bruder and Didier [32] (Figure 2.10). 

For interacting with (shared) AVs and AMoD, already familiar HMI concepts and 
components like touchscreens, information displays and control buttons seem to be 
preferred by perspective users [24]. A preference for established locations, such as the 
front area, is also refected by Jansen et al.’s review [126]. However, they also point 
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Figure 2.11 – HMI framework proposed by Bengler, Rettenmeier, Fritz, and Feierle [20] illustrating 
the interrelation of the HMI types among each other (right part) and with the infuencing (contextual) 
factors (left part). Illustration based on the original diagram of Bengler et al. [20] (CC BY 4.0). 

out that future automotive HMI designers may consider novel modalities such as 
"vestibular, thermal, olfactory, cerebral, or cardiac" [126, p. 8] which might become 
more approachable and usable by passive passengers in AVs. 

As mentioned, AV passengers are not required to monitor the vehicle’s condition and 
settings as a driver would need to do via a dHMI and a vHMI in vehicles with lower 
automation levels. In order to support passengers in understanding the AI-powered 
system [204] as well as its intentions and actions, transparent internal communication 
via iHMIs and aHMIs is, therefore, placed in focus and could be the key to high 
acceptance, trust, and positive UX. 

Explicit vs. Implicit Interaction and the Interaction-Attention-Continuum 

Previously, human drivers interacted with other traffc participants directly. With 
increasing automation of vehicles and in particular with the introduction of AVs, 
current road traffc will shift to mixed traffc [216]. This means, that there will be both, 
vehicles with automated driving capabilities and road users without automation, si-
multaneously present in the same driving context. As a result, the interaction shifts to 
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a triad where on-board users need to interact with the vehicle automation which inter-
acts also with other traffc participants and replaces to some part or fully (depending 
on the automation level) the interaction of on-board users with other road users [216]. 

Generally, we can distinguish explicit and implicit interactions between humans and 
humans as well as between humans and machines. Explicit interaction with machines 
happens when users tell a system "in a certain level of abstraction (e.g. by command-
line, direct manipulation using a GUI, gesture, or speech input) what they expect 
the computer to do" [218, p. 192]. In contrast, implicit interaction describes actions 
performed by users "that [are] not primarily aimed to interact with a computerised 
system but which such a system understands as input" [218, p. 192]. For instance, 
pedestrians can communicate implicitly to a human driver or an AV that they have 
seen the vehicle and are likely to give way by looking at it and stopping at an 
intersection [66]. For implicit human-AV interaction, AVs need to understand the 
situation and the intentions of the user. Similarly to their information processing 
in terms of driving automation and human situation awareness, the system needs 
to perceive, understand, and predict the situation and the intention of the user 
considering both explicit and implicit communication (Sections 2.1.1, 2.2.1). Stampf 
et al. [239] provide a comprehensive literature overview on which states and user 
intentions might be detected and communicated through implicit interaction. 

Beyond explicit and implicit interaction, Bakker and Niemantsverdriet [10] propose 
an interaction-attention-continuum (Figure 2.12) to describe the relationship between 
human attention (on a spectrum from fully focused attention to completely outside 
the attentional feld) and corresponding interaction types. The authors identify three 
interaction types: focused, peripheral, and implicit interaction [10]. They suggest that 
interfaces should facilitate interaction at all of these varying and shifting levels to ft 
ubiquitous systems into people’s everyday life and routines [10]. While we already 
discussed implicit interaction and considering that the concept of focused interaction 
can be roughly mapped to explicit interaction, peripheral interaction provides a 
third category. It holds characteristics of both explicit (intentional, direct control) 
and implicit interaction (subconscious; Figure 2.12). In the context of (autonomous) 
mobility, this may, for instance, concern scenarios occurring in routinized travels such 
as commutes. For example, a commuter might subconsciously count the number 
of stop announcements on a fxed route to know when to get off. At the same time, 
another passenger may be on the very same ride for the frst time and is consciously 
focusing on the information provided by the system. 
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Figure 2.12 – Interaction-attention continuum proposed by Bakker and Niemantsverdriet [10]. The 
three general interaction types (focused, peripheral, and implicit) are mapped to the human attention 
spectrum. Each type is described with the corresponding level of attention and interaction characteristics. 
Illustration based on the original diagram of Bakker and Niemantsverdriet [10] (CC BY 4.0). 

As Bakker and Niemantsverdriet [10] conclude, it is, therefore, vital for designers to 
consider the varying interaction types and corresponding information demands. 

Information Demands 

Surveys and empirical studies point out that prospective AV passengers demand 
information they are already used to receiving from other private and public trans-
portation systems, such as details on the location, planned route, or upcoming stops 
[24, 85, 193]. Related work suggests using visual and auditory feedback about the 
next stop of automated shuttles [159]. Considering shared AV rides, however, it needs 
to be taken into account that travel information can be a private matter [30]. König et 
al. [139] evaluated whether information about potential co-passengers infuences the 
acceptability of shared AMoD systems and measured how different levels of infor-
mation affected participants’ compensation demands. Detailed information about 
co-passengers proved to be benefcial [139]. Interestingly, they also found that infor-
mation about men as fellow travelers resulted in higher refusal rates than information 
about female travelers [139]. In accordance with this observation, women seem to 
prefer being matched with other women to increase feelings of security [196, 228]. 
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In line with XAI and HCAI approaches arguing for transparent communication be-
tween humans and machines (Section 2.2.2), Norman [183] already pointed out in 1989 
that the "problem" of automated systems is often inappropriate feedback and interac-
tion. Norman proposed the provision of continuous feedback on the system’s system 
status, the anticipation of errors from both humans and machines, and the anticipation 
of the occurrence of the worst possible situation [183]. Recent research on automated 
vehicles also indicates that contextual information and information on the AI-powered 
systems’ status, reasoning, and actions might affect the perceived safety, trust, accep-
tance, and UX of AV passengers [82, 142, 156, 160, 185, 270]. Based on available AV 
sensor data (e.g., detected objects), HMIs could provide such information to supply 
passengers with transparent explanations. These might be able to compensate (at 
least for some part of) the absence of a human driver and counteract said challenges. 

Oliveira et al. [185] found in an indoor study with an experimental level 4 AV that 
providing transparent system information via HMIs can increase trust. In their 
comparison of HMI concepts, an AR-based variant received the best assessment [185]. 
Equivalent results have also been reported for AR interfaces in vehicles with lower 
levels of driving automation, e.g., [156, 271, 270]. Wintersberger et al. [271, 270], 
based on a simulator study, conclude that traffc augmentations can increase driver’s 
trust in ambiguous situations (e.g., dense fog). However, not all users might want 
to receive such information at all times [185]. Thus, the design and amount of 
provided information and explanation are crucial since "more information does 
not necessarily lead to more trust" [160]. Similar results can be observed in other 
domains: e.g., Kizilcec et al. [136] found that making an algorithmic interface for peer 
assessment more transparent by providing explanations can increase trust but also 
diminish already built confdence if too much information is provided. It needs to 
be investigated whether these fndings also apply to the context of driverless AVs in 
real-world driving scenarios. 

Colley et al. [47] investigated the potential of semantic segmentation visualization 
of detected objects to increase trust and situation awareness in vehicles with highly 
automated driving systems (i.e., SAE level 3) by conducting two online studies. 
Their findings revealed the potential of AR-based visualization to increase situation 
awareness, but did not reveal significant effects on participants’ trust [47]. In a con-
secutive work, Colley et al. [48] investigated AR-based visualizations of different 
types of information related to a level 3 automated vehicle’s phase of information 
processing: situation perception, situation prediction, and action planning (Sec-
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tion 2.1.1). They conducted an online study to compare respective visualizations 
and their combination for each of these levels by showing participants single videos 
with respective augmentations. Their results show the effects of the visualization 
variants on participants’ trust, workload, situation awareness, and perceived safety 
[48]. Colley et al. [48], in particular, found visualizations related to situation pre-
diction are perceived negatively and can degrade the attributed capabilities of the 
automated vehicle. However, the authors conclude that visualizations can serve as 
a countermeasure to overtrust by educating future users (here, SAE level 3 drivers) 
and, consequently, help to calibrate trust. It needs to be evaluated and derived 
to what extent these findings apply to driverless AVs and how suitable HMIs for 
(in-vehicle) human-AV interaction need to be designed. 

UI concepts for Shared AVs and AMoD 

AMoD UIs can range from personal planning and booking applications on various 
devices (e.g., smartphones, tablets, desktops) to in-vehicle HMIs and terminals at 
mobility hubs with diverse in- and output modalities. For interacting with AVs, users 
seem to prefer established technologies such as smartphone booking apps, in-vehicle 
touchscreens and control buttons but tend to reject less familiar methods, including 
analogue hand gesture communication [24]. 

As already discussed: since there is no human driver onboard a (shared) AV, the 
question arises of how to communicate with the AV and the service throughout the 
journey – and especially during the ride – considering acceptance, privacy, and trust 
issues (e.g., [30, 132]). This question is inevitable with regard to occurring change 
of plans (CoP), e.g., the need to change the departure time or target destination of a 
booked trip or abort an ongoing trip. In general, the services of a human driver might 
be substituted by a mobile app [24] serving as a personal travel companion. Such an 
app could rely on a ‘classic’ graphical user interface (GUI; e.g., [69], Figure 2.13:i,vii), 
but also on a conversational user interface (CUI) (e.g., [135]). As cost-effective AMoD 
rides would be shared with other passengers, the interaction between users and 
system will include interacting in public spaces with other people present. Given that 
travel information can be a private matter [30], visual in- and output seems superior 
to other interaction modalities like, e.g., speech. As a consequence, ‘classic’ GUIs 
and chatbots (i.e., text-based CUIs) appear to be promising approaches for a mobile 
AMoD companion app. Below, we provide an overview of the two concepts and their 
advantages and disadvantages discussed in the literature. 
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GUIs. GUIs with touch-input can be considered as the de facto status quo of interacting 
with computer systems on mobile devices. This also applies for currently available 
ride-sharing and mobility-on-demand services like, e.g., Uber, MOIA, CleverShuttle, 
or Free Now. Designing for GUIs’ usability and positive user experiences implies to 
think about navigation patterns, menu structures, and the interaction with graphical 
elements, editable text fields or buttons [90, 123]. Generally, GUIs can – in contrast to 
CUIs – easily provide an overview of a system’s functionalities and scope [170, 244] 
and are suitable to display plenty of information [37]. Based on that, users can build a 
clear mental model of the system (e.g., [170]). This makes it easy for them to choose 
between provided options and discover the system through visual clues (e.g., [170]). 
As a result, GUIs can provide efficient shortcuts [245] to access specific functions (e.g., 
aborting an ongoing (shared) AMoD ride with a single button). Although GUIs often 
use established concepts, users must be able to understand the layout and visuals, 
their underlying logic, and the interaction concept [244, 245]. This is a major design 
challenge, especially concerning new usage contexts like AMoD that come with new 
functions and restrictions. 

Chatbots. In general, “the front-end to a chatbot or virtual personal assistant” [165, 
p. 40] is provided by a CUI enabling users to interact with natural language and 
in- and output modalities like, e.g., speech, text, or touch [164, 165]. When users 
express their needs in their own words [244], the system needs to understand their 
intents [255]. In contrast to voice-based virtual assistants, chatbots are text-based 
and require a graphical counterpart. Their visual UI can be considered as a blank 
canvas providing content and features on demand [90]. Designing for chatbot usabil-
ity implies providing users with the appropriate information at the right time and 
making good suggestions [90]. If done right, chatbots can simplify the information 
search process [255], especially in complex search spaces. Through the similarity with 
natural conversations and instant messaging apps, they can provide convenience 
and ease of use [255]. By taking contextual information acquired in previous conver-
sations into account, bots can also personalize the interaction based on individual 
users’ characteristics [255, 279] and offer context-based ‘shortcuts’ to step-by-step 
approaches commonly used by ‘classic’ GUIs. For example, in shared AMoD rides, 
it might typically not be possible to change the destination of an ongoing trip as this 
would also affect all other passengers’ rides. However, suppose a user requests such 
a change of plans. In that case, a chatbot could consider the confict with the ongoing 
ride, inform the user about it and directly suggest a solution (e.g., leave the current 
ride at a suitable location and change to another connecting shuttle). In contrast, a 
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‘classic’ GUI would typically offer a step-by-step strategy (e.g., abort the current trip in 
a frst step and then book a new ride). As interactions with chatbots are currently often 
either productivity-oriented or relational, Følstad and Skjuve [92] suggest to integrate 
both forms to enhance conversational UX. The relational aspect, i.e., the creation of 
a natural and ‘human-like’ feeling [102] is regarded as a key challenge in designing 
chatbots. To achieve this, the bot’s personality needs to be clearly defned [107, 232]. 

State of the Art: UI Examples from the Industry 

Supplementing the above-discussed theoretical and scientifc related works, this 
section looks at the current state of the art of human-AV interaction design in the 
industry. Figure 2.13 provides an overview of exemplary UIs used by leading AV 
technology companies such as Baidu [8], Cruise [53, 54], and Waymo [197, 250]. As 
mentioned in Section 2.1.2, all three companies are currently testing autonomous 
rides. In this section, we discuss particular aspects of the used UIs in the context of 
the above-laid-out theoretical and scientifc foundation. We want to note that this is 
not intended as a comprehensive analysis of state-of-the-art concepts but rather as a 
complement to the theoretical and scientifc basis with practical insights. 

In general, the companies offer their users mobile companion applications (Figure 
2.13:i, vii) in combination with (visual) passenger information displays inside the 
vehicles (Figure 2.13:ii, iii, vi, viii, ix, xii). Auditory displays supplement the visual in-
vehicle HMIs with sound signals and voice prompts (e.g., [250]) but also with ambient 
sounds. For instance, Waymo plays a "relaxing ambient track" [197] when passengers 
enter the car aiming to provide a comfortable and joyful atmosphere. In line with 
the general precedence identifed by the systematic literature review of Jansen et al. 
[126], all companies focus on visual and auditory modalities. However, the choice 
for established technologies generally meets the preferences of prospective AV users 
derived by Biermann et al. [24]. Similar to conventional (i.e., non-autonomous) 
mobility-on-demand services, the UIs, and particularly the mobile applications, are 
designed to accompany users and customers throughout their complete journey 
– starting from hailing a ride (e.g., 2.13:i) to providing information and support 
functions during (e.g., 2.13:ii, iii, ix, vii) and after the ride (e.g., 2.13:vi). The claimed 
goal is to create an "experience that reassures riders every step of the way" [197]. 

Across the industry, building trust is acknowledged as a critical challenge and a 
consequent key motivation for system design [8, 197]. To address this challenge, the 
passenger displays (e.g., Figure 2.13:iii, vi, ix, xii) provide continuous feedback on the 
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Figure 2.13 – UI examples and scenarios from AV technology companies Waymo (i–vi), Cruise 
(vii–xi), and Baidu (xii): mobile companion apps (i, vii), passenger displays (ii, iii, vi, viii, ix, xii), 
and 3D-based visualizations of sensor information used, e.g., for ride monitoring, analysis, and 
marketing purposes (v, xi). Dotted lines in images iv–vi and x–xi illustrate the connection of objects 
in the respective ride scenario (see front camera view in images iv and x) to the visualization of 
the sensor-based information in the UIs. Images i–iii taken from [197], iv–iv taken from [250], vii–ix 
taken from [53], x–xi taken from [54], and xii taken from [8]. 
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system’s status – as recommended by Norman [183] – and combine aHMIs and iHMIs. 
Besides essential feedback and travel information, all passenger display examples 
provide map-based route visualizations. The displays shown in Figure 2.13:iii and 
xii also use 3D-based maps featuring sensor-based visualization of detected objects. 
In the sense of XAI [105], this information can provide explanations to passengers 
and tell them what the AV sees and thinks [197]. At the same time, Waymo designer 
Powel notes that "the passenger doesn’t [. . . ] want to [. . . ] see everything the car sees 
[. . . but rather . . . ] tidy visuals and updates" [197]. This is in line with the discussion 
from above that the amount of provided information is crucial (see [160, 185]). 

Figures 2.13:v and xi illustrate how large amounts of sensor information of an urban 
ride scene (Figures 2.13:iv and x) can be visualized as a 3D representation. In Figure 
2.13:vi, the information on a potentially critical detected object (a cyclist) is further 
transformed and simplifed to a birds-eye-view of the scene, which is complemented 
with an audio-visual safety-warning telling passengers to take care of the approaching 
cyclist when leaving the vehicle. Such feedback and warnings might be able to 
foster passengers’ trust in the system, even while not driving. Regarding the 3D 
representations illustrated in Figures 2.13:v and xi they currently seem to be mainly 
used by engineers (e.g., for ride monitoring or analysis), safety drivers, or marketing 
activities. Although their potentially higher complexity, it may also be interesting 
from both a scientifc and a practical perspective to consider such more complex 3D 
visualizations as an (alternative) UI component for passenger displays to investigate 
the above-derived question on the right amount (and level of detail) of information 
and explanations. Also, with regards to (combinations with) other display concepts – 
e.g., AR-based object visualization (see Chapter 4) – or additional modalities. 

The state-of-the-art examples provide a great source of inspiration and interesting 
potential for further research. Presumably, due to the current implementations of the 
services and vehicles, the UI examples focus on "private" rides. This may change in 
the near future due to the great potential of shared rides (Section 2.1.2). In Chapters 3, 
4, 5, and 6, we investigate UI concepts for (shared) rides that may provide helpful 
insights to advance the current state of the art. With the scientifc and practical 
foundation of human-AV interaction design elaborated, we will now have a look at 
how UI concepts can be evaluated within the HCD process. 
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2.2.4 Evaluation Methods 

Following an HCD approach [124], design solutions such as HMI concepts for human-
AV interactions need to be evaluated through the perspective of (end-)users and 
potentially other stakeholders. Nielsen [178] summarizes four approaches to evaluate 
user interfaces: 

• Automatic. Computer-generated assessment of usability metrics. 

• Empirical. Testing with real users. 

• Formal. Calculation of usability metrics with models and formulas. 

• Informal. Using rules of thumb and experienced evaluators. 

Since formal methods do not scale well [178] and automatic methods are still limited 
in their applicability, especially for early development phases, empirical and informal 
approaches are considerably prevalent. Two widespread approaches to evaluations 
are inspection-based evaluation and user-based testing [124]. This section provides a 
concise overview of the two approaches and metrics that are – within the scope of 
this thesis – suitable for the respective evaluation activities. 

Inspection-based Evaluation 

Inspection-based methods are a cost-effective way to evaluate design solutions and 
to identify usability problems [177, 124]. Mostly, inspection-based evaluation uses 
applicable guidelines (e.g., usability or accessibility guidelines) and requirements 
to check the design solution against [124]. The methods can vary in the degree of 
standardization and the type of guidelines used for inspection. Popular inspection 
methods are heuristic evaluations [177], cognitive walkthroughs, or the inspection 
regarding the interface’s compliance with standards and norms [178]. 

For instance, heuristic evaluation uses heuristics which can be considered broad 
rules of thumb [176] as the basis for the assessment. Based on a factor analysis of 249 
usability problems, Nielsen derived a set of ten usability heuristics [177] (Table 2.1). 
Another popular set of guidelines is the seven dialogue principles described in the 
norm ISO 9241-110 [122], which can be likewise used for inspection-based evaluation 
(Table 2.1). Those can be regarded as generalized goals for the design and evaluation 
of HMIs [122]. The ISO guidelines can be considered more abstract, while Nielsen’s 
heuristics are a bit more concrete. Nevertheless, they overlap in their objectives 
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Table 2.1 – Guidelines for Design and Evaluation of User Interfaces. 

Nielsen’s ISO 9241-110 ISO 15005 
usability heuristics [177] dialogue principles [122] dialogue principles [121] 

Visibility of system status 

Match between system and the Suitability for the task Compatibility with 
real world driving 

User control and freedom Controllability Controllability 

Consistency and standards Consistency 

Conformity with user Conformity with driver 
expectations expectations 

Error prevention 

Recognition rather than recall Self-descriptiveness Self-descriptiveness 

Flexibility and effciency of use Suitability for individualization 

Aesthetic and minimalist design 

Help users recognize, diagnose, Error tolerance Error tolerance 
and recover from errors 

Help and documentation 

Suitability for learning 

Timing/priorities 

Simplicity 

and partially in their formulation. This is generally the case for established design 
guidelines since they all originate from human psychology and are based on "how 
people perceive, learn, reason, remember, and convert intentions into action" [129, 
p. xiii]. More specific to the automotive domain, the norm ISO 15005 [121] offers 
eight adapted dialogue principles for transport information and control systems 
(TICS; Table 2.1), which are clustered in the categories 1) appropriate for use while 
driving, 2) appropriate for the TICS task, and 3) appropriate for the driver. However, 
as ISO 15005 focuses on driver information and assistance systems, its application 
for AVs is limited. To our knowledge, there is no adapted norm specifically for 
(driverless) AVs available yet. 

Typically, inspection-based evaluations are conducted by (domain or usability) ex-
perts "who base their judgment on prior experience of problems encountered by users 
and their knowledge of ergonomic guidelines and standards" [124, p. 22]. The inspec-
tion can be undertaken by single or multiple evaluators [124, 177]. Having several 
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evaluators assess the design can reduce individual bias [124]. Generally, inspection-
based evaluation can be conducted easier and faster than user-based testing, and 
might fnd different issues than testings would [124]. It can be complemented with 
user testing (and, for instance, identify obvious problems beforehand) to make the 
testing more cost-effective [124]. 

User-based Testing 

Generally, user-based testing refers to the empirical evaluation of design solutions 
with actual (or prospective) users [177]. It can be conducted at any design stage 
[125]. At early design stages, artifacts such as scenarios and sketches, or early (e.g., 
paper-based) prototypes of the design concepts can be presented to users that are 
"asked to evaluate them in relation to a real context" [124, p. 22]. At later stages, pro-
totypes with higher fdelity are tested by real users to assess, e.g., usability. Therefore, 
such tests are often referred to as usability tests or – more generally – as user studies. 
Usually, users are asked to carry out (pre-defned) tasks "using the prototype rather 
than just be shown demonstrations or a preview of the design" [124, p. 22]. In HCI, 
evaluation data is often collected by means of observation, measurement, interviews, 
and questionnaires. 

To consider the context of use, user studies can be conducted in the actual environment 
– which is also referred to as feld testing, feld study, or feld validation [124]. Since 
the availability of AVs is limited, feld studies with actual (i.e., driverless) AVs are hard 
to realize, especially in the early design stages. However, in both natural and artifcial 
(lab-based) environments, context-based prototyping can be applied to consider 
physical and social contexts even from early design and development stages and 
enhance the study’s validity (Section 2.3). In the AV domain, this means, e.g. that 
tests can be conducted in labs with prototyped environments (e.g., with mock-ups, 
(driving) simulation) or real environments with (simulated) AVs that might use the 
wizard-of-oz method (Section 2.4). 

Often task-based user studies are combined with thinking-aloud methods (i.e., users 
are encouraged to verbalize their thoughts while participating in the test session), 
(digital or paper-based) questionnaires, and (semi-structured) interviews to assess 
the current design solution with both quantitative and qualitative methods. Such 
studies adopt a mixed-method approach [52]. This enables data triangulation: quanti-
tative data (e.g., measured with validated questionnaires, counts of successful task 
completions, or methods such as eye-tracking), observations, and qualitative data 
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gained from interviews are combined. All studies conducted within this doctoral 
research (Chapters 3 – 6) adopt such an approach. For the collection of quantitative 
data, we mostly used standardized questionnaires to assess acceptance (Chen’s TAM 
adaptation [41], Van der Laan et al.’s questionnaire [256]), trust (Körber’s Trust in 
Automation (TiA) questionnaire [141]), UX and usability (User Experience Question-
naire (UEQ) by Laugwitz et al. [150] and its short version UEQ-S by Schrepp et al. 
[222]), as well as immersion (Igroup Presence Questionnaire (IPQ) [225]) and simu-
lator/motion sickness (Motion Sickness Assessment Questionnaire (MSAQ) [101]). 
Depending on the study objective, we accompanied the standardized questionnaires 
and our observations with single-item scales (e.g., on well-being, safety, security, and 
privacy) and with open and closed questions asked in semi-structured interviews 
to discuss with study participants their assessment, experiences, and opinions. For 
valid assessments, context plays an essential role (see [143]). In the following section, 
we will elaborate on what considering the context in the human-centered design of 
human-AV interactions means and what potential context-based prototyping holds 
to create suitable HMI designs and valid (user) studies. 

2.3 Context-Based Interface Prototyping 

We use the term context-based interface prototyping to describe the approach of 
prototyping human–machine interactions and respective HMIs in a contextualized 
setup (see Flohr et al. [85] and Hoggenmüller et al. [118, 117]). In this section, we 
lay out the theoretical fundamentals and practical considerations regarding context 
and prototyping in HCI. We also provide an overview of applicable methods for 
context-based prototyping of (in-vehicle) human-AV interactions. 

2.3.1 What is Context? 

The notion of context holds a variety of meanings and interpretations, even if we 
focus solely on the area of computer science and its subdisciplines [218]. Below, we 
gather existing defnitions to render what we consider to be an appropriate under-
standing for the HCI domain. Starting with a general description, the Cambridge 
Dictionary defnes context in the sense of a “cause of event” as “the situation within 
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which something exists or happens, and that can help explain it” [39]. Schmidt [218] 
also defnes its understanding based on dictionary defnitions and uses the term to 
“describe the environment, situation, state, surroundings, task, and so on” [218, p. 
193]. Taking into account several varying defnitions from related work, Trivedi and 
Khanum [253] also derived a rather broad defnition and regarded context as “any-
thing which has an effect on the human behaviour” [253, p. 72]. They distinguished 
cultural, organizational, technological, physical, and social context [253]. Situated 
within the HCI domain, we focus, similarly to Trivedi and Khanum [253], on the 
physical and social context and regard the technical aspects as a part of the physical. 

2.3.2 Context in Human–Computer Interaction 

As can be derived from aforementioned general definitions, context is an essential com-
ponent in HCI. In ISO 9241-110, the context of use is defined as “users, tasks, equipment 
(hardware, software and materials), and the physical and social environments in which 
a product is used” [122, p. 6]. This definition considers users, tasks, and equipment as 
part of the context which is “surrounded” by physical and social environments. Dey and 
Abowd [65] channeled their understanding of previous work into an even more tangible 
definition, which we consider a proper understanding within the scope of this thesis: 

Context [in HCI] is any information that can be used to characterize the situation 
of an entity. An entity is a person, place, or object that is considered relevant 
to the interaction between a user and an application, including the user and 
applications themselves. [65, pp. 3–4] 

To consider context in the design and evaluation of systems that are not (yet) fea-
sible or not available, prototypes incorporating this dynamic element can be used. 
Prototyping can help to understand and explore context and corresponding user 
experiences, ideas, and concepts [35]. 

2.3.3 Prototyping as a Means to Consider Context in HMI Design 

In line with Thaler’s general perspective that a prototype can be “anything that will 
move the process forward” [247], prototyping can be regarded as ”interwoven with 
nearly all product, service, and systems development efforts“ [40, p. 1]. 
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Rendering a methodological, process-oriented perspective, Crabtree [50] distinguished 
four steps of prototyping: functional selection, construction, evaluation, and iteration. 
Through evaluation, prototyping enables feedback and communication between the 
use practice and the design process [50, 158]. For most cases, Crabtree [50] differ-
entiated three interrelated prototyping forms: exploration, experimentation, and 
evolution. In exploration, prototyping helps to understand context and – although 
eventually lacking large parts of the desired functionality – helps to foster ”coopera-
tion between designers and end-users“ [50, p. 131]. Experimentation builds on the 
exploration to demonstrate and refne the prototype pragmatically but still includes 
user involvement [50, 158]. The evolution phase is focused on the ”development and 
implementation of a stable prototype [. . . in] the target domain“ [50, p. 131], and thus 
marks the transformation of the prototype into an actual product situated within its 
actual context of use. 

Lim et al. [154] described prototyping as ”an activity with the purpose of creating a 
manifestation that, in its simplest form, flters the qualities in which designers are 
interested, without distorting the understanding of the whole“ [154, p. 4]. This points 
out that prototyping enables, on the one hand, one to explore (parts of) the fnal 
product considering the bigger picture (”the understanding of the whole”), which 
includes its environmental context. On the other hand, prototyping enables “fltering” 
to put the focus on particular aspects (“qualities”) of a product, system, or service in 
which the designer or the team is interested [154]. Filtering dimensions can be, e.g., 
the prototype’s appearance (e.g., in terms of shape, size, and color), considered func-
tionalities, or the degree of interactivity (e.g., in terms of input and output behavior 
or feedback provision) [154]. Filtering enables the effcient investigation of design 
ideas without the need to implement the whole thing. Prototype manifestations can, 
according to Lim et al. [154], differ in three dimensions: material (i.e., the medium 
used to create the prototype), resolution (i.e., the prototype’s fdelity or level of detail), 
and scope (i.e., the range of what is included in the prototype). 

Based on their extensive investigation of various prototyping approaches for urban 
robotic interfaces, Hoggenmüller concluded that the prototype of a product or system 
merges with the surrounding (prototyped) context “into one single manifestation” [117, 
p. 210]. This depicts the interdependence of interface prototypes and their (proto-
typed) surrounding physical and social environment. Context-based prototyping 
allows accounting for these circumstances. Besides creating more realistic experi-
ences, it can also reveal requirements and constraints. In the AV domain, this could, 

49 



2 Background and Related Work 

DECONTEXTUALIZED PROTOTYPING

ENVISIONED
PRODUCT, 

SYSTEM, OR
SERVICE

USER
OR OTHER STAKEHOLDER

CONTEXT-BASED PROTOTYPING
CO

N
TEX

T

IM
M

ERSION

ENVISIONED
PRODUCT, 

SYSTEM, OR
SERVICE

USER
OR OTHER STAKEHOLDER

D
E

S
IG

N
E

R

S
CO

P
E

Figure 2.14 – Decontextualized prototyping vs. context-based prototyping. Illustration based on the 
original diagram of Hoggenmüller [117]. Context-based prototyping situates the envisioned product, 
system, or service in the context of use. As a result, it increases users’ and other stakeholders’ 
immersion and the scope of designers and researchers [117]. 

e.g., refer to the readability of displayed information, the reachability of controls, 
or the compatibility of displays and controls. Hoggenmüller [117] illustrated the 
advantages of context-based (or “contextualized”) prototyping – where the envi-
sioned prototype system, product, or service is situated in the (physical or virtual) 
context – by using a comparison to “decontextualized” prototyping (Figure 2.14). 
Contextualized prototyping does not only help to increase user’s immersion, but also 
supports designers (and other stakeholders) with envisioning the product, system, 
or service within the context [117]. With reference to Trivedi and Khanum [253] and 
Lacher et al. [149], we want to extend this view to also include the social context. 
Consequently, context-based prototyping can support the HMI design process from 
all different angles. Before creating (context-based) prototypes, however, a few things 
should be considered that we will elaborate in the next section. 
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2.3.4 Considerations and the Impact of Prototyping 

The “ultimate goal of prototyping” in the HCI domain is – according to Camburn 
et al. [40] – the enhancement of performance and UX. Lim et al. [154] postulated 
as an economic principle of prototyping that “the best prototype is one that, in the 
simplest and the most effcient way, makes the possibilities and limitations of a design 
idea visible and measurable.” We want to highlight the aspects of simplicity and 
effciency as core economic components. Based on the introduced defnitions, we 
suggest expanding this principle to account for the various possible manifestations, 
places, and users; the different applications of prototypes in the HCD process; and 
the inherent importance of context. In doing so, we want to note that we do not see 
prototyping to be a procedure to create something “perfect” or “best.” Instead, we 
consider prototyping more of an iterative tool to achieve specifc goals within the 
overall process. As such, it can provide a certain amount of (maximum) value but 
without achieving something like a state of perfection. In line with this, Camburn 
et al. [40] also pointed out that iterative prototyping directly causes an increase in 
performance and the ability to meet (diffcult) requirements. The following state-
ment summarizes these contemplations as our working defnition. References to 
Lim et al. [154] and ISO 9241 [124] are highlighted in italics. 

Prototyping in HCD is of greatest value when it most simply and effciently 
supports achieving the goals of a particular activity, such as analysis, design, 
or evaluation. Prototyping can, for example, make ideas, concepts, and 
contexts visible, tangible, or measurable. 

To achieve this, there is a wide variety of methods, materials, and tools available 
(Section 2.4). However, when it comes to their selection, it is important to consider 
that “everything is best for something and worst for something else” [38]. We render 
this to be crucial for successful (context-based) prototyping and agree with Buxton 
that the “trick is knowing what is what, for what, when, for whom, where, and 
most importantly, why” [38]. Similar to that, Dodge [70] lays out that how much a 
prototype can teach us depends on what, why, and how we are prototyping; and the 
when (i.e., the point of time in the process) and the amount of time spent to create 
the prototype signifcantly affect the impact on the (fnal) design. What, why, and 
how can directly refer to the notions of manifestations and flters introduced by Lim 
et al. [154]. Dodge [70] formalized their relationship with the time spent and the point 
of time in the process (when) in Equation (2.1). 
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What × Why × How × When = Impact on design (2.1)
Time spent Dodge 

We have already elaborated on the materials and the scope of prototypes – i.e., 
two of the three introduced dimensions of prototype manifestations described by 
Lim et al. [154]. Now, we want to complement this with a view on the third dimension, 
the resolution, or fdelity. In the HCI domain, fdelity is often referred to as “the extent 
to which a computer application or system reproduces visual appearance, interaction 
style and functionalities” [58, 208]. In other words, fdelity describes the “level of 
detail” [58] or the degree to which a prototype represents the (actual, planned, or 
fnal) product, system, or service. In the above equation, fdelity is addressed by what, 
how, and where. Often, prototypes are described with the dichotomous categories 
“low-fdelity” or “high-fdelity” [208]. However, as Virzi et al. [259] and Warfel [262] 
pointed out, fdelity should be regarded as a continuum, not as a dichotomy. The 
required fdelity depends on the goal or the purpose that one wants to accomplish 
with a prototype [262]. Basically, this means that it depends on the answers to the 
questions that are part of Doge’s equation [70] and on the (requirements of the) 
target audience. With regard to the use of prototypes as (part of) simulations, Dahl 
et al. [58] distinguished three components that contribute to overall simulation fdelity: 
prototype fdelity, environment fdelity, and psychological fdelity. While we value 
this differentiation, we want to note – considering our adopted working defnition 
of prototyping – that an environmental (or contextual) representation as part of a 
simulation can also be considered a form of a prototype. In general, higher fdelity 
often results in higher efforts to produce a prototype. Depending on the objective of, 
e.g., a study, it is vital to select an appropriate level of fdelity – since it can affect the 
accuracy of others’ interpretations [40] and may affect participants’ immersion, and 
consequently, their assessment [117] – and of course, economic aspects. 

From an HCI perspective, AVs and related mobility (on-demand) concepts are still 
in an early development phase (when). Especially in this early stage, context-based 
prototyping can have a substantial impact (Equation (7.1). Section 2.4 provides a 
qualitative semi-systematic literature review [236] and discusses suitable methods to 
inform future research on what, why, how, and where context-based prototypes of 
AV HMIs can be created. 
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2.4 Methods for Context-Based Prototyping 
of In-Vehicle Interactions 

Testing and evaluating new AV HMIs and concepts in early development phases with 
actual AVs and in real traffc is – similarly to the development of advanced driver 
assistance systems [33] – only possible with tight limitations. Aside from current 
technological constraints, this is primarily due to ethical aspects, especially regarding 
the potential danger when involving participants, other road users, and infrastructure. 
Context-based prototyping can help to face the problem of AVs being still in their 
technical infancy. 

This section provides an overview of applicable methods for context-based interface 
prototyping [85, 118, 117] of in-vehicle interactions with AVs. Such methods enable 
researchers, designers, and other stakeholders to establish and experience contextu-
alized setups of human-AV interactions to consider environmental factors in HCD 
activities, such as analysis, design, and evaluation. We focus on methods that support 
prototyping interfaces within their (intended) physical and social context. However, 
we do not focus on concrete interface prototypes. Within the scope of this thesis, we 
neither discuss differences between HMI prototypes, e.g., in terms of the fdelity of 
sketches, wireframes, and high-fdelity visual design prototypes. Nor do we look at 
prototyping tools such as Sketch, Figma, Antetype, or Adobe XD. Interface prototypes 
are, especially with regard to the above-cited defnitions, of course, a crucial part of 
the context of use. A detailed discussion of these is, however, beyond the scope of 
this dissertation. 

Depending on the contextual situation, some methods are more suitable than 
others – for instance, regarding economic aspects. For example, for some AV sce-
narios, it might be required to have a dynamic high-fdelity representation of a ride 
through an urban environment. For others, it can be suffcient to have a static mock-
up of a vehicle environment in a laboratory – e.g., to evaluate the general placement 
of display concepts within a vehicle. Often, a combination of several methods is used 
– e.g., Flohr et al. [85, 86] used immersive video to create a dynamic ride simulation 
in combination with both interactive and video-based interface prototypes and actors 
that simulated the social context. 

In general, prototyping methods need to be assessed and chosen depending on the aim 
or purpose of a particular project while considering their limitations. For example, while 
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VR setups offer high degrees of flexibility, it still needs to be determined how participants’ 
perceptions differ from reality [96]. With reference to Bengler [17], Fuest [96] proposed 
that each method needs to be assessed with the three scientific quality criteria: 

• Objectivity. The extent to which results are independent of any infuences 
outside the matter of subject [198]. E.g., independence from infuences of the 
investigator [96], test moderator, or analyzing and interpreting person [198]. 

• Reliability. The accuracy with which something is measured [198] or executed. 
E.g., for a wizard-of-oz study, the same driving style needs to be reproduced for 
each session [175, 96]. 

• Validity. The extent to which a method actually measures or predicts what it is 
supposed to [198]. In HCI, one often distinguishes between internal validity 
– i.e., the extent of control of a study or method [235] – and external validity, 
which often refers to the generalizability of results [235]. 

Concerning the (external) validity of prototyping methods, and in particular, simulation 
methods, essential aspects are study participants’ immersion and sense of presence in 
the context, i.e., in the simulated environment or virtual world. A virtual world can be 
described as “an imaginary space often manifested through a medium” ([231], p. 8). 
The “sensation of being in an environment” ([231], p. 10) such as this virtual world is 
described by the term immersion. Creating immersion and the related experience of 
presence is a significant challenge in simulator studies [33] or – more general – in context-
based prototyping. Sherman and Craig differentiated mental immersion as a “state of 
being deeply engaged” from physical immersion as “bodily entering into a medium 
[and the] synthetic stimulus of the body’s senses via the use of technology” ([231], 
p. 10). However, this “does not imply [that] all senses or that the entire body is 
immersed/engulfed” ([231], p. 10) at the same time. While sense of presence is often 
used as a synonym to immersion, Sherman and Craig assigned presence as equivalent 
to the state of mental immersion [231]. Similarly, Bubb [33] described presence as a 
cognitive state where users have the impression of being part of the virtual world 
which can be achieved through suitable technology design. 

With these criteria introduced, the following sections provide an overview of the 
most frequently used context-based prototyping methods for human-AV interaction. 
Besides related work, we also included the setups and methods, we used in Chapters 
3, 5, and 6. We focus on the application for empirical studies on in-vehicle HMIs (and 
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do not consider, e.g., questionnaire-based online studies or external HMIs – though 
some of the methods may also be applied for such study designs), but still, note that 
this collection is not exhaustive. We cluster the methods into the categories 1) static 
mock-up (including spatial interior and exterior representations), 2) ride simulation 
(with a focus on virtual and mixed reality and (immersive) video), 3) social context 
simulation, 4) wizard-of-oz, and 5) experimental vehicle. Table 2.2 summarizes the 
methods’ key aspects and practical challenges. 

Table 2.2 – Context-based prototyping methods for human-AV interactions and their challenges. 

Method Description Challenges 

Static mock-up Static elements – that do not show 
(dynamic) changes over time – 
provide a spatial representation of 
AV interior and exterior compo-
nents. 

Ride simulation Simulating the dynamic (physical) 
context of riding in an AV using 
VR, MR, (spatial) sound, (immer-
sive) video, or a combination of 
the mentioned approaches. 

Social context Simulating interactions and com-
simulation munication with others, e.g., co-

passengers in shared AV rides. 
Prototypes can, e.g., make use of 
sound and actors [85] or enact-
ment and props [228]. 

Wizard-of-Oz Making participants believe they 
(WoOz) are riding in a real AV while a hu-

man driving wizard controls the 
vehicle [19]. WoOz can be used to 
prototype AVs on test tracks and 
on public roads. 

Experimental Vehicles with actual (but to some 
vehicle extent limited) automated driving 

capabilities [96]. 

Weighing (study) requirements (e.g., 
regarding fdelity) and effort to con-
struct a mock-up. 

Achieving a suffcient level of fdelity 
for participants’ immersion in the sim-
ulation [33] that is required for a valid 
contextual representation; 
Coping with occurring simulator sick-
ness symptoms [5, 116]. 

Incorporating social context into 
(semi-)controlled test environments 
can lead to adverse effects. 
E.g., people might feel uncomfortable 
with other (unknown) people present 
in certain situations, which might also 
lead to adverse effects in terms of sim-
ulator sickness [85]. 

Keeping up the WoOz deception 
throughout the conduct of the study; 
Coping with varying environmental 
conditions (e.g., weather, other road 
users) and ensuring comparability of 
test rides [175, 19]. 

Counteracting (technological) limita-
tions that might not meet participants’ 
expectations (see, e.g., [181]) and af-
fect their assessment, e.g., limited 
speed, restricted areas, presence of a 
safety driver. 

55 



2 Background and Related Work 

2.4.1 Static Mock-Ups 

We use the term static mock-up to categorize methods that enable the inclusion of 
static contextual elements that do not show any changes over time, e.g., in their 
appearance. In terms of in-vehicle human-AV interaction, static components can, for 
instance, be used to spatially prototype the interior and the exterior of an AV. The 
construction of a mock-up can directly affect participants’ sense of presence [33]. 

To analyze user requirements regarding the design of shared AVs, Schuß et al. [228] 
used a tent-based mock-up to create an enterable prototype of an AV’s exterior. This also 
enabled them to situate participants of an empirical user study in a closed environment 
resembling the “pod’-like interior of a shared AV (Figure 2.15). Conventional chairs 
were used to resemble the seats of the AV (Figure 2.15ii). Similarly to that, we used office 
chairs to do the same as part of an immersive video-based setup and used room walls, 
a movable whiteboard, and wooden pallets to create a rudimentary spatial mock-up 
(Figure 2.15iii,v; Chapters 3 [85], 5 [86], and 6 [87]). 

While the mock-up of Schuß et al. [228] was constructed using metal poles and a tent 
canvas, other materials such as paper, cardboard, and image prints could also be used 
to (re-)create similar setups. Static setups without additional components such as 
dynamic simulation, including the ones by Schuß et al. [228] and the ones we used 
in Chapters 3, 4 and 6, can be considered on the lower side of the fidelity continuum. 
However, exterior and interior prototypes also allow approaches with higher fidelity to 
provide a basis for the creation of sophisticated prototypes with the aim of resembling 
the final vehicle design (e.g., Figure 2.15v). Items, props, and physical controls such 
as emergency stop buttons or breaks can extend the physical immersion. They also 
enable one to investigate the match between digital displays and respective physical 
controls and to evaluate their compatibility or corresponding constraints. Furthermore, 
especially personal items can also increase social context simulation (Section 2.4.3). 

2.4.2 Ride Simulation 

Simulators enable researchers and designers to consider dynamic contextual factors in 
early development stages. In terms of driving and ride simulation, such dynamic factors 
might compromise, e.g., seeing a changing urban environment while looking out of a 
vehicle window during a ride through a city, sounds of the vehicle when accelerating, 
or the behavior of other road users, such as other vehicles or pedestrians. Depending 
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Figure 2.15 – Examples of static interior mock-ups of (shared) AVs in combination with other 
prototyping methods. Images (i, ii) were taken from Schuß et al. [228] (CC BY 4.0), who used a 
tent-based setup in combination with a dynamic enactment simulation and physical items. Images 
(iii–v) show video-based simulation setups with different spatial mock-up components (chairs, walls, 
tent, whiteboard, wooden pellets) we used for the setups described in Chapters 3 [85], 5 [86], and 6 
[87]. Image (vi) shows a high-fdelity interior of a shared AV. 

on the setup and research aim, simulators offer, on the one hand, high controllability 
(e.g., of environmental conditions) and reproducibility (e.g., created simulations and 
test parameters can be easily transferred to other studies) [219, 61]. On the other hand, 
they provide high flexibility in their manifestation and in terms of simplicity in data 
collection [219, 61]. Furthermore, they allow the safe assessment of new systems and 
interfaces in early development phases [61]. With regard to the aforementioned quality 
criteria, simulators provide an excellent basis for the reliability of a study. 

However, a major challenge of using simulators is the creation of a participant’s 
experience of presence in the simulated environment [33]. To achieve high presence 
perception, high-fdelity reproduction of visual, acoustic, haptic, and spatial stimuli 
is required [33]. As limitations regarding the realistic representation of these stimuli 
persist even in modern simulators, the validity of (automated driving) simulator 
studies remains an important research topic [116]. Furthermore, so called simulator-
sickness symptoms, such as nausea, vertigo, sweating, or headaches [116], might 
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occur while being in a simulated environment. Almallah et al. [5] found that women 
are more prone to simulator sickness than men and that older people experience 
more severe symptoms. Simulator sickness was found to be related to the sense of 
presence [5]. I.e., the more people are immersed in a simulation, the less likely is the 
occurrence of simulator sickness. According to Bubb [33], immersion depends on the 
reproduction quality of spatial and temporal stimuli that humans perceive with their 
sensory organs. Almallah et al. [5] also found that urban environments with close 
buildings and lower speed limits can increase participants’ sense of presence while 
simultaneously decreasing the occurrence of simulator-sickness symptoms. Hock 
et al. [116] provided a checklist to overcome typical challenges when conducting 
(driving) simulator studies. 

As mentioned before, we focus on prototyping the physical and social context of in-
vehicle human-AV interactions. By simulating these contextual aspects, we consider 
visual and auditory (noise, sound) impressions to be most relevant for (cost-effective) 
context-based prototyping, and will therefore put an emphasis on these. However, 
we want to note that other components, such as motion simulation and the inclusion 
of vehicle dynamics, might also be vital for some scenarios. Most common simulators 
used in automotive HCI research immerse study participants in a virtual world by 
using either computer-generated imagery (CGI; e.g., [100, 82, 271]) or (immersive) 
video (e.g., [143, 145, 98, 85, 86]). Below, we discuss these approaches, their theoretical 
background, and their application in current HCI research. 

Virtual and Mixed Reality 

Being immersed in an alternate reality such as a virtual world is usually referred to as 
virtual reality (VR) [231]. VR allows investigations about how humans interact with 
computer-created worlds and simulations [12]. Milgram and Kishino describe a VR 
environment as “one in which the participant-observer is totally immersed in, and 
able to interact with, a completely synthetic world” [168, p. 2]. To describe how VR 
and associated concepts are related, they introduced a continuum between the real 
environment and the virtual environment, where they describe the space in between as 
mixed reality (MR) (Figure 2.16). MR is regarded as a state in which “real world and 
virtual world objects are presented together” [168, p. 2]. Subsets of mixed reality are 
augmented reality (AR; in which the real environment is supplemented with virtual 
(computer-generated) objects [7]) and augmented virtuality (“in which real objects are 
added to virtual ones [. . . ] and the surrounding environment is virtual” [7, p. 34]. 
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Figure 2.16 – Milgram’s and Kishino’s reality-virtuality continuum. Illustration based on the original 
diagram of Milgram and Kishino [168]. Prototypes can make use of the whole spectrum to make 
products, systems, and services experiential. 

As can be seen in related work, e.g., in Azuma et al. [7], VR is often used as a synonym 
for virtual environments. Generally, both VR and AR, and augmented virtuality, can 
be used for simulation and context-based prototyping. For instance, Morozova [173] 
presented a “mixedUX” prototyping framework for usability testing in AR. While 
augmented virtuality is quite rarely used in the AV domain, some studies use AR to 
investigate new HMI concepts. Haeuslschmid et al. [111], for example, used AR to 
prototype interactions with a virtual avatar. However, most state-of-the-art driving/ride 
simulators use CGI-based VR as their basis. 

In automotive simulators, popular hardware setups are CAVE-like [55] environments, 
head-mounted displays (e.g., HTC Vive, Oculus Rift, and Microsoft HoloLens), or 
compilations of three monitors (Figure 2.17). Currently, these methods are often 
applied to evaluate systems such as advanced driver assistance systems for non-
driverless vehicles (i.e., SAE levels 0 – 3) or for teleoperation of vehicles in combination 
with video live-streams of their environment (e.g., [72]). Simulator studies in the 
automotive domain mostly refer to VR setups created with CGI (computer-generated 
imagery). However, an immersive virtual environment can also be created using 
real-world videos [143, 98, 85], into which we will take a more in-depth look in the 
following section. 

Video and Immersive Video 

Instead of CGI-based VR, it is also viable to use real-world videos as a basis for 
the simulation. For instance, Krome et al. [145] and Haeuslschmid et al. [111] used 
single videos from real-world traffc situations to provide a basic representation of the 
physical context of a ride through an urban environment for their HMI studies. Real-
world footage can be enhanced with additional imagery or CGI – e.g., to prototype 
AR-based avatar concepts [111]. Multiple real-world videos can also be used to 
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i i i i i i

Figure 2.17 – Typical simulator hardware used in the automotive domain: (i) compilation of three 
displays and an interior mock-up, (ii) vehicle (mock-up) in a CAVE-like environment – here, with 
hexapod-based motion platform, (iii) head-mounted VR display. Illustrations provided by our col-
league Matthias Rebmann. 

create a more immersive spatial simulation, similar to a CAVE-like [55] environment 
(see [143, 186]). Kray et al. [143] called this approach immersive video. It features a 
high-fdelity audio-visual representation of real-world contexts and a high degree of 
control. Aside from using multiple cameras, it is also viable to use special equipment, 
such as 360° cameras. 

Gerber, Schroeter, and Vehns [98] constructed, for instance, a 3D-printed camera rig to 
align three action cameras to capture 180° video footage. Since the CGI-based virtual 
environment of their pre-existing dynamic driving simulator with three front screens 
and a feld of view of 180° lacked the required level of contextual fdelity and detail, 
they chose to use immersive video instead of CGI for their automated driving studies 
(SAE level 2 and 3) [98]. While their setup’s overall immersion was assessed to be 
high, Gerber et al. [98] stated that the sense of immersion was different compared 
to CGI-based studies, but that participants’ familiarity with the local environment 
supported their feedback quality. 

In Chapter 3 [85], we present a straightforward and low-budget adaption of an 
immersive video approach for the AV domain (SAE levels 4 and 5) based on the works 
of Kray et al. [143] and Gerber et al. [98], but without the need for special equipment 
such as camera rigs or sophisticated simulator setups (see also Figure 2.15iii). 
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2.4.3 Social Context Simulation 

Simulating the social context means prototyping (aspects of) the context of interacting 
and communicating with other people. In shared AVs, and more generally, in public 
transportation, passengers face encounters with other people, such as co-passengers. 
Inevitably, they communicate with each other – even when they do not intend to do 
so since “one cannot not communicate” [263, p. 30]. This means that even though 
humans do not communicate verbally with others, they still communicate implicitly, 
e.g., through behavior, gestures, or mimics. Since people’s trust in a system does 
also depend on (their trust in) other people [149], and the presence of co-passengers 
can affect people’s wellbeing [85] and perceived security [228], considering the social 
context is a vital aspect for valid context-based prototyping. 

Actors and Enactment 

To derive design implications for human-AV interaction in an interview study, Schuß 
et al. [228] embodied participants with a user enactment [184] part in the user journey 
of using shared AVs for transportation. Odom et al. described user enactment 
as “feldwork of the future” and as a method where “designers construct both the 
physical form and the social context of simulated futures, and ask users to enact 
loosely scripted scenarios involving situations they are familiar with, and novel 
technical interventions designed to address these situations” [184, p. 338]. First, 
Schuß et al. [228] told participants to imagine typical scenarios where they would 
ride with a shared AV in the future (e.g., traveling home from work, picking up kids 
from school). Then, they asked participants to enact and to interact with a static 
mock-up as if they would conduct a ride with a shared AV. In this shared ride, an 
actor joined the ride and mimicked a stranger with whom participants shared their 
ride [228]. The authors concluded that the enactment supported the consideration 
of the context of use [228]. Similarly to that, we prototyped the social context of 
a shared ride, i.e., the interaction with fellow passengers, by using an actor who 
simulated another passenger getting on and off a shared ride. The results presented 
in Chapter 3 [85] suggest that actors can increase participants’ immersion in the 
simulation but can also affect their wellbeing. Other approaches for social context 
simulation might encompass, e.g., the use of mannequins, puppets, drawings, or AR 
overlays to simulate the physical presence of others in a real environment. 
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Items and Props 

Additional physical items can enhance the simulation of social context. For instance, 
Schuß et al. [228] let participants choose ftting props and items (e.g., backpacks, 
books, laptops, a stroller, or a baby doll representing a child) to take with them along 
the enacted journey in the shared AV (Figure 2.15) with the aim of enhancing the 
realism of the simulation and immersion. Besides using personal items for social 
environment simulation, physical items might also concern assistive devices such 
as wheelchairs or glasses that may be relevant for accessibility-related design and 
research activities. 

Sound 

Besides the visual environment, auditory aspects play an important role in terms of 
both the physical and the social context. This can encompass, e.g., driving noises, 
noises from other vehicles, or sounds of co-passengers. In an (immersive) video-based 
simulation, the sound footage of a driving video could serve as a reasonable basis. 
However, this might be extended meaningfully with additional sounds to simulate 
specifc scenarios, including aspects of the social context, such as noises of passengers 
getting on and off a shared AV, or sounds of opening and closing vehicle doors (Chap-
ters 3, 5, and 6). When used without visual (VR) simulation, sound simulations can 
either stand-alone or be used in combination with mock-ups. In such cases, these can 
be regarded as a form of AR considering the above-discussed works of [7, 168, 231]. 

2.4.4 Wizard-of-Oz 

Wizard-of-Oz (WoOz) studies allow for the evaluation of intelligent systems such as 
AVs prior to their availability [19]. They can go beyond the limitations of laboratory 
or test environments [261]. The general idea behind the WoOz method is to make 
participants believe that they are interacting with an intelligent artifcial system. At 
the same time, their internal workings are, in fact, simulated by humans – the so-
called wizards [23]. When using the method to prototype AVs, study participants 
are led to believe that a vehicle is driving (fully) automated while they are actually 
driven by a human driving wizard who controls it [19]. WoOz can be used to pro-
totype AVs and corresponding interfaces in real-world environments, i.e., on public 
roads [64, 131, 135, 167, 261]. 
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Figure 2.18 – Example of a video-based Wizard-of-Oz setup that we created for our in-vehicle 
interaction studies (Chapter 4) inspired by the works of Karjanto et al. [131] and Detjen et al. [64]. 

The past decade saw a signifcant increase in the popularity of WoOz within the auto-
motive domain, e.g., to evaluate new HMI concepts [113] or to investigate non-driving 
related activities [64]. As a result, Bengler et al. [19] proclaimed the “renaissance” of 
WoOz [19] and provided an overview of typical WoOz settings. Those vary depending 
on the automation level of the envisioned system and the degree of participants’ (illu-
sion of) control. Given that in AVs, passengers are only passive occupants, “classic” 
controls such as steering wheels and pedals are not required for (most) AV stud-
ies. Common setups typically position participants on the co-driver’s seat in the 
front [11, 135, 261] or in the back [64, 131, 167]) while physically separating them from 
the driving and interaction wizards. Karjanto et al. [131] and Detjen et al. [64], for 
instance, positioned study participants in the back of their WoOz vehicle and used an 
isolator wall with a mounted TV displaying the video stream of a webcam installed 
on the vehicle’s windshield. Inspired by their setups, we also created a video-based 
WoOz setup for our in-vehicle interaction studies (Figure 2.18; Chapter 4 [88]). 

While offering the advantage of relatively low limitations in terms of the physical 
context, WoOz poses methodological challenges. Concerning a study’s validity, it 
is essential to guide participants to believe in the WoOz illusion and to have the 
vehicle behave like an actual AV would do [175, 261]. To achieve this, human driving 
wizards need to follow a pre-defned driving style strictly (e.g., like “a professional 
limo driver” [11, p. 285]). This style must be consistently reproduced by the wizard(s) 
throughout all sessions and test rides to support the reliability of the study [175]. 

Cover stories [64] are used to create and maintain the WoOz illusion. In such cover 
stories, participants are told about the (simulated) capabilities of the AV, e.g., driving 
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autonomously in an urban environment. Varying environmental conditions such as 
traffc density, the presence and behavior of other road users, weather, and lighting 
conditions, poses further challenges in terms of reliability [175]. Such variations 
might impact study goals and the comparability of test rides [19]. Bengler et al. [19], 
thus, proposed to include an assessment of the “comparability of test drives and the 
believability of the illusion” when conducting WoOz studies. 

2.4.5 Experimental Vehicle 

As mentioned before, “actual” AVs are still under development and currently only 
available with limitations. We use the term experimental vehicle [96] to describe 
vehicles with actual automated driving capabilities. Such experimental vehicles 
typically come with limitations, such as (maximum) speed limits, restrictions to 
specifc test scenarios and tracks, and/or the need for constant surveillance through a 
human safety driver. Like WoOz vehicles, experimental vehicles can be used both on 
test tracks and in real traffc [96]. 

As this approach requires an actual vehicle and the technical expertise for implement-
ing the desired scenarios, it is expensive – particularly compared to other prototyping 
methods [96]. Apart from the high cost, and since participants experience an actual 
ride in an automated vehicle that – potentially – takes place on a real (public) road, 
the method promises to offer high validity. Likewise to WoOz, reliability is impaired 
due to the dynamic and uncontrolled environment [96], e.g., regarding real traffc 
and weather. It needs to be considered that the limitations might also affect study 
participants’ evaluation. For instance, they might assess certain aspects, such as 
their trust in the system and safety perception, differently with the knowledge that 
the study is conducted in a restricted area or that there is a safety driver present. 
Furthermore, as, e.g., Nordhoff et al. [182] pointed out based on their results of an 
interview study with 30 participants experiencing a ride in an experimental vehicle on 
a campus in Berlin-Schöneberg: the experimental vehicle might not meet participants’ 
expectations – which might then again affect their assessment. 
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2.5 Chapter Summary 

This chapter reviewed the background and related work on human-AV interaction 
and context-based interface prototyping. We started with an outline of AVs’ technical 
fundamentals and challenges and looked at plausible implementation scenarios of 
private and shared AVs in our daily life. With this background, we focused on human-
AV interactions. Here, we particularly investigated acceptance and human factors 
challenges that need to be overcome for the technology’s adoption. In this matter, trust 
in AI-based technology was identifed as one of the most critical adoption barriers 
[41, 132]. Besides trust, we also saw that acceptance-related factors such as ease of 
use, usefulness, and enjoyment impact people’s intention to use AVs. Corresponding 
factors regarding pragmatic and hedonic UX, situation awareness, safety/security 
concerns, and privacy issues play further relevant roles. 

As a foundation for developing suitable human-AV interactions and corresponding 
HMIs, we argued for applying the HCD process described in ISO 9241-210 [125]. 
After getting an overview of HMI types for internal and external communication, 
passengers’ information demands, and interaction concepts, we discussed HCAI 
and XAI as suitable frameworks to discuss and account for prospective AV users’ 
needs. Particularly, we identifed transparent system feedback as a crucial aspect 
for addressing concerns related to trust and security. In terms of RQ1, we should 
generally aim for an "experience that reassures riders every step of the way" [197]. 

To counteract the mentioned hurdles from a methodological point, we identified context 
as a crucial aspect to consider in all HCD activities. Consequently, we discussed the 
application of context-based interface prototyping [85, 118, 117], which concerns the cre-
ation of contextualized setups that enable designers, researchers, and other stakeholders 
to consider environmental factors through various activities, including analysis, design, 
and evaluation. Regarding RQ2, we argue that context-based prototyping is required to 
consider the complex interrelations of human-AV interactions with influencing factors 
from the environment – specifically in the early stages of development. Particularly for 
evaluation activities, we pinpointed inspection-based and user-based assessments as the 
most widespread and suitable methods. 

Before diving deeper into context-based prototyping for human-AV interactions, we 
first derived a precise understanding of context and prototyping based on previous 
definitions and perspectives from fundamental literature and related work. For the 
notion of context, we adopted the definition of Dey and Abowd [65], who define context 
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in the field of HCI as any information that characterizes the situation of a person, place, 
or object relevant to the interaction. We saw that context can encompass physical factors 
but also social, cultural, or organizational factors [253]. Therefore, within the scope 
of this doctoral research, we focused on the physical and the social context since we 
deemed them to be the most critical facets for prototyping HMIs for (shared) AVs. With 
regards to prototyping, we discussed the framework of Lim et al. [154], who regard 
two dimensions of prototyping: prototypes as manifestations (e.g., of design ideas) 
and prototypes as a method to filter investigated aspects (e.g., particular functions of a 
concept) [154]. In contextualized prototyping, the prototype of an interface, system, or 
service merges with the context "into one single manifestation" [117, p. 210]. Based on 
the work of Lim et al. [154] and the ISO 9241 [125], we derived that prototyping offers 
the most value when it supports achieving the goals of a particular human-centered 
design activity simply and efficiently. To achieve this, researchers and practitioners 
should consider what, why, and when prototypes are required to decide how (and with 
which fidelity and resources) a specific prototype should be manifested. 

We then transferred this theoretical understanding to the prototyping of human-AV 
interactions. Since AVs do not require the presence of a human operator or driver, 
passengers will solely interact with the autonomous system and other passengers. 
This means, they do not (need to be able to) directly control the vehicle, which is an 
essential prototyping consideration in contrast to lower automation levels and enables 
straightforward prototyping methods. We rendered the scientifc quality criteria objec-
tivity, reliability, and validity to assess methods and conducted research. Finally, the 
chapter concluded with an overview of suitable methods for context-based prototyp-
ing of human-AV interactions: 1) static mock-up, 2) ride simulation (including virtual 
and mixed reality as well as video-based approaches), 3) social context simulation 
(including actors and enactment strategies, besides social items and props), 4) wizard-
of-oz vehicle (in which a human driver simulates an AV on a test track or in real traffc), 
and 5) experimental vehicle (i.e., an actual (automated) vehicle with restrictions). 
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To defy AV acceptance hurdles, a precise understanding of the interrelation between 
people, system, and environment is needed [149] while human factors and user re-
quirements need to be considered from early development phases on [31]. Suitable 
analysis, design and evaluation methods, and particularly appropriate prototyping 
approaches, are required to inform and enable both, researchers and designers. Con-
tributing to the development of such approaches and our general research question 
RQ1, this chapter explores prototyping and evaluation methods as well as human 
factor challenges with a focus on physical and social contextual simulation and HMIs 
for (S)AVs, e.g., concerning passenger information systems in a public AMoD system. 

THE CONTENTS OF THIS CHAPTER WERE PUBLISHED PREVIOUSLY AS PART OF: 
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3 Immersive Video-Based Simulation of Shared AV Rides 

First, we introduce and evaluate a simple method for creating a low-budget (S)AV sim-
ulator. In contrast to common driving simulators, our approach does neither have any 
controls related to the driving-task nor rely on a ‘pure’ virtual environment in terms of 
CGI. Instead, real-world video and audio footage is used to create an audiovisual sim-
ulation. Second, we investigate social context simulation, particularly the infuence 
of an actor – imitating an entering and leaving passenger – on presence perception, 
simulator sickness, and participants’ assessment of prototypes and systems. 

3.1 Video-Based (Shared) AV Simulator 

We consider – similar to Krome et al. [145] – investigating the future context of 
driving in a (S)AV as a ‘prototyping challenge’. To solve this challenge, we created an 
immersive video-based AV simulator (Figure 3.1). The simulator consists of a CAVE-
like environment that was created by setting up three video projectors, a stereo sound 
system and a 3×2 seating group in an offce room. The video footage was recorded 
using three action cameras while driving through urban traffc and postprocessed 
to create a synchronized immersive video. Using immersive video holds two major 
advantages: it provides a high-fdelity representation of the real world and the 
creation of the simulation does not require programming skills. Basically, our setup 
makes riding in a driverless pod-like AV experienceable and provides the basis for 
context-based user research, interface prototyping and usability testing. Interfaces – 
e.g., passenger information displays – can be evaluated in a controlled environment 
including high-level contextual information. In contrast to the setup by Gerber, 
Schroeter, and Vehns [98], our approach focuses explicitly on simulating a (shared) 
AV (SAE levels 4 and 5). However, it can be regarded as a modifed adaption of their 
’IVAD’ simulator [98]. By using relatively low-budget consumer equipment only, we 
place particular emphasis on simplicity, reproducibility and cost effciency. 

3.1.1 Setting up the Simulator 

As AVs are driverless, it is not necessary to have control elements like a steering wheel 
or a gas pedal. Thus, the simulator interior can be rather simple and abstract. We – for 
example – use a standard offce room as a basis to make the setup easy to reproduce 
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Figure 3.1 – Immersive video-based AV simulator with three video projections and a 26-inch 
passenger information display. In the conducted user study, an actor (left) joined the simulated ride 
of the participant (right) to simulate the social context of shared AV rides. 

in any kind of typical (offce) building. Our sight simulation encompasses a viewing 
area of about 270° (Figure 3.2, 3.1) and is displayed by three video projections (Vivitek 
DH833 with 1080p resolution). The projections resemble the view out of the front 
window (projection size: 96.5 inch × 41.34 inch) and the side windows (projection size: 
72.8 inch × 41.34 inch) of a “pod”-like people mover, e.g., [75]. We also considered 
using large monitor displays instead of video projectors for the wall-size simulation 
but decided to go with the latter because they are both, less obtrusive while not in 
use and less expensive. 

A stereo sound system (Fostex PM0.3d) displaying the acoustic simulation and 
sound signals accompanies the visual simulation. For testing purposes, the setup 
can be extended by HMI displays and controls as well as by seating groups and 
other components resembling the interior of the respective vehicle. In our case, 
we want the simulator to look like the interior of a people mover used for public 
transport with a 3×2 seating group in the front area. Figure 3.2 schematically 
illustrates our final setup. 
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Figure 3.2 – Schematic illustration of the AV simulator setup consisting of three 1080p video 
projectors, stereo speakers, and a 3×2 seating group. 

3.1.2 Recording Video and Audio 

The video and audio footage necessary for the basic simulation can be recorded any-
where by driving a common camera-equipped car through traffic. There is no need for 
special or expensive equipment. However, the route (and potential stops) should be 
carefully planned in advance to meet the requirements of the intended (prototyping 
or evaluation) activities. In case of simulating a shared ride, the AV needs to stop 
sometimes to enable other (simulated) passengers to enter or leave the vehicle. It is 
recommended to devise a plan for adequate spots for such breaks in advance and 
to determine parameters like stopping time before starting the ride. To mimic the 
behavior of an AV, the driving style should be very conservative, highly anticipatory 
and conform with the traffic rules [98]. Additional recordings of GNSS data, e.g., with 
a smartphone navigation app, help to synchronize HMI information afterward. 

For the video recordings, three identical low-budget action cameras (Crosstour 
CT8500, 4K resolution, 170° wide-angle fsheye lens) were used. The cameras were 
mounted with suction cups on the car’s windscreen, left window and right window 
(Figure 3.3). To later create an immersive video out of the recordings, the cameras 
need to be aligned to each other regarding position, height, orientation and color 
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Figure 3.3 – Recording footage of urban traffc for the audiovisual simulation using low-budget 
action cameras. 

confguration. No special equipment, e.g., a video rig [98], was used, in order to keep 
the setup effort as minimal as possible. In our case it worked best to simply position 
the cameras on about the same height and at the center of the three windows (Figure 
3.3). Then, they were manually fne-calibrated in terms of alignment and orientation 
with a small overlap area at the edge of the videos, while monitoring their streams on 
a 10.1-inch tablet. 

Certain challenges arise when placing the cameras behind the car’s windows, e.g., 
reflections, occlusions and rain drops or dirt on the windows might impair video quality. 
To minimize disturbing artifacts, some preparations are necessary. Reflective interior 
elements should be covered with non-reflective materials, e.g., dark tape. Drivers 
should wear long dark clothes to diminish reflections of body parts. Windows and 
camera lenses should be kept clean at all times. To avoid extreme lighting, raindrops 
or other adverse effects, the recording time should be carefully chosen with regard to 
the weather conditions. In support of [98], recording in bright, but cloudy weather is 
recommended. If possible, the cameras’ white balance levels as well as their apertures 
and shutter speeds should be consistent and therefore configured manually – especially 
when a mostly bright route contains some dark areas like tunnels or forests. 
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For the sound simulation, we recommend using the audio track recorded by the center 
camera or by an additional microphone mounted inside the car during the video 
recordings as a basis. Additional sounds – e.g., the sound of closing doors, noises of 
other passenger or signal sounds – can be digitally created or recorded separately 
and merged afterwards. For example, for the second experiment some extra sounds 
from busses and trams were recorded to simulate the context of a public transport 
environment. Voice prompts – e.g., announcing upcoming stops – can be recorded 
with suffcient quality by using built-in microphones of smartphones or laptops. 

3.1.3 Postprocessing Video and Audio 

To create the immersive video, we postprocessed the three videos with Adobe After 
Effects (AE) CC 2019. The videos were placed in a virtual three-dimensional room 
within AE resembling the dimensions of the office room (Figure 3.1, 3.2) to adjust their 
overlapping areas, perspective, scaling, distortion (to remove the fish eye effect) and 
position. This enabled us to precisely synchronize and calibrate the footage and to 
correct minor flaws of the recording process. As the footage was recorded in 2K (and 
the projectors were only capable of displaying 1080p), it provided sufficient video 
quality to make the adjustments. The sounds were normalized using Adobe Audition 
CC 2019 and distorting noises were removed. Furthermore, some extra environmental 
sounds, signal sounds and voice prompts for our second study were added. 

3.1.4 Synchronized Playback 

All components, i.e., three video fles, one sound fle and (optional) HMI displays 
needed to start synchronously. The best operational setup we tested consisted of a 
single Macbook Pro (2015) controlling both, sight and sound simulation. Therefore, 
all video and audio fles were opened in QuickTime Player (v. 10.5) and an Apple 
Script was used to trigger the play event for all opened fles. 
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3.2 Expert Study 

To explore the proposed setup, its strengths and weaknesses, HCI professionals were 
invited. Similar to conducting expert-based usability evaluations of in-vehicle systems 
[108], we wanted the experts to share their unbiased opinions on the simulation and 
to provide insights on how to improve the setup. The main purpose of study 1 was to 
investigate the quality of the simulation, to eliminate potential issues with the setup 
and to derive optimizations. 

3.2.1 Participants 

Nine participants (4 female, 5 male, 0 diverse, 0 n/a) with an average age of M = 29.56 

years (SD = 4.22; min = 23, max = 38) took part in the study. They were recruited 
internally from design and development teams (but were external to the project) and 
had a professional background in HCI. 

3.2.2 Experimental Design and Procedure 

After a short introduction from the experimenter, the participants flled out a demo-
graphic questionnaire. Then, they took a 20 minutes ride in the AV simulator while 
thinking-aloud, i.e. they verbalized any thoughts they had during the ride. Directly 
after the ride, participants flled out a questionnaire to evaluate the quality of the 
simulation and the experienced level of realism. We chose the Igroup Presence Ques-
tionnaire (IPQ) [224, 225] for a standardized assessment of presence as it provides 
“the highest reliability within a reasonable timeframe” [229] among presence ques-
tionnaires. In the last phase, the experimenter conducted a semi-structured interview 
with the participant to learn about their experiences in the simulator setup and to 
uncover issues and optimization potential. 

3.2.3 Results 

Results of the IPQ show positive ratings in the four subscales (Table 3.1). In terms 
of the scale Experienced Realism the results are, however, slightly on the lower 
side of the scale. The results of the IPQ are backed by ratings for the single item “I 
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Table 3.1 – M(SD) of the IPQ [224, 225] subscales [from 0 = low to 6 = high] from study 1 (N = 9). 

Subscale M SD 

Spatial Presence 4.00 0.51 
Involvement 3.36 1.05 
Experienced Realism 2.93 0.58 
General 3.56 1.33 

found the ride in the simulator realistic.” with M = 3.56 (SD = 0.53) (scale range 
from 0 = not at all to 5 = fully). Qualitative feedback from the participants of the 
exploratory study supports the findings regarding presence perception and the 
general suitability and potential of the AV simulator. All nine experts commented 
positively on the context-based prototyping approach. Potential for optimization 
was in particular revealed regarding the sound simulation. Participants suggested to 
add sounds of opening and closing doors, noises from other passengers and signal 
sounds for announcing the next stop. Furthermore, three participants emphasized 
the idea of increasing presence perception by adding actors to simulate passengers 
getting on and off during shared rides. 

3.3 User Study 

In study 2, we intended to evaluate the setup with a larger sample and to fnd 
out whether AV simulator studies would actually beneft from involving an actor 
mimicking the behavior of other passengers in terms of participants’ subjective 
presence perception, technology acceptance and motion sickness. Furthermore, the 
simulator was extended by including the proposed additional sounds. As other 
passengers are omnipresent in public transportation (and shared rides) and therefore 
an important part of the context, study 2 aimed to investigate their effects on both, the 
simulation and overall technology acceptance of shared AVs. However, the presence 
of others might induce stress resulting in adverse effects on passengers’ wellbeing [79]. 
We expected the negative effects of involving an actor to be rather small and hoped to 
increase participants’ presence perception within the simulation. Furthermore, we 
expected to discover positive changes in participants’ acceptance regarding the use of 
a shared AV. Consequently, the following hypotheses for study 2 were derived: 
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H1 The involvement of an actor has a positive effect on participants’ presence 
perception in AV simulator rides. 

H2 The involvement of an actor has a negative effect on participants’ wellbeing in 
AV simulator rides. 

H3 The involvement of an actor has a positive effect on participants’ technology 
acceptance of shared AVs. 

3.3.1 Participants 

To achieve sufficient power (> .80) with an alpha error of α ≤ .05, a required sample 
size of Na-priori = 27 was calculated using G*Power for Mac (v. 3.1.9.4). Medium 
effects according to Cohen [46] were assumed due to practical considerations, e.g., 
economic viability, as smaller effects might not warrant the increase in setup effort 
by enlisting an actor. Thirty-one participants (15 female, 16 male, 0 n/a) with an 
average age of M = 31.97 years (SD = 10.46; min = 18; max = 54) took part in study 
2. Thus, an actual power of .859 was achieved. All participants were recruited via 
online postings and received financial compensation. 58 % of participants were holding 
a university degree and an additional 26 % had a higher secondary school leaving 
certificate. The affinity for technology interaction (ATI) score [94] of MATI = 4.41 

(SDATI = 0.76; 1 = low; 6 = high) indicates high technology affinity among the sample. 

3.3.2 Experimental Design 

The study used a counterbalanced within-subjects design with a within-subjects fac-
tor of riding with an actor or not. To avoid systematic carry-over effects, condition 
order was pseudo randomized, ensuring an equal number of orders. Dependent vari-
ables (presence perception, well-being, technology acceptance) and their respective 
operationalization are listed in Table 3.2. 

Again, we used the IPQ in combination with the single item ‘feeling of reality’ („I found 
the ride in the simulator realistic.”) to assess presence perception. To evaluate partici-
pants’ wellbeing and corresponding adverse effects (e.g., simulator sickness) a German 
translation of the Motion Sickness Assessment Questionnaire (MSAQ) [101] along 
with the single item ‘feeling of comfort’ (“I felt comfortable during the ride.”) was 
used. Regarding H3, a German translation [138] of the Acceptance Questionnaire by 
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Table 3.2 – Dependent variables and their corresponding operationalization for study 2. 

Factor Operationalization 

Presence Igroup Presence Questionnaire (IPQ) [224, 225] 
perception ’Feeling of reality’ – single item "I found the ride in the simulator realistic." 

Wellbeing Motion Sickness Assessment Questionnaire (MSAQ; German translation) [101] 
’Feeling of comfort’ – single item "I felt comfortable during the ride." 

Technology Acceptance questionnaire of Van der Laan et al. [256] 
acceptance in German translation [138] 

Van der Laan et al. [256] was applied. In addition to the quantitative measurements, 
the AV simulator and the prototype of a passenger information system were examined 
exploratively by observing the reactions and behavior of participants during simulator 
rides and interviewing them afterward to gather qualitative feedback. 

3.3.3 Procedure 

On arrival, participants received a short briefng on the study including general 
information on (shared) AVs, the general objective of the study, and information on 
simulator sickness. Furthermore, they signed a participation consent form. 

Participants took two rides in the AV simulator. Before each ride, the scenario (taking 
a shared AV to a park and back) was presented and a paper ticket was given to the 
participants. Each ride took about 14 minutes. In both rides, the simulated SAV 
stopped twice before the participants reached their destination (Figure 3.5). Another 
passenger joined the ride at the frst stop and left at the second stop. An information 
display, as well as the sound simulation (step noises), provided information about 
another passenger getting on/off the vehicle. In one of the two rides (randomly 
permutated) an actor representing this passenger physically entered the AV simulator. 
Participants did not receive a briefng on this prior to the rides. In the condition 
without an actor, the other passenger entered only ‘virtually’ (i.e., he was only repre-
sented by the sounds being heard). In both conditions, the other passenger’s getting 
on/off was displayed on an information display (Figure 3.6). At the third ‘end’ stop 
participants reached their target destination. After each ride, participants flled out 
a digital questionnaire to assess the variables listed in Table 3.2. At the end of the 
session, they received a debriefng and their compensation. 
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3 Immersive Video-Based Simulation of Shared AV Rides 

Figure 3.5 – Schematic illustration of the ride sequence. 

3.3.4 HMI Concept 

During the ride, an audiovisual HMI (26-inch display and stereo sound system) 
communicated the SAV’s current location (position in the map), upcoming stops, the 
planned route and traffc conditions (e.g., delays caused by congestion). For study 
2, some parts of the visual information display (Figure 3.6) were personalized, e.g., 
respective passenger destinations were indicated via unique ticket IDs. The visual 
information was complemented with signal sounds and voice prompts announcing 
upcoming stops. The audiovisual HMI was integrated in the AV simulator as a 
video-based prototype (Figure 3.1). 

3.3.5 Results 

Tests on normality (Shapiro-Wilk) were performed on the underlying distributions prior 
to the statistical analysis. In case they returned non-significant, parametric inferential 
statistics (paired-samples t-tests) were calculated. Otherwise, Wilcoxon signed-rank 
tests were computed. For the statistical analysis JASP for Mac (v. 0.10.2) was used. The 
reported participant statements were translated into English by the authors. 

Presence perception 

Descriptive statistics and plots of the IPQ scales (Figure 3.7) reveal similar results to 
study 1. A tendentially positive evaluation of presence perception within the AV simu-
lation, especially in terms of spatial presence and experienced realism, is observable. 
Regarding the Involvement subscale, a slight trend in favor of the condition without 
actor is recognizable. Inferential statistics (paired samples t-tests) on the IPQ subscales 
corroborate these observations but do not return significant results (Table 3.3). 

The ratings of the single item ‘feeling of reality’ are generally high in both conditions 
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Figure 3.6 – HMI concept (©2020 by Ergosign GmbH; map: ©Mapbox, ©OpenStreetMap) providing 
information on the current location of the SAV (position in map), the planned route, passengers 
getting on/off, and traffc conditions. 

(Table 3.4) and higher than in study 1. This is also strongly supported by anecdotal 
evidence (i.e., by the reports of the participants in the questionnaire and in informal 
talks during and after the experiment). 

Eleven participants commented positively on the feeling of reality. For example: 
“incredibly real.” (P8); “I had the feeling of actually sitting in a car” (P11); “[it feels] very real, 
although one sits on a chair in a room.” (P15); “the ride reminds me of a normal car or bus 
journey. It was very real” (P17); “the ride was very realistic due to the environment and the 
people.” (P17); “the immersion is extremely good due to the real pictures” (P19); “comparable 
to reality” (P23). Three participants (P9, P11, P12) actually reported that their body 
wanted to move in accordance with the visual simulation (e.g., when the car stopped 
or accelerated). Five participants (P11, P17, P23, P24, P26) explicitly appreciated the 
conservative and anticipatory driving style of the simulated AV. 

Six participants, however, commented negatively regarding the feeling of reality: 
“movements of the chairs and the simulator itself are missing” (P13); “design of the simulator’s 
interior feels more like a waiting room” (P13); “Although the situations were good represented, 
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Figure 3.7 – M(SD) of the IPQ [224, 225] subscales [from 0 = low to 6 = high] for the two conditions 
of study 2 (without actor – with actor; n = 31). 

I noticed the equipment” (P15); “I always knew inside that it is fake” (P14); “the left image 
was much sharper than the other videos” (P21); “it doesn’t feel so realistic when there is 
always a free parking slot available [for the AV] at just the right place” (P26); “color variances 
in the video projections had a negative effect on the ride experience” (P31). 

In contrast to the results of the IPQ’s subscales, results of the single item ‘feeling 
of reality’ (Table 3.4) show a positive tendency toward using an actor. A paired 
samples t-test exposes a signifcant difference between the conditions (tpaired(30) = 

−2.64, p = .007) favoring using an actor with a medium effect of dpaired = −0.47. 
Seven participants explicitly support the measurements with their comments, e.g., 
“It was kind of spooky when the guy came in.” (P8); “it felt more real when someone entered 
the vehicle” (P10); “It felt really realistic. I was almost shocked when the person entered 
the vehicle.” (P11); “the entrance [of another passenger] was very realistic” (P17); “the 
co-passenger made the ride more realistic” (P18). 
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Table 3.3 – Paired samples t-tests and Cohen’s d on the IPQ [224, 225] subscales. Hypothesis is 
without actor rating decreases against with actor. 

Subscale tpaired df p dpaired 

Spatial Presence −0.826 30 .208 −0.148 
Involvement 1.598 30 .940 0.287 
Experienced Realism −0.356 30 .362 −0.064 
General −0.626 30 .268 −0.112 

Table 3.4 – M(SD) for the rated single item “feeling of reality” [from 1 = not at all to 5 = fully] for the 
two conditions (without actor – with actor; N = 31). 

Subscale Without actor With actor 

Feeling of reality 3.81(1.01) 4.23(0.85) 

Technology Acceptance 

Both subscales of the acceptance questionnaire [256] show a slight positive trend 
toward involving an actor (Table 3.5). Paired-samples t-tests do not reveal signifcant 
differences (Table 3.6). However, the tests indicate a non-signifcant trend with a 
small effect of dpaired = −0.28 regarding the usefulness (tpaired(30) = −1.56, p = .065) 
in favor of actor involvement. 

Table 3.5 – M(SD) of the acceptance questionnaires’ [256] subscales [from -2 = negative to 2 = 
positive] for the two conditions (without actor – with actor; n = 31). 

Subscale Without actor With actor 

Usefulness 1.17(0.51) 1.25(0.49) 
Satisfying 1.23(0.52) 1.27(0.53) 

Wellbeing 

Whilst descriptive statistics of the MSAQ generally show low values in all subscales, 
slightly higher values are observable regarding the condition involving an actor 
(Table 7). Wilcoxon signed-rank tests reveal signifcant differences in the subscale 
Gastrointestinal (W = 50.00, p = .038, N = 31) with a medium effect of rrb = −0.47, 
as well as in the Overall MSAQ scale (W = 65.00, p = .024, N = 31) also with a 
medium effect of rrb = −0.49. The results indicate signifcantly higher values for 
motion sickness in SAV simulator rides involving an actor. 
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Table 3.6 – Paired samples t-tests and Cohen’s d for the Acceptance questionnaire [256] subscales. 
Hypothesis is without actor rating decreases against with actor. 

Subscale tpaired df p dpaired 

Usefulness −1.56 30 .065 −0.28 
Satisfying −0.63 30 .265 −0.11 

Table 3.7 – M(SD) of the MSAQ [101] subscales [from 11 = low to 100 = high] for the two conditions 
(without actor – with actor; n = 31). 

Subscale Without actor With actor 

Gastrointestinal 17.12(9.73) 22.04(16.67) 
Central 17.06(10.76) 19.28(15.13) 
Peripheral 13.50(6.45) 13.86(6.62) 
Sopite-related 20.61(11.89) 22.04(13.07) 
Overall 17.29(6.94) 19.65(9.81) 

The subjective feeling of comfort (“I felt comfortable during the ride.”) achieves high 
values in both conditions (Table 3.9) with no relevant difference (W = 44.00, p = 

.672, N = 31). Four participants explicitly mentioned symptoms related to simulator 
sickness: “I got a little woozy, but I’m fne” (P2); “when I turned around, my head was 
slightly spinning” (P8); “I felt uncomfortable driving over the cobblestone at the end of the 
second ride” (P13); “sometimes I got a little nauseous during the ride” (P15). 

3.4 Discussion 

We evaluated the presented AV simulator in two empirical studies. Both studies 
investigated the suitability of the simulator for context-based prototyping and eval-
uation. The fndings of the expert consultation in study 1 were primarily used to 
discover issues and optimization potential of the setup. In study 2, we focused on 
investigating the impact of involving an actor in AV simulator studies in terms of 
participants’ presence perception, wellbeing and technology acceptance. 
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3.4 Discussion 

Table 3.8 – Wilcoxon signed-rank test and rank-biserial correlations for the MSAQ [101] subscales. 
Hypothesis is without actor rating decreases against with actor. *signifcant (p < .05) 

Subscale W p rrb 

Gastrointestinal 50.50 .038* −0.47 
Central 30.00 .083 −0.43 
Peripheral 2.50 .231 −0.50 
Sopite-related 62.50 .163 −0.27 
Overall 65.00 .024* −0.49 

Table 3.9 – M(SD) for the rated ‘feeling of comfort’ [from 0 = not at all to 5 = fully] for the two 
conditions (without actor – with actor; N = 31). 

Subscale Without actor With actor 

Feeling of comfort 4.07(0.89) 4.03(0.98) 

3.4.1 Immersive Video-Based AV Simulation 

The tested prototype received quite positive ratings in both studies regarding presence 
perception. Considering subjective quantitative and qualitative ratings in terms of 
participants’ presence perception and feeling of reality, the results are encouraging. 
The improvements of the sound simulation based on the fndings of study 1 (e.g., 
including sounds of open/closing doors, other passengers and signal sounds) seem 
to have a positive effect on the quality of the simulation and should therefore be 
further investigated. Extending the video-based setup with a motion simulation 
might increase presence perception. As a participant mentioned in study 2, rides 
might possibly feel more real when they are less smooth. For example, the AV might 
stop only close by to a certain scheduled stop, but not exactly at the given location. 
In general, the results provide support for the suitability of the method to enable 
straightforward context-based design and evaluation. 

3.4.2 Involving an Actor in Shared AV Simulation 

Anecdotal evidence and a signifcant medium effect in the single item ‘feeling of 
reality’ suggest a positive infuence of actor involvement. However, in contrast to 
our expectations, this is not backed by the results of the standardized IPQ. Moreover, 
while the general feeling of comfort was rated high in both conditions with no rele-
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vant difference, negative effects of actor involvement on participants’ well-being have 
been revealed by the MSAQ. Although, the overall occurrence of motion sickness 
symptoms measured by the MSAQ was very low, they were slightly, but signifcantly 
higher when an actor was involved in the simulation. This might have been caused by 
a disruption of participants’ immersion when the actor entered/left the simulation. It 
might also refect a general feeling of stress and discomfort when unknown people are 
present (see [79]). Despite a non-signifcant trend with a small effect in the usefulness 
subscale (indicating slight differences favoring the involvement of an actor), we did 
not observe a statistically relevant effect regarding participants’ acceptance ratings of 
(shared) AVs. On this basis, no conclusion can be drawn regarding neither a positive 
nor a negative effect of actor involvement on technology acceptance. To sum up, 
Hypothesis H1 (positive effect of actor involvement on participants’ presence percep-
tion) is partly supported and Hypothesis H2 (negative effect of actor involvement on 
participants’ wellbeing) is supported by the results, whereas, Hypothesis H3 (positive 
effect of actor involvement on participants’ technology acceptance) is not supported. 

3.4.3 Challenges and Limitations 

The proposed AV simulator provides a simple framework for creating high-fidelity 
prototypes of (S)AVs. Some challenges should, however, be considered when using 
the method. As cameras are mounted behind the windows to capture the footage, it 
is only possible to create visual simulations under appropriate weather conditions, 
as for example raindrops or reflections might restrict the visibility. In order to create 
suitable simulations, careful advance planning of scenarios is required because 
editing of existing footage is only possible within tight limits. 

Since the simulation is based on videos created during driving in public, unde-
sired artifacts (e.g., caused by the behavior of other road users, camera focus or 
orientation) may occur and have adverse effects on quality and precision of the 
simulation. Furthermore, controllability of the video-based simulation is limited, 
especially in comparison to computer-generated environments. Regarding the 
reported studies, limitations are primarily induced by the sample composition and 
the questionnaires used. The ATI indicates high technology affinity among the 
well-educated participants of study 2, which is considered a common phenomenon 
in HCI research [94] and might impair external validity. The used IPQ was initially 
created to measure the subjective sense of presence in virtual environments [225]. 
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3.4 Discussion 

Since the created AV simulator setup differs from ‘classic’ computer-generated 
virtual environments, it cannot be directly compared to provided benchmarks, 
restricting the interpretability of results. 

3.4.4 Future Work 

The immersive video-based AV simulator provides a suitable basis for context-based 
prototyping and evaluation of interfaces for (shared) AVs. Further studies might, for 
example, use the setup for usability testing of in-vehicle HMIs or mobile apps, but also 
for user research (e.g., regarding technology acceptance and trust). In addition, the 
simulator might be used by designers and researchers to support research-through-
design approaches, e.g., for ideation techniques like body-storming (or ‘car-storming’ 
as described by Krome et al. [145]). Furthermore, the video-based approach could 
be transferred to other domains and used to investigate experiences in other future 
modes of transport (e.g., autonomous air taxis). 

Regarding the investigation of the potential effects of actor involvement, further 
studies can build upon the fndings of study 2 and extend the operationalization of 
the independent variable, e.g., by adding a third condition where there is no other 
passenger present at all – neither physically (as an actor) nor virtually (in terms of 
sound or imagery). 

Since the described approach is limited regarding the controllability of the video-
based simulation (i.e., the immersive video), further work should put special attention 
toward refning and potentially standardizing the way of manual data collection, 
while maintaining the approach’s simplicity. Quality and precision of the video 
recordings might, for example, beneft from video rigs (like e.g., used by Gerber et 
al. [98]), fxed camera mounts or by using a single 360° camera instead of multiple 
cameras. However, using special equipment would also make the setup less simple 
and more expensive. The immersive video might also be extended by CGI (e.g., [98]) 
or combined with real-world data-based generation of virtual environments (e.g., 
[13]) to simulate specifc situations. Researchers and designers might also share and 
exchange audio and video fles in order to minimize qualitative differences and to 
conduct comparable studies. 

To further investigate the AV simulator’s validity and cost-effciency, experiments 
should be compared to both, real-world experiments and laboratory experiments. 
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To conduct studies in the real world, vehicles with ‘real’ autonomous driving func-
tionalities might be used. But, as mentioned above, such studies are often only 
feasible within tight limits. Thus, utilizing ‘common’ vehicles in combination with 
wizard-of-oz techniques might be – depending on scenario and study objective – a 
better ft. Regarding the comparison to laboratory studies, ‘standard’ setups with-
out contextual simulation should be taken into consideration as well as setups with 
CGI-based simulation. Altogether, this would allow for a profound evaluation of the 
simulator’s external validity. It would also support a better understanding of the 
type of prototyping fdelity needed for cost-effective design and evaluation of AV 
interfaces and, consequently, enable the creation of a methodological framework. 

3.5 Conclusion 

In this chapter, we presented a simple immersive video-based AV simulator as a 
prototyping and evaluation method for (S)AVs and AMoD systems. The cost-effective 
setup consisting of real-world videos and a CAVE-like environment is comparatively 
easy to (re-)create and can be likewise used by designers, engineers and researchers as 
a prototyping framework for design and evaluation activities. It can be used to study 
user behavior and to counteract human factor challenges related to (S)AVs from early 
development phases on. Presented results of two user studies can be taken as initial 
evidence for the simulators’ suitability for context-based prototyping of HMIs for AVs. 
However, due to the simple approach, the method is limited in terms of precision and 
controllability of the simulation. Although, we found some support for the idea of 
using an actor as a part of the simulation of a shared ride, we did not fnd a signifcant 
positive impact on participants’ presence perception. Moreover, it might also have 
adverse effects on their well-being (e.g., regarding simulator sickness). Thus, we 
do not generally recommend using an actor in AV simulator studies. Nevertheless, 
actor involvement might still offer valuable insights for prototyping specifc scenarios 
relying on social context. 
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3.6 Chapter Summary 

3.6 Chapter Summary 

In this chapter, we presented a simple approach for context-based prototyping of 
HMIs for (shared) AVs. Inspired by previous works of Kray et al. [143] and Gerber 
et al. [98], we applied immersive-video [143] to create a straightforward and cost-
effective (shared) AV simulator. We captured the required real-world video and audio 
footage with three low-budget cameras while driving through urban traffc. The 
footage was displayed with three video projectors in a common offce space. Since 
AVs are driverless, the setup did not require ’traditional’ control elements such as 
pedals or a steering wheel. Supported by the enclosed area, the projections and walls 
already created a spatial mock-up. 

Although being a simple and rather abstract mock-up, the video-based approach 
provided a suitable setup for context-based evaluation of HMI concepts. We judge 
this based on the results of an expert study (N = 9) and a user study (N = 31) in 
which we investigated presence perception and simulator sickness. While the setup 
offers good reliability and can be easily recreated at other places and with other 
components, the approach has limits in terms of external validity and the degree of 
control over the simulation. 

We supplemented the audio-visual simulator with a social context simulation in the 
user study with the intention to increase participants’ immersion. Here, the simulated 
shared AV stopped occasionally when another passenger joined and left the ride. We 
compared two conditions: 1) a ride with only virtual simulation (i.e., sounds and 
display in the HMI) of a passenger getting on and off the shared ride and 2) a ride with 
an actor physically entering and leaving the simulator. While participants assessed 
their ’feeling of reality’ as signifcantly higher with the actor, the standardized IPQ 
presence questionnaire did not support the fnding. Moreover, adverse effects on 
participants’ well-being in terms of higher occurrence of motion sickness symptoms 
were revealed. While this might have also been due to a general feeling of discomfort 
when other (unknown) people are present, we concluded that actor involvement 
does not affect participants’ presence perception in a way that would justify the extra 
effort. However, based on our learnings in Chapter 6, we want to point out that actor 
involvement can indeed make sense depending on the scenarios prototyped and the 
importance of the social context. 

In terms of RQ2, this chapter contributes a simple and cost-effective approach for 
context-based prototyping using immersive-video. We presented and demonstrated 
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how it can be used to create a lightweight simulation for contextualized prototyping 
of in-vehicle HMIs for (shared) AVs. The conducted studies provide initial evidence 
for the approach’s suitability and show how it can be combined with social context 
simulation through actors. A massive beneft of the approach is that no specifc 
skill set, such as programming skills, is required to create the simulation. As a 
result, the approach can easily be applied, adapted (e.g., by using TVs instead of 
video projectors like we show in Chapter 5), and extended by both researchers and 
practitioners aiming to consider contextual factors in their design activities while 
also accounting for potentially limited resources (e.g., in terms of budget, time, or 
development skills). 
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4 
Prototyping Augmented Reality 
Windshields with Wizard-of-Oz 

Wizard-of-Oz (WoOz) is a prototyping method used to test systems that are not (yet) 
available or feasible. Therefore, study participants are made believe that they are 
interacting with an intelligent and/or automated system while humans do in fact 
simulate it – the so-called wizards [23]. When using the method to prototype AVs, 
study participants need to believe that the vehicle is driving automated while a 
hidden human driver – the driving wizard – controls it [19]. 

In this chapter, we set up a straightforward WoOz setup to investigate whether 
passengers’ acceptance and UX of AVs can be increased by providing transparent 
information on the AI system’s reasoning with the (computer-vision-based) visual-
ization of detected objects and how this information should be displayed during the 
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An On-Road Wizard-of-Oz Study. Proceedings of the 2023 ACM Designing Interactive Systems 
Conference (Pittsburgh, PA, USA) (DIS ’23). Association for Computing Machinery, New York, 
NY, USA, 1–15. https://doi.org/10.1145/3563657.3596051 
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ride. To answer the corresponding questions, we conducted an on-road WoOz study 
in a real, urban environment and compared three HMI variants: 1) a baseline concept 
without object detection against two forms of real-time visualizations of detected 
objects: 2) a status bar with counts of detected objects per class, and 3) augmented 
reality overlays. 

By combining the WoOz setup, real-time object detection algorithms and augmented 
reality, we demonstrate a prototyping approach for computational interaction with 
AVs in the spirit of human-centered AI. 

4.1 On-Road Wizard-of-Oz Study 

Related work reveals the potential of providing explanations and transparent system 
feedback to increase acceptance, trust, and UX of automated vehicles [47, 48, 82, 156, 
142, 160, 185, 270]. Most of these previous studies (except [185]) investigate vehicles 
with lower levels of driving automation where a human driver is still required (i.e., 
up to SAE level 3) and focus on providing system feedback for specifc situations (e.g., 
maneuvers in ambiguous situations [271]). Furthermore, they were conducted online 
[47, 48], in labs with simulated artifcial environments [82, 142, 156, 160, 270], or on 
restricted (in-door) test tracks [185], but not on real urban roads. The questions arise 
about whether previous fndings from lower automation levels can be transferred 
to driverless AVs and to dynamic and complex urban real-life environments, and 
whether, when, and how transparent information and explanations should be dis-
played in AVs. We address the identifed research gap by investigating the following 
questions in an empirical user study. Q4.1 and Q4.2 contribute to answering our 
general research question RQ1, while Q4.3 adds to RQ2. 

Q4.1 Can we increase AV passengers’ acceptance and UX by providing transparent 
system information via (AR-based) visualization of detected objects in the 
vehicle windshield? 

Q4.2 How and when should this information be displayed during AV rides in urban 
environments? 

Q4.3 How can we create a suitable prototyping framework to investigate Q4.1 and 
Q4.2, as well as related questions in complex urban real-life environments? 
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2

i

iii

ii

Figure 4.1 – On-road wizard-of-oz prototyping in an electric minivan (i) with a TV mounted on the 
headrests of the front seats (iii) that displays a video stream from the vehicle’s windshield with 
AR-based real-time object detection visualization (ii) provided by an embedded computing platform 
(Nvidia Jetson Nano). 

4.1.1 Study Design and Prototyping Framework 

We adopted a within-subjects design to achieve high internal validity and to minimize 
the effects of random noise [36], e.g., caused by varying environmental factors. To 
investigate the effects of real-time object detection visualization on passengers in a nat-
ural urban environment (i.e., in real traffc), we created a contextualized prototyping 
framework based on a WoOz setup in combination with a prototype for a futuristic 
windshield HMI implemented on an embedded computing board (Nvidia Jetson 
Nano). Before conducting the study, its design, setup, procedure, and data collection 
were assessed by the Ethical Review Board of the faculty of Mathematics and Com-
puter Science at Saarland University with the process number 21-11-4. The board did 
not raise any ethical concerns. Furthermore, the study was conducted in accordance 
with applicable ethical principles stated in the Declaration of Helsinki [275]. 

Wizard-of-Oz Setup and Prototyping Considerations 

Due to the reasons elaborated in Section 2.3, we opted for a WoOz approach as a basis 
for the study and the investigation of the derived questions. Inspired by previous 
works, especially by Karjanto et al. [131] and Detjen et al. [64], we created a straight-
forward WoOz setup (Figure 4.1 and 4.2) that we used as an on-road simulation of an 
AV ride through the city. An electric minivan (Mercedes-Benz EQV) served as a basis 
for the setup. The car came with a modern appearance and offered suffcient space 
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Figure 4.2 – Schematic illustration of the used wizard-of-oz-based prototyping setup. 

for the setup. Since we used a rental car, we aimed – in contrast to previous works – 
to create an easily deconstructable setup without the need for physical adjustments 
(e.g., drill holes) that can also be easily reproduced in similar vehicles. To achieve this, 
we mounted a TV (Hisense 43" 4K) at the front seats’ headrests using a wooden board 
with a standard TV wall mount and screw pipe clamps. To provide the basis for the 
investigation of Q4.1 and Q4.2 and as a potential answer to Q4.3, we connected the 
TV to an embedded computing platform (Nvidia Jetson Nano). The Jetson displayed 
the HMI prototype (Section 4.1.1), including the video stream of a consumer webcam 
(Logitech BRIO) mounted in the vehicle’s windshield. We then mounted a black 
curtain with heavy-load magnets and duct tape on the car’s ceiling to separate the 
vehicle’s front and back parts. A power inverter (NDDI 600 W) inverted the vehicle’s 
12 V DC power plug to 240 V AC to power the TV and the Jetson. For safety measures, 
we added an additional socket with surge protection. Based on the consultation of an 
automotive expert witness auditing company, we made some fnal adjustments and 
optimizations by better securing the load and setup. Lastly, we added a foiling to the 
vehicle’s exterior that marked the vehicle as a research vehicle to support the WoOz 
cover story used. 

Following the recommendations of related work, we instructed the wizard to perform 
a conservative and relaxed driving style, like "a professional limo driver" [11]. To 
increase objectivity, all sessions were driven by the same experienced driver who 
was familiar with the vehicle (familiarization time of 3 weeks prior to the study) and 
aimed to reproduce the same driving style throughout all sessions consistently. As 
the WoOz setup limited the view out of the vehicle, the co-driver (interaction wizard) 
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supported the driver in diffcult situations during the test rides, e.g., by spotting 
vulnerable road users when turning right. 

Windshield HMI Prototype 

The futuristic (AR-capable) windshield HMI prototype was implemented as a graphi-
cal user interface (GUI) application displaying image frames from a webcam using 
OpenCV. Depending on the concept variant – the prototype draws real-time AR 
bounding box visualizations over detected objects and/or shows a descriptive status 
bar with counts of objects per class for the detections (Figure 4.3). The detector uses 
a pre-trained model (YOLOv4 [26] trained on the COCO dataset [155]) optimized 
for inference using ONNX and TensorRT and runs on the Jetson’s GPU. Reducing 
the complexity of the HMI and the study, the application merges object classes from 
the dataset into four main headers: pedestrians, cyclists, vehicles, and traffc signs. 
To reduce latency and jitter from object visualizations and increase the frame rate 
of the video feed, we implemented a periodical switch to a lower overhead object 
tracker that was periodically re-initialized by the object detector. The application was 
implemented on an Nvidia Jetson Nano embedded-computing board with a 4-core 
CPU, 4 GB RAM, and a 128-core GPU and displayed on the TV. We applied several 
optimization measures to display the video feed and the object visualizations with a 
fuent frame rate and suffcient resolution (TensorRT optimizations, joint detection 
and tracking). This resulted in a feasible resolution of 1280 x 720 pixels at about 24 fps, 
that was, with regards to the passengers’ viewing distance of about 160 cm, suffcient. 
We want to note that the early computer-vision-based prototype’s performance has 
limits and is not up to the accuracy and precision of cutting-edge sensing systems, 
e.g., [206, 264]. Nevertheless, the implementation provides a suitable and fexible 
prototyping basis to investigate our research questions at an early development stage. 

For the design of the AR-based object visualizations, we adopted two-dimensional 
bounding box overlays as they are widely used in the computer vision domain for 
basic object annotation (Figure 4.3: 3). Depending on the object class (e.g., pedestrian) 
, the overlays had different colors (e.g., yellow). In the design phase, we also consid-
ered approaches and visualization techniques, such as 3-dimensional AR markers 
or as representations on a separate display, as well as combinations with "classic" 
information, feedback, and navigation concepts (e.g., displaying the planned route 
on a map). However, the reported study was intended as an early concept study, 
which is why we focused on (AR-based) object visualizations. To investigate their 
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Figure 4.3 – Overview of the three concept variants displayed in the windshield prototype. 

general potential, we created a baseline variant of the prototype without feedback 
on detected objects (Figure 4.3: 1). Since related work pointed out that the amount 
of displayed information might affect passengers’ experience [185], we created an 
intermediate variant which visualized detected objects as counts per object class in 
a status bar only (Figure 4.3: 2). The variants are designed sequentially. I.e., variant 
3 also includes the status bar of variant 2. Furthermore, all three variants displayed 
general information on the overall system state ("System: OK"), which provided 
passengers with baseline information on the system’s functionality throughout the 
variants. We opted to provide this baseline information for two reasons: to inform 
(and convince) passengers that the simulated AV is driving autonomously and to 
ensure them that everything is fne – even if there is no further information displayed. 
In the conducted study, the system state never changed. 

4.1.2 Participants 

With a sample of N = 30 participants (14 female, 16 male, 0 diverse, 0 n/a) between 
the ages of 20 and 70 (M = 37.6, SD = 11.9), we achieved a statistical power of .84 

(calculated with G*Power 3.1) for the calculation of inferential statistics (repeated 
measures analysis of variance (RM-ANOVA) with within factors and three measure-
ments) assuming medium effects according to Cohen [46] and an alpha error rate of 
α ≤ .05. The sample had a medium-high affnity for technology interaction (ATI-S 
[268]: M = 4.4, SD = 1.3; min = 1, max = 6) and was well educated (highest degree: 
19 with university degrees, six with advanced school-leaving certifcates, three with 
intermediate school-leaving certifcates, two with other degrees). Three participants 
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had an uncorrected visual impairment (two myopia, one red-green color blindness), 
which they reported not having posed a problem during the study. All participants 
were external from our institution and recruited via online postings, mailing lists, and 
advertising posters. Each participant received fnancial compensation of 30 €. 

4.1.3 Procedure and Data Collection 

Each participant took part in an individual session with an experimenter and a note 
taker, who also took over the roles of the driving and interaction wizards during the 
test rides. The sessions took about 90 min and were structured into three main phases 
(Figure 4.4): 1) briefng and pre-questionnaire in the lab, 2) test rides and consecutive 
questionnaire in the WoOz vehicle, and 3) semi-structured interview and debriefng 
in the lab. Following a mixed-method approach [52], we collected both qualitative 
and quantitative data. For an in-depth post hoc analysis, we recorded audio during 
the rides and the interviews and took notes during the sessions. For the quantitative 
assessment and comparison of the HMI variants, we used standardized UX, trust, and 
acceptance questionnaires and single-items to assess perceived risk, safety, wellbeing, 
and nausea during the rides (Table 4.1). 

Briefng and Pre-Questionnaire 

At the beginning of the study session, the participant received a detailed briefng on 
the study’s purpose and procedure. This was already initialized our WoOz deception. 
As a part of our cover story, we explained the basics of autonomous driving technology 
and automation levels. We told participants that we would conduct the test rides with 
an actual AV capable of handling all driving situations but requiring the presence of 
a safety driver (the driving wizard) due to current legal regulations. Furthermore, 
we declared that we wanted to evaluate futuristic windshield HMI concepts that 
are technically not yet feasible to be implemented in the vehicle. This served as 
the explanation for the TV-based prototyping. By providing passengers with this 
information, we aimed to shift the focus toward the HMI prototype and away from 
the WoOz setup. Furthermore, we explained to participants how the AV’s object 
detection works and that AVs use it to navigate safely through traffc. We outlined 
that some of the tested HMI concepts might provide this sensor information also to 
passengers to optimize their experience. It was added that the tested concepts are 
currently in an early prototyping phase and are, thus, using not the actual AV sensors 

95 



4 Prototyping Augmented Reality Windshields with Wizard-of-Oz 

3
x

L
ab

~
 4

5
 m

in

B
riefing 

G
eneral inform

ation  
on vehicle autom

ation 
and study procedure, 
W

oO
z cover story,  

inform
ed consent 

~ 15
 m

in 

P
re-Q

uestionnaire 
D

em
ographics, 

affinity for technology 
interaction 
 ~ 5

 m
in 

Test R
ide 

on urban roads w
ith  

W
oO

z vehicle; 
H

M
I variant order  

w
as random

ized 
(counterbalanced) 

~ 10
 m

in 

Q
uestionnaire 

A
cceptance, U

X
, 

trust, risk, safety, 
w

ellbeing, nausea, 
com

m
ents 

~ 5
 m

in 

S
em

i-S
tructured 

Interview
  

V
ariant com

parison, 
further inform

ation 
dem

ands, feedback on 
ride experience 

~ 2
0

 m
in 

D
ebriefing  

E
xplanation of setup  

and deception, 
feedback on W

oO
z 

setup and credibility, 
com

m
ents 

~ 5
 m

in 

L
ab

W
izard

-o
f-O

z (W
o

O
z) V

e
h

icle

~
 2

0
 m

in
~

 2
5

 m
in










Figure 4.4 – S
tudy procedure of the on-road w

izard-of-oz study. 

96 



4.1 On-Road Wizard-of-Oz Study 

but a single camera that we included in the AV for research purposes. Due to this early 
development stage, we explained that the system’s performance is limited and might 
affect the correct display of the HMI information. After the briefng, participants 
signed an informative participation consent form and flled out a pre-questionnaire 
to provide information on their demographics and affnity for technology interaction 
(ATI-S [94, 268]). 

Table 4.1 – Dependent variables and their operationalization. 

Scales Items 

Acceptance Satisfying [256] 4 bipolar items; 5-point scale 
Usefulness [256] 5 bipolar items; 5-point scale 
Perceived Enjoyment [41] 3 items; 5-point Likert-type scale 
Intention to Use [41] 2 items; 5-point Likert-type scale 

Trust Trust in Automation [141] 2 items; 5-point Likert-type scale 
Reliability/Competency [141] 6 items; 5-point Likert-type scale 
Understandability/Predictability [141] 4 items; 5-point Likert-type scale 

UX Pragmatic UX [222] 4 bipolar items; 7-point scale 
Hedonic UX [222] 4 bipolar items; 7-point scale 

MISC Risk 1 item; 5-point Likert-type scale 
Safety 1 item; 5-point Likert-type scale 
Wellbeing 1 item; 5-point Likert-type scale 
Nausea 1 item; 5-point Likert-type scale 

Test Rides and Questionnaire 

The test rides were conducted as a round-trip through an urban environment with two 
stops at parking lots and about 10 min driving time per variant. The variant order varied 
(counterbalanced) between sessions to decrease carry-over effects. Before starting the 
ride, participants were given some final notes on the setup. We encouraged them to 
think aloud and explained to them once again that they could pause or quit the study 
at any time without consequences. At the two stops, we changed the HMI variant and 
asked participants to fill out a digital questionnaire on a tablet to assess the respective 
HMI variant in terms of our dependent variables (Table 4.1). For the assessment of 
acceptance, we used the Satisfying and Usefulness scales of Van der Laan et al. [256] and 
the scales Perceived Enjoyment and Intention to Use of Chen’s TAM adaption [41]. As 
related work has identified trust as a key acceptance challenge for AVs [41], participants 
also assessed the variants in terms of trust and related factors using the scales Trust in 
Automation, Reliability/Competency, and Understandability/Predictability by Körber [141]. 
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For the assessment of pragmatic and hedonic UX, we used the short version of the User 
Experience Questionnaire (UEQ-S) [222]. In addition, we used single-item scales to let 
participants assess perceived risk ("I considered the ride risky."), safety ("I felt safe during 
the ride."), wellbeing ("I felt comfortable during the ride."), and nausea ("I felt nauseous 
during the ride."). Participants could comment on their assessments via free-text input 
fields. Following the recommendation of [19] to collect environmental data of the test 
rides, experimenters documented weather conditions and traffic density. 

Semi-Structured Interview and Debriefng 

After the test rides, we conducted a semi-structured interview using closed and open 
questions. We recapitulated the rides and HMI variants and talked to participants 
about what they liked and disliked, their preferences, and what they would suggest 
for future systems. We also asked participants which variant they liked best and 
why. At the end of the interview, we lifted the WoOz deception and explained 
the reasons. After the explanation, we asked participants the WoOz control question 
("Did you believe that the vehicle was driving autonomously?") to directly assess the 
deception’s effectiveness. 

4.2 Results 

For the quantitative results, we used JASP 0.16 [127] and jamovi 2.2.5 [249] to calculate 
descriptive and inferential statistics. In a second step, we analyzed the qualitative 
data from the interviews, ride recordings, and questionnaires. All recordings were 
transcribed using the speech-to-text function of Condens [49], reviewed, and manually 
optimized afterward. Following an inductive thematic analysis approach [29, 28], 
three researchers worked collaboratively. We used Condens and a digital Miro white-
board to analyze and structure the data in order to identify patterns that describe 
essential information concerning our Q4.1 and Q4.2. Each researcher started with 
analyzing a few sessions and derived an initial set of codes which was then reviewed 
by the others and merged to create a joint codebook. The codebook and coding frag-
ments were iteratively refned throughout the analysis. Finally, the thematic analysis 
was complemented with the questionnaire results and session notes. 
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Figure 4.5 – Boxplots and M(SD) of acceptance and UX scales for the three concept variants. 

4.2.1 Dependent Variables 

Besides a descriptive analysis, we conducted repeated measures analysis of variances 
(RM-ANOVAs) to search for statistically relevant effects. For the interpretation of 
calculated effect sizes, we refer to Cohen [46]. If one or multiple assumptions of 
the RM-ANOVAs (independence, normality, sphericity) was found violated for a 
particular scale, we calculated non-parametric Friedman tests and Conover’s post 
hoc comparisons. 
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Acceptance 

Results of the VdL acceptance questionnaire [256] show medium ratings of Satisfy-
ing and Usefulness scales with the Baseline achieving highest ratings with regard to 
Satisfying and the AR overlays highest in terms of Usefulness (Figure 4.5). While no 
significant difference was found for Satisfying (F (2, 58) = 1.590, p = .213, η2

G = 0.030), 
a significant medium effect was found for Usefulness, F (2, 58) = 7.881, p < .001, η2

G = 

0.136). Post hoc tests revealed significantly better Usefulness ratings of the AR over-
lays compared to the Baseline (t = 3.806, pholm = .001) with a medium-sized effect of 
Cohen ′ s d = 0.695 and compared to variant 2 (status bar with counts; t = 2.882, pholm = 

.011) with a medium-sized effect of Cohen ′ s d = 0.526. Regarding the Enjoyment scale 
of Chen’s TAM adaption, all variants achieved high ratings (Figure 4.5) with no mean-
ingful effect (F (2, 58) = 0.925, p = .402, η2

G = 0.014). Similarly, all variants achieved 
medium-high ratings for Intention to Use (Figure 4.5) without relevant differences, 
F (2, 58) = 1.553, p = .225, η2

G = 0.020. 

UX 

With regard to pragmatic UX quality, all three variants received above middle ratings 
(Figure 4.5) with no signifcant differences between them, F (2, 58) = 1.590, p = 

.213, η2
G = 0.030. For hedonic UX quality, larger deviations ranging from above middle 

ratings (AR overlays) to medium-low ratings (baseline, status bar; Figure 4.5) with 
a signifcant large effect were found, F (2, 58) = 10.447, p = .001, η2

G = 0.169. Post 
hoc tests show signifcant higher hedonic quality with the AR overlays compared to 
the baseline (t = 4.334, pholm < .001) with a medium-sized effect of Cohen ′ s d = 0.791 

and compared to variant 2 (t = 3.136, pholm = .005) with a medium-sized effect of 
Cohen ′ s d = 0.572. 

Trust 

The HMI variants received medium to medium-high assessments regarding Under-
standability/Predictability (Figure 4.6) with signifcant differences between the variants 
showing a medium-sized effect, F (2, 58) = 8.128, p < .001, η2

G = 0.108. Post hoc tests 
revealed signifcantly better Understandability/Predictability of the variant with AR 
overlays compared to the Baseline variant (t = 3.810, pholm < .001) with a medium-
sized effect of Cohen ′ s d = 0.696 and compared to variant 2 (t = 3.048, pholm = .007) 
with a medium-sized effect of Cohen ′ s d = 0.556. Regarding Reliability/Competency, 
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the variants obtained above middle ratings (Figure 4.6) without meaningful differ-
ences, F (2, 58) = 2.309, p = .108, η2

G = 0.025. Similarly, all three variants received 
medium, above middle ratings for overall Trust in Automation without a signifcant 
effect, F (2, 58) = 1.803, p = .174, η2

G = 0.019. 

Risk and Safety 

Risk was rated low throughout all variants (Figure 4.6) without meaningful differences, 
χ2 = 1.869, p = .393, n = 30. In accordance with that, the Safety scale received 
medium-high ratings in all conditions (Figure 4.6) without signifcant differences, 
F (2, 58) = 0.677, p = .512, η2

G = 0.009. The low risk values and the feeling of safety 
was often related to trust in the general capabilities of the automated system (e.g., P10: 
"I am convinced of the capabilities of the system", P21: "I trust the system. Unforeseen events 
were handled without problems.") as well as the driving style (e.g., P16: "[it] drives like 
me – safe"; P24: "The vehicle reacted with restraint in unusual situations. That was good."; 
P28: "Very relaxed way of driving [. . . and] good response of the vehicle to all situations."). 

Wellbeing and Nausea 

With regard to Wellbeing, the single-item scale revealed positive assessments with 
medium-high ratings for the three variants (Figure 4.6). While no significant difference 
between the variants was found (χ2 = 3.774, p = .152, n = 30), descriptive statistics 
suggest that participants felt slightly better using variants 1 or 2 (Figure 4.6). This 
is similarly indicated by the Nausea scale (Figure 4.6). While only a few participants 
reported Nausea symptoms, there is a significant difference between the variants, χ2 = 

7.357, p = .025, n = 30. Nausea symptoms occurred significantly more often with AR 
overlays compared to variant 2, Conover T -Stat = 2.838, pholm = .019. However, the 
differences between AR overlays and baseline (Conover T -Stat = 1.845, pholm = .140) 
and between baseline and variant 2 (Conover T -Stat = 0.993, pholm = .325) are not 
statistically significant. Four participants (P19, P23, P25, P30) also described motion 
sickness symptoms verbally. While P23, P25, and P30 related the symptoms to generally 
watching at the digital screen during the ride, P19 accounted them particularly to the 
AR overlays: "I think if I drove here longer, I might feel a little dizzy [...] from the color 
fields.". P30 added that wearing an FFP2 face mask during the ride further influenced 
the occurrence of the symptoms. 
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Figure 4.6 – Boxplots and M(SD) of trust, risk, safety, wellbeing, and nausea scales for the three 
concept variants. 
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4.2.2 Qualitative Variant Assessment 

Overall, variant 3 with the AR overlays (Figure 4.3: 3) was preferred by half of the 
sample. However, ten participants put the AR overlays on the last rank and ten rated 
variant 1 (baseline without information on detected objects; Figure 4.3: 1) as their 
favorite. Only fve participants preferred variant 2 with the object counts in the status 
bar (Figure 4.3: 2). The following sections provide a detailed overview of the received 
qualitative feedback per variant. 

Baseline (Variant 1) 

Seven of the ten participants that opted for variant 1 (Figure 4.3: 1) found the visualiza-
tion of surrounding objects generally unnecessary (e.g., P12: "because if you don’t drive 
yourself anyway, then it doesn’t really need to display anything."). P10 considered only the 
general system feedback ("System: OK") relevant and the object visualizations as a 
"gimmick [. . . ] unless it really has the consequence to intervene". Two participants argued 
that less information is better when it comes to trust in the technology (e.g., P28: "the 
system seems more trustworthy even though there is less information available"). 

Status Bar (Variant 2) 

Twenty participants considered the status bar (Figure 4.3: 2) unnecessary (e.g., P23: 
"I found this nice, but somehow just not helpful.") – in contrast to fve participants who 
described the count display as helpful. While some mentioned that the object counts 
increased perceived safety (n = 3) and trust (n = 3; e.g., P28: "it’s reassuring"), others 
said it decreased both perceived safety (n = 5) and trust (n = 3). Since the counts 
jumped fast in some situations, eight participants perceived the fast refresh rate as 
irritating (e.g., P17: "the display has made one restless [. . . ] one is tempted to control 
the display"). Without the matching overlays of variant 3, the meaning of the count 
display was unclear to 11 participants and left some with open questions and the 
desire for better contextualization of the information, e.g., P13: "I would like to know 
how the car puts what it recognizes into context with the driving context". 

AR Overlays (Variant 3) 

The AR overlays of variant 3 (Figure 4.3: 3) were considered to be helpful for (better) 
understanding the driving situation (n = 11; e.g., P23: "You could see at a glance what 
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was happening and classify it much better") and to build trust in the system (n = 12; e.g., 
P13: "One could better understand the complexity of the system. Therefore, more trust"). 
However, in 16 of the 30 sessions, participants described the AR overlays to be either 
annoying, irritating, or distracting (e.g., P17: "You can’t enjoy the ride"; P21: "Too 
many colored boxes"; P26: "somewhat annoying display",). In some sessions, participants 
reported that the AR overlays decreased perceived safety (n = 6) and their trust in 
the system (n = 3). This ambivalence was further observable in the interviews, where 
many participants weighed the variants’ pros and cons. 

4.2.3 Visualization Design 

Twelve participants desired to have only objects relevant to the current driving scene 
visualized. Regarding the visual design of the overlays and object counts, participants 
considered distinct colors for object classes to be useful (n = 24) as well as various 
visualizations for critical objects (n = 20; e.g., P18: "if a pedestrian would run in, [the 
overlay] becomes red for example"). On the other hand, eight participants would have 
generally preferred fewer colors. 

Amount and Type of Object Visualization 

Asking participants which objects they would want to be visualized, only four voted 
for all objects. Eleven participants wanted only objects marked that have an impact on 
the vehicle’s ride, and 12 preferred only marking hazardous objects (e.g., P7: "[would 
be] clearer"; P26: "All objects is too much and too confusing"). While two participants 
remained undecided, only P19 opted for no object detection visualization at all ("too 
distracting"). The latter is particularly interesting considering that in the general 
assessment, nine more participants ranked variant 1 with no object visualization as 
their favorite. With regard to the question which kind of objects should be displayed, 
participants mentioned vulnerable road users to be most important (bicyclists: n = 23, 
pedestrians: n = 24). Vulnerable road users are considered more important than 
general obstacles (n = 20), own driving trajectory (n = 20), other vehicles (n = 19), 
traffc lights (n = 17), infrastructure (n = 12), traffc signs (n = 10), or street markings 
(n = 6). Most participants (n = 16) preferred visualizing detected objects according 
to their hazard level. P13 suggested overlays with a transparency level according 
to their relevance or criticality. In contrast, ten participants considered a special 
visualization for hazards unnecessary. Two participants pointed out that objects that 
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are not visualized can be regarded as unrecognized and, therefore, be a safety risk. 
P14 and P24 asked whether the system could detect animals (e.g., dogs). 

Confgurability 

In general, the sample majority (n = 23) argued for confgurable display settings 
allowing passengers to choose what, when, and how information is displayed. E.g., 
P13: "I think when you probably use the system more often [. . . the display] could be a 
distraction and I might want to turn it off"; P30: "I think it’s good if everyone could decide for 
themselves"). P5 suggested that the visualization should turn itself off automatically 
after a specifc time but can be turned on again by the passengers. Five participants 
proposed that the UI screens should be usable for other things, e.g., as a second screen 
for mobile work, information, or entertainment. 

Additional Ideas 

P1 would have liked to use the augmentations at night to enable a kind of night 
vision for passengers. P15 wanted an onboarding tutorial explaining the displayed 
information and functionalities to frst-time users or on-demand. Similarly, P30 would 
have wanted a more detailed legend that explains, e.g., the meaning of the colors. 
P14 would have found it helpful if an indicator for the object’s moving direction is 
displayed. P27 suggested acoustic warnings for critical situations so that passengers 
could prepare themselves, e.g., for occurring driving actions like emergency brakes. 
Many participants wished for improved (AR) visualization (n = 6) and suggested, 
e.g., not to display large overlays with "sharp" borders but rather, e.g., a spot or a dot 
(P28), a decent border (P4), a soft flling (P2), or a gradient or blur (P25), which they 
considered to be more convenient to look at and assumed to reduce fickering of the 
detection and consequent distractions. 

4.2.4 Further Information Needs 

A large part of the sample (n = 14) wanted to have information on the current location 
and the planned route, e.g., displayed on a map. Two participants suggested to have 
this on an extra display. Twelve participants would have liked to receive location-
based information about their surroundings, such as descriptions of landmarks. Seven 
participants wanted driving-related data (e.g., current speed) since such information 
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would increase their feeling of safety (n = 5). In contrast, three participants argued 
that they would need such information only at lower automation levels. P14, P17, 
and P20 would want the system to explain its (planned) driving actions (e.g., turning 
or parking). Several participants preferred controls for passenger interaction, e.g., 
touchscreen- or speech-based input options to customize the visualization display, 
navigate to a particular destination, or change the route or emergency buttons and 
functions to contact human support or a (remote) operator. 

4.2.5 Wizard-of-Oz 

After lifting the deception and explaining the WoOz setup, 22 of the 30 participants 
(73 %) stated that they believed that the vehicle was driving autonomously and that 
the driver was only there for safety reasons. An exploratory analysis revealed a 
signifcant correlation between participants doubting the WoOz illusion and their 
ATI scores (Spearman’s rho: rs = .411, p = .001). This indicates that participants with 
a higher affnity for technology interaction were less likely to believe the deception. 
However, no other meaningful correlation was found between participants’ belief in 
the autonomous ride and their quantitative assessment of the dependent variables. 
Thus, we do not differentiate the results based on that. In the following sections, we 
report detailed fndings on the WoOz deception and cover story, participants’ driving 
experience, environmental conditions of the test drives, and the prototype’s fdelity. 

Deception and Cover Story 

Many participants who believed the deception commended the smooth, forward-
looking, and defensive driving style (e.g., P2: "The system mimics an exemplary driver"; 
P25: " When you drive yourself, it’s usually not so smooth" ) and were surprised when 
we lifted the deception (e.g., P3: "okay, I would have been sure that it drives automated"). 
Some comments highlighted the importance of a thoughtful cover story. E.g., P27: 
"It was good that you said [the AV] didn’t have downtown approval yet, or I probably 
wouldn’t have bought it off") and pointed out that the used vehicle’s appearance 
and trust in a certain brand or manufacturer also affect the believability of system 
capabilities (P13: "Such a new Mercedes . . . that also helped. You tell yourself that it 
can do nothing wrong."). However, others regarded the smooth driving style as an 
indicator that the vehicle could not have been driven by a machine only (e.g., P13: 
"from my experience, that was too forward-looking"). In some situations, that forward-
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looking driving style was not possible, or the driving wizard failed to conduct it. 
This led some participants to doubt the autonomous ride (e.g., P30: "[the ride] was 
not anticipatory enough for me. So it was two times somehow that the traffic light was 
yellow and [the vehicle] decided to cancel at short notice"). Other participants, who 
doubted the autonomous ride, missed visible sensor hardware indicating that the 
car is capable of autonomous driving or noticed the wizard’s movements (e.g., P4: 
"I heard [. . . ] the use of the steering wheel when we were driving "). P8 explained its 
doubts with prior knowledge of the current state of technology. 

Ride Experience 

At the end of the rides, 13 participants commended the positive driving experience 
(e.g., P12: "Perfect. Not so abrupt [. . . but] nice and steady"; P21: "it was defnitely a 
very pleasant ride [. . . and] very interesting"). Nine participants felt safe because of the 
safety driver’s presence (e.g., P3: "I had confdence that the safety driver would intervene, 
if required."). Four others said they felt safe because of the automated system only. 
Seven participants compared the ride in the (simulated) AV with being a passive 
passenger in a taxi or bus. However, some participants had different expectations 
(e.g., P14: "I actually imagined autonomous driving to be [. . . ] a softer way of driving"). 
While a few participants felt unease due to the video see-through-based WoOz setup 
(section 4.2.1), others were not bothered by the setup at all (e.g., P22: "I think that was 
totally realistic, [. . . ] the image [. . . ] was just ftting to the movements [. . . ] it was [. . . ] as if 
I was looking out of the front"). Three participants mentioned that the view through the 
digital screen affected their perception of the ride (e.g., P11: "You somehow feel it [...] as 
a faster ride on the screen than in real life"). 

Environmental Conditions 

All test rides were performed during daytime in an urban area with moderate traffc 
density. Regarding the weather, most of the test rides were conducted under cloudy 
conditions (n = 26). In four sessions, it was rainy, in one snowy, and in 11 sessions, 
it was (partly) sunny. In the latter, six participants mentioned that the video feed 
was sometimes overexposed during the ride due to direct sunlight. During the rainy 
rides, the view out of the vehicle through the windows and consequently through 
the camera stream was (partly) impaired. However, as there was no heavy rain, the 
object detection kept functioning correctly. 
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Prototype Fidelity 

Due to technical constraints (hardware and software), the prototype’s performance was 
limited. Some objects were detected late or not at all (mentioned in 12 sessions). In such 
cases, it was not clear to participants how the visualized objects were selected (variant 2: 
n = 12; variant 3: n = 9). While we briefed participants that the tested HMI prototype’s 
accuracy is limited due to its early development stage and unlinked from the (simulated) 
AV’s sensors, several participants were disturbed by the offset of the vehicle’s driving 
behavior and the visualization (e.g., P27: "the car has already braked before the traffic light was 
even recognized "). Participants also described some issues and limitations, e.g., occasional 
image stuttering of the video feed and visualization were considered irritating (n = 6; 
P28: "It has quite a bit of flickering every now and then, which is a bit annoying.";). 

4.3 Discussion 

The conducted on-road WoOz study provides design and prototyping learnings for 
suitable AV HMIs. Furthermore, it provides insights into the potential of transparent 
information and AV passenger experiences in general. In contrast to previous works, 
we investigated feedback from an AI-based system with an empirical study in a 
natural urban environment. The study featured the value of WoOz for context-based 
prototyping of HMIs that use real-time information and AR. We focus the following 
discussion on 1) object visualization and 2) passengers’ information requirements 
regarding the tested HMI concepts, pursued by a discourse of 3) the WoOz-based 
prototype’s potentials and considerations, as well as 4) limitations and future work. 

4.3.1 Object Visualization Can Increase Acceptance and UX 

With regard to Q4.1, qualitative and quantitative results confrm that visual system 
feedback on detected objects can increase AV acceptance and UX. Concerning the way 
this information should be presented in the AV windshield (Q4.2), most participants 
preferred the concept with AR overlays (variant 3) over both the baseline concept 
without information on detected objects (variant 1) and the status bar with object 
counts only (variant 2). The augmentations were considered helpful in understanding 
the context better and building trust in the system. This is confrmed by signifcantly 
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higher understandability and predictability assessments. The results confrm the 
fndings of the online study of Colley et al. [47], who reported increased situation 
awareness of drivers through (AR-based) visualizations in conditional automated 
driving. Signifcantly better evaluations of perceived usefulness and hedonic quality 
further support the potential of AR-based object visualization, exhibiting an improved 
UX. Furthermore, many participants reported that object visualizations increased the 
feeling of safety and trust in the autonomous system. 

Although the general positive assessments of the AR overlays, they were in half of the 
conducted sessions described as too much, irritating, or distracting. This is in line with 
the findings of Kim et al. [134] on driver distractions induced by AR in vehicles with 
lower automation levels. The second largest group of study participants considered 
it sufficient to have only general information on the overall system state, which was 
the case in the baseline variant. Some participants would not want continuous system 
feedback at all since they would not want to be distracted from other tasks. The status 
bar with the object counts served for some participants as an explanation of the AR 
overlays (variant 3), but was considered not helpful when used alone (variant 2). Some 
participants did not want to have object visualization at all and favoured variant 1. A 
reason for this could be negative perceptions of the visualizations, especially when 
occurring errors degrade the attributed system capabilities (see Section 4.3.4), which 
is in line with the findings of another online study by Colley et al. [48]. Furthermore, 
the rather salient design of the bounding box overlays might have been perceived 
negatively. Less obtrusive designs (e.g., less salient colors or colored borders only) 
might be more suitable. Only a few participants would want an intermediate solution, 
e.g., in the form of the status bar offered by variant 2. 

The results generally confrm the potential of transparent system feedback to increase 
AV acceptance and UX, but not all people would want this information (all the time). 
Furthermore, the assessed concepts are only early-stage variants. They cover only a 
small part of the vast possibilities, especially regarding higher-performing hardware 
and algorithms that might enable more advanced and accurate object visualizations. 

4.3.2 Passengers Want Confgurability and Travel Information 

Most participants argued for confgurable display settings providing passengers with 
options to select what, when, and how information on the environment and the AVs’ 
reasoning is displayed (Q4.2). This aligns with the fndings of Oliveira et al. [185], 
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who pointed out that AV passengers might not want to have contextual information 
displayed permanently. Participants in our study argued for confgurability and 
on-demand information retrieval (i.e., the HMI should allow them to turn certain 
information on and off). Regarding the "what", most participants preferred visualizing 
only objects with an impact on their ride and a visual classifcation according to their 
hazard level instead of having permanent visual feedback on detected objects. Future 
work may investigate respective visualization designs. 

The hedonic and pragmatic UX assessment of the three concept variants is in compar-
ison to the UEQ benchmark [222] relatively poor. Qualitative results indicate that this 
can be (partly) attributed to missing expected travel information, e.g., current location, 
planned route, and upcoming maneuvers. I.e., since the tested concepts solely focused 
on providing information on detected objects and system status, participants missed 
journey-related information. As this was mentioned by almost half of the sample, 
travel information seems crucial in AVs. This result can be linked to fndings of related 
work on lower automation levels, e.g., [82]. We recommend future work to consider 
the interplay of novel (information and visualization) concepts with such expected 
information and to investigate them as a part of holistic interaction concepts. 

4.3.3 Wizard-of-Oz Setup and HMI Prototype 
Can Serve as Mutual Enablers 

The applied WoOz-based setup served two purposes. First, it paved the ground for 
creating an on-road AV simulation for context-based prototyping and evaluation. 
Second, it enabled using a computer-vision-based real-time object detection system 
as an HMI component of a futuristic AR windshield. Nevertheless, WoOz settings 
also come with methodological challenges [19, 175] that need to be considered, such 
as keeping up the deception throughout the study. Considering these and the lack 
of comparable benchmarks, we regard having 73 % of participants believe that the 
vehicle was driving autonomously until the end of their sessions as evidence of a 
successful application of the WoOz paradigm. Our exploratory analysis did not reveal 
statistically relevant correlations of the dependent variables with participants’ belief 
in the WoOz illusion, which is why we did not differentiate the results based on that. 
Further associated aspects and limitations are discussed in Section 4.3.4. 

In addition to a smooth, defensive, and proactive driving style as recommended 
by related work [11, 175], we found having suitable hardware with a modern and 
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technologically-advanced appearance (i.e., a vehicle believed to be capable of au-
tonomous driving) as quite supportive of keeping up the deception. Overall, a 
thoughtful cover story seems to be a crucial part of the WoOz deception. In our 
case, we consider shifting participants’ attention toward the futuristic HMI prototype 
benefcial. To do this, we told them that we were evaluating new concepts for not 
yet available hardware components (the AR windshield) and were, thus, requiring 
the TV-based setup. As a result, WoOz and the windshield interface prototype were 
mutually benefcial and enabled their successful application. 

Nonetheless, not all participants believed the story. Reasons for the doubts can be 
allocated to, e.g., diffculties in constantly maintaining the defned driving style (e.g., 
when unexpected events occur), previous knowledge of participants on the state of 
technology, or observations of participants (e.g., driving-related noises of the wizard). 
Furthermore, while many participants described the test rides as pleasant, some 
participants noticed that the video see-through based setup made them feel at unease. 
This might have been due to the indirect view out of the vehicle and the camera’s 
offset, as well as to the display of the visualizations. 

To sum up and answer Q4.3, the created WoOz-based prototyping framework served 
as a suitable basis for this study and may be used and adapted to address similar 
questions. We recommend future work to thoroughly craft their prototypes, setups, 
and cover stories and leverage their symbiosis. The prototyping approach can be 
optimized for future studies according to our descriptions and fndings. 

4.3.4 Limitations and Future Work 

In the following sections, we discuss the limitations of this work and the consequent 
potential for future work regarding 1) the study sample, 2) the HMI prototype, and 3) 
the applied WoOz approach. 

Study Sample 

The study sample is characterized by a medium-high affnity for technology interac-
tion. While this is considered a common phenomenon in HCI studies [94], it might 
impair external validity and affect the belief in the WoOz deception, as the correlation 
revealed by our exploratory analysis suggests. Furthermore, as is often the case in 
usability testings, study participants experienced the evaluated system and HMI 
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concepts for the frst and only time. However, users’ attitudes toward certain aspects 
can change over time. Future work might conduct long(er)-term studies to account 
for this circumstance. We also want to note that the study was conducted during the 
COVID-19 pandemic. Therefore, we applied precautions and hygiene measures (e.g., 
distancing, wearing medical/FFP2 masks, disinfection of surfaces and hands) and 
followed local and national authorities’ regulations and recommendations. While we 
consider the pandemic’s actual effect on the study results to be minor, it might have 
affected the sample composition as, e.g., only people without fear of COVID-19 might 
have signed up for the study in the frst place. 

HMI Prototype 

The evaluated concept variants had a relatively narrow focus on object detection 
visualization on a (prototyped) windshield interface. We assume that this affected 
the overall assessment of the rides and visualization concepts. Since the targeted 
acceptance and UX challenges cannot be addressed in this narrow scope alone, future 
work should consider the integration with "holistic" HMI concepts (e.g., including 
visual and auditory passenger information on the planned route and upcoming stops; 
Chapters 3 [85], 6 [87]). This would also allow for further investigation of the design 
space, e.g., in terms of other visualization concepts such as 3D representation in a 
GUI-based map [246, 264], situation prediction visualization [48], and other feedback 
modalities such as auditory, kinesthetic, or tactile [126]. Future work may also in-
vestigate the HMI confgurability suggested by participants and identify relevant 
situations, maneuvers, objects, or levels of criticality in which information and ex-
planations would be (not) benefcial. As mentioned in Section 4.1.1, the prototype’s 
hardware and performance were limited and consequently not as powerful as cutting-
edge sensing systems. This resulted, to some extent, in fickering, missed objects, and 
classifcation errors. While the algorithm proved quite robust on rainy rides, extreme 
lighting conditions (e.g., direct sunlight) resulted in overexposure of the video feed 
and consequent impairments of sight and object detection. Nevertheless, the used 
hardware and algorithms served as a suitable basis for the early concept study, the 
straightforward realization of the AR windshield prototype with real-time informa-
tion visualization, and the initial investigation of our focus questions in an early 
development phase. Future work may use more powerful industrial hardware and 
software along with more graphical and computational processing power to enable 
the use of larger and higher-performing models. Furthermore, adding additional 
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object classes to the model (e.g., animals, construction sites, or hazardous objects) 
and investigating other visualization approaches might be interesting depending on 
examined scenarios and conceptual considerations. 

Wizard-of-Oz Approach 

Since actual AVs are still only available under limited conditions in urban envi-
ronments, we applied the WoOz paradigm to create a prototyping framework that 
enabled us to consider the dynamic urban context in our investigation. The approach 
offers several advantages – especially concerning the evaluated real-time visualiza-
tion prototype. However, it also poses challenges regarding objectivity, validity, and 
reliability [175]. While we aimed to control the study as much as possible, particu-
larly dynamic infuences cannot be ruled out completely. Furthermore, some of our 
participants were not fully convinced by the WoOz deception. Since we found no sta-
tistically relevant correlation between participants’ belief in the WoOz deception with 
our dependent variables, we did neither exclude data nor create groups based on this. 
However, we cannot rule out possible effects on the results. Besides the challenges 
and limitations mentioned, future work may use the described WoOz approach and 
AR windshield prototype with the reported learnings to conduct further empirical 
studies. Such studies could investigate AV passenger experiences in a real-world 
context and HMI concepts relying on real-time information, e.g., visualizations of 
scene detection, scene prediction, and maneuver planning [48]. Considering the effort 
to conduct a WoOz study, researchers might, in a frst step, formatively evaluate 
their designs with simpler study designs (e.g., online or simulator studies). In our 
case, for example, the desire for confgurability could have been discovered earlier 
so that the results could have been incorporated into the subsequent WoOz study. 
The framework may also be used to prototype AR-based infotainment systems that 
provide contextual information, e.g., on landmarks or other points of interest [22]. 
Furthermore, future work could focus on the method itself and investigate the effect 
of participants’ belief in the WoOz deception, e.g., by comparing one group that is 
told frankly about the system’s actual capabilities with another group that is told the 
WoOz cover story. 
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4.4 Conclusions 

Suitable HMI concepts are required to address AVs’ acceptance and UX challenges. 
The conducted on-road WoOz study with 30 participants evaluating early visualiza-
tion concepts for a windshield interface confrms the potential of transparent commu-
nication and object detection visualization to increase the acceptance and UX of AVs. 

System feedback on detected objects was deemed useful, and AR-based visualization, 
in particular, signifcantly increased the system’s understandability and predictability, 
perceived usefulness, and hedonic quality. However, in line with related work from 
online surveys, lab studies, and other automation levels, we found that (permanent) 
system feedback can also annoy, irritate, or distract passengers. We identifed making 
the information confgurable for individual user requirements and accessible on-
demand as a promising approach to address this challenge. In addition, as travel-
related information (e.g., current location, planned route, and upcoming stops) is 
essential in driverless vehicles, it needs to be investigated how transparent system 
feedback can be integrated with such information into holistic AV HMI concepts. 

The applied video-based WoOz approach provides a suitable framework for proto-
typing both AVs and (AR-based) windshield interfaces with real-time information 
visualization. However, it poses technological and methodological challenges. A com-
pelling cover story is essential for keeping up the WoOz deception and the study’s 
success. It can be supported by ftting hardware (e.g., a modern vehicle) and an 
appropriate "AV-like" driving style. 

To sum up, this work contributes to the human-centered design of human-AV inter-
actions. It demonstrates a straightforward WoOz-based method for context-based 
prototyping of (AR-based) real-time AV HMIs that is suggested to become adopted 
and advanced by future work. Furthermore, it provides learnings and practical 
recommendations for system design and future studies. 
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4.5 Chapter Summary 

This chapter demonstrated the prototype and WoOz-based on-road evaluation of 
a futuristic windshield HMI concept that visualizes real-time object detections via 
AR. In a mixed-methods within-subjects study (N = 30), participants assessed three 
early-stage concept variants of the windshield HMI prototype to explore whether 
object detection visualization can counteract acceptance challenges. 

Inspired by the setups of Karjanto et al. [131] and Detjen et al. [64], we created a 
straightforward WoOz setup in a minivan (Mercedes-Benz EQV). As we used a rental 
car, a decisive requirement for us was – in contrast to related work – that we could 
quickly deconstruct the setup without leaving any traces of the modifcations. The 
setup separated the front seats from the back area with a black curtain mounted at 
the vehicle’s ceiling and a 43" TV mounted at the front seats’ headrests. As a result, 
passengers in the back could neither see the windshield nor the (co-)driver. The 
TV displayed a video stream of a webcam mounted in the windshield, enabling a 
video-see-through view out of the front. 

The TV-based setup enabled us to prototype a futuristic AR windshield HMI which 
we used to display information on the system’s capabilities. In particular, the HMI 
provided information on computer-vision-based object detections with three varia-
tions: 1) no information (baseline), 2) abstract status bar with counts of the detected 
object classes, and 3) AR overlays. The information was displayed in real-time on 
the TV and derived by an embedded AI system with object detection algorithms 
performed on an Nvidia Jetson Nano. The resulting study design enabled us to craft 
a cover story that shifted participants’ focus on the AR windshield prototype and 
away from the WoOz setup. We regard this as a signifcant contributing factor to the 
successful application of the WoOz method. In the presented study, almost three out 
of four participants believed the deception of an autonomous ride. 

The study results confrm that transparent system feedback, particularly AR-based 
visualizations, can increase understandability, perceived usefulness, and hedonic 
UX. However, the amount and the timing of the provided information are crucial. 
Participants discussed the pros and cons of the information and demanded options 
for customization since the (permanent) information display might also be too much, 
irritating, or distracting. Considering other information demands that AV users 
have during the ride with an AV, we deem this specifcally relevant. For example, 
many participants missed ’classic’ information such as current location, estimated 
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arrival times, or upcoming stops, which led us to conclude that future work needs to 
investigate such HMI concepts from a holistic perspective on human-AV interaction. 

This chapter offers two main contributions to RQ1. First, it confrmed that informa-
tion transparency (e.g., facilitated through AR-based object detection visualization) 
can increase AV passengers’ acceptance and UX. However, the results also confrm 
fndings of related work (e.g., [185, 197]) that the amount and timing of information 
displayed are elemental. Second, it provided insights and recommendations for the 
design of in-vehicle HMI concepts for future AVs. For instance, we recommend 
considering AV passengers’ ’classic’ travel information demands when designing 
new concepts and options for adjusting system feedback. Contributing to RQ2, this 
chapter demonstrated a straightforward approach to creating a fexible and easily 
deconstructable WoOz setup that can be used for context-based interface prototyping 
and evaluating real-time object detection systems. Based on its documentation, the 
approach can be used and adapted by other researchers and serve as a framework 
for further studies. Furthermore, we refected on the challenges of the WoOz method 
and provided learnings and recommendations on how to overcome them. 
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Interfaces for On-Demand Rides 

Following the goal of counteracting AMoD acceptance hurdles (RQ1), most previous 
work focused on general acceptance aspects of AVs (e.g., [24, 41, 181]). Only few 
studies investigate the actual interaction, i.e., the design and evaluation of HMIs (e.g., 
[69, 135]). However, at the latest when the technology is ready for market introduction, 
the HCI community needs to be able to provide future practitioners, manufacturers 
and service providers with guidelines and recommendations for human-centered 
design and development. 

In this chapter, we explore concrete approaches for HMI design and evaluation 
to tackle potential acceptance and UX hurdles of AMoD systems from an early 
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development stage. As we are considering the complete user journey, we focus 
on mobile applications capable of accompanying users through all usage situations 
and confdentially providing individualized information – also during shared AMoD 
rides. After registration, user journeys in AMoD systems can be structured in three 
phases along time. For comprehensive support, the UI should assist users in all of 
these phases: (1) before the ride: the UI provides functionalities for information and 
booking; (2) during ride: the UI serves as a travel companion; and (3) after the ride: 
the UI assists with offboarding, rating the service etc. To create optimal interactions, 
it is necessary to be able to evaluate a UI along the whole journey. 

Currently, ‘classic’ GUIs with touchscreen-based interaction can be considered as 
the status quo for interacting with mobility applications on personal devices (e.g., 
Figures 2.13:i, vii). However, AI-infused systems, comprising assistive dialog-based 
interaction concepts also promise to provide a good or even better ft when it comes 
to acceptance of new technology. Such support can be accessed via conversational 
UIs (CUIs) like chatbots (text-based) and virtual assistants (speech-based). CUIs 
enable people, similar to talking or chatting with a real person, “to interact with smart 
devices using spoken language in a natural way” [164, p. 1]. 

The question arises whether CUIs are as good as or even better suited than ‘classic’ 
GUIs for interacting with AMoD systems on mobile devices. Especially when it 
comes to establishing a sensitive communication between users and systems in new 
usage situations, CUIs seem to provide a promising approach (e.g., [255]). Depend-
ing on the situation, the two approaches might also be combined meaningfully. For 
instance, in many modern cars, drivers can either tap on a touchscreen or talk to a 
virtual assistant while driving. However, considering shared rides (i.e., multi-user 
scenarios) and users’ privacy requirements (e.g., [30]), speech-based interaction 
with virtual assistants does not seem to be a good basis for interacting with AMoD 
systems on personal devices. Instead, classic GUIs and chatbots appear favorable. 
While GUIs and chatbots are intensively investigated across domains, literature 
lacks comparisons of the two approaches. If available at all, the transferability of 
existing comparisons (e.g., [255]) to the AMoD domain is limited. In the context of 
our general reserach question, RQ1, this chapter aims to fill the identified research 
gap and, consequently, investigates the following question. 

Q5.1 Are ‘classic’ GUIs or chatbots better suited to provide the basis for mobile 
human-AMoD interaction in terms of UX and user acceptance? 
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This chapter’s contribution is twofold. We illustrate and compare the strengths and 
weaknesses of chatbots and ‘classic’ GUIs – in general and specifcally for the AMoD 
domain – based on existing literature, expert evaluations, and a comparative user 
study. Second, we demonstrate how interface prototypes for AMoD systems can be 
evaluated and holistically compared in early development phases while considering 
the complete user journey in a video-based simulation environment. 

5.1 Material and Method 

This work is part of a larger research project on AMoD and future mobility concepts 
(project APEROL). Within the project, an iterative human-centered design process [125] 
is applied. User research activities conducted within the projects – comprising, e.g., 
citizen dialogues (N = 76), large-scale online questionnaire studies (N I = 456, N II = 

148) and stakeholder interviews – are combined with literature research and (technical) 
requirements engineering activities to form the basis for the design of a fictitious AMoD 
service. Resulting artefacts like personas, user journeys, and test scenarios form the 
foundation for the development of various UI concepts (e.g., mobile apps and in-vehicle 
UIs) for interacting with a future AMoD service in a confidential and private manner. 

The work presented in this chapter concerns the design and comparison of a GUI-
based and a chatbot-based AMoD companion app. Although the two interaction 
concepts can be considered to be rather different, they both offer suitable approaches 
to interact with AMoD systems using mobile devices (Section 2.1.2). To ensure 
a fair comparison of the two higher-level concepts, equivalent and representative 
prototypes are designed and, in a frst step, evaluated in separate expert studies and 
then improved based on the fndings. In a second step, the iterated prototypes are 
compared in a simulator user study. 

5.1.1 Design Process and Prototypes 

Below, we provide details about the GUI and chatbot prototypes’ design process. Both 
prototypes’ design was optimized for an iPhone X, which was used as a test device in all 
three studies reported in this chapter. See Figure 5.1 for an overview of the design process 
and Figure 5.2 for screenshots of the final prototype versions used in the user study. 
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Figure 5.1 – S
elected phases of the design process: initial conceptual designs w
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GUI 

At frst, the GUI prototype was developed based on the mentioned preceding user 
research activities. After a frst ideation phase, we created conceptual wireframes 
for an app that supports future AMoD users along the whole user journey. We 
used the wireframes to collect initial feedback from designers, developers, and other 
stakeholders (public transport providers, logistics service providers, city councils, 
and urban planners) in concept workshops (Figure 5.1:i). Subsequently, the concept 
was iterated, and a high-fdelity prototype was created using Sketch v.67. 

The prototype featured a map-based main view to entering travel details and require-
ments (e.g., departure time, destination, number of travelers, shuttle class, temporal 
and local fexibility). The service was designed to offer users three options for rides 
based on their input. The options differed, e.g., in terms of departure and travel 
times, shuttle classes (e.g., standard shared or express), prices, and walking times. 
Furthermore, the app featured a ticket wallet and an in-build navigation functionality 
(e.g., to fnd the pick-up point or the fnal target destination). During the ride, the GUI 
was designed to provide real-time travel information (e.g., current location, estimated 
arrival time), access to support and emergency functions, and the option to abort the 
current ride at the next possibility. 

After optimizing the ‘classic’ GUI based on the fndings from the expert study (Figure 
5.1:iii, Section 5.2.1), it served as a foundation for the chatbot prototype. 

Chatbot 

For the design of the chatbot’s personality and conversation fow, existing guidelines 
and recommendations [103, 107, 232, 245] were considered. Besides that, an additional 
online-survey on CUIs for AMoD (N = 70) was conducted to gain insights about 
potential users’ preferences. 

Based on the survey results, the chatbot’s tone of voice (queried using the four primary 
tone of voice dimensions of Moran [172]) was defned to be rather respectful than irrev-
erent but balanced in terms of funny/serious, formal/casual, and enthusiastic/matter-
of-fact. Regarding the bot’s visual appearance, participants preferred the shuttle 
service provider’s logo over a human, robotic or abstract avatar. Most participants 
preferred the chatbot to take the service’s perspective when communicating (e.g., 
“your shuttle will be there in 5 minutes”) rather than the shuttle’s perspective (e.g., 
“I’ll be there in 5 minutes”). Despite using natural language to communicate with the 
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Figure 5.2 – Selected states of the fnal prototypes used in the simulator user study (translated from 
German to English; UI design and illustrations: ©Ergosign; maps: ©Mapbox, ©OpenStreetMap). 
Top: ‘classic’ GUI; bottom: chatbot (text-based CUI). 

chatbot, participants liked the bot to provide supporting graphics and quick action 
buttons as shortcuts. 

The resulting chatbot prototype ‘AVA’ (Autonomous Vehicle Assistant) was created 
with Botmock Conversation Designer. Like the GUI, the chatbot was also evaluated 
with a mixed-method expert study (Figure 5.1:iii) and optimized based on the results. 
In a second step, we called in an immersive video-based AV simulator (Figure 5.1:iv; 
[85]) to test and compare both concept prototypes holistically considering the com-
plete user journey – from planning and booking over experiencing the booked ride in 
the simulator to reaching the target destination and rating the service quality (Figure 
5.3). All studies were conducted in German. 
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5.1.2 Expert Studies 

Formative evaluations with HCI experts provided the basis for subsequent prototype 
iterations for each concept. The experts were recruited from internal design teams 
that were external to the project. I.e., participants did neither take part in creating the 
prototypes nor were familiar with the designs before participating in the study. 

Participants 

Six participants (5 female, 1 male, 0 diverse, 0 n/a) between 24 and 33 (M = 28, 
SD = 3.8) and an average working experience of fve years took part in the GUI expert 
evaluation. The Affnity for Technology Interaction (ATI) [94] indicated rather high 
technology affnity among the sample with M = 4.3 (SD = 0.5; 1 = min; 6 = max). 

In the chatbot’s expert evaluation, fve participants (3 female, 2 male, 0 diverse, 0 n/a) 
with an average age of 28 years (min : 24; max : 32) and an average working expe-
rience of about four years took part. Again, the ATI [94] indicated high technology 
affnity among the experts with M = 4.7(SD = 0.5; 0 = min; 6 = max). 

Procedure 

Each expert participated in a single-session with an experimenter and a note taker. 
The sessions were structured in four phases: (1) pre-session interview (demographics, 
experience), (2) scenario- and task-based usability test with thinking-aloud and live 
note-taking on a whiteboard, (3) User Experience Questionnaire (UEQ; 26 bipolar 
items; seven-point scale; scales: Attractiveness, Stimulation, Novelty, Perspicuity, 
Effciency, and Dependability) [150, 220], (4) semi-structured interview and discussion 
of notes (Figure 5.1: iii). 

Following a mixed-method approach [52], we collected both quantitative UX metrics 
using the UEQ and qualitative aspects by conducting a semi-structured interview 
and discussion at the end of the sessions to identify optimization potential. Based on 
the feedback and consecutive design iterations, we wanted to assure a certain quality 
level of the prototypes for their fair comparison in the subsequent user study. 
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5.1.3 User Study 

For the comparative evaluation of the two concepts, we considered context as a 
crucial component to achieve valid assessments. As stated above, there are several 
approaches to simulate the not yet available context of using AMoD services. Since we 
wanted to create a reproducible experience that lets participants encounter a complete 
user journey in an AMoD system, we decided to go for a lab-based simulation. We 
adapted and enhanced the video-based method described by Flohr et al. [85] to create 
a straightforward mock-up of a shared AV (Figure 5.1: iv; Figure 5.3). 

Experimental Design 

We presented a typical use case of future AMoD systems in the user study: booking 
and taking a single trip in a shared AV. Here, we put special attention to two potential 
scenarios. (1) Journeys with ‘happy paths’, i.e., journeys without exceptional or 
error conditions and no occurring changes of plans and – since increased fexibility 
would be a primary reason for users to switch to AMoD [192] – (2) journeys with 
user-initiated changes of plans (CoP; changing the destination and departure time of 
an already booked trip with a shared shuttle). 

Based on the insights gained from related work and our expert studies, we assumed 
that scenarios with ‘happy paths’ can be conducted without major effort or frustration 
using the GUI. However, we conjectured that in CoP scenarios, the strength of the 
chatbot’s dialog-based conversation style would come into play. Here, the bot could 
provide a dialog-based explanation for the possible restriction (in shared rides, desired 
changes can only be made with consideration for the other passengers) and guide the 
user to a solution. Based on these assumptions, we derived the following hypotheses 
regarding the user acceptance of the AMoD system: 

H1.1 Acceptance is higher when using the chatbot than when using the GUI in CoP 
scenarios. 

H1.2 Acceptance is higher when using the GUI than when using the chatbot in ‘happy 
path’ scenarios. 

As shown in other contexts [2, 42], UX is linked to user acceptance. That is why we 
assumed an effect analogously in UX metrics. We further assumed that different ratings 
in the test conditions should merely be based on task-oriented interaction quality [222] 
and, therefore, focused on pragmatic quality to derive the following hypotheses: 
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H2.1 Pragmatic quality of the chatbot is higher than that of the GUI in CoP scenarios. 

H2.2 Pragmatic quality of the GUI is higher than that of the chatbot in ‘happy path’ 
scenarios. 

To assess the hypotheses, the study used a counterbalanced mixed design with a 
between-subjects factor of the UI concept (GUI vs. chatbot) and a within-subjects 
factor of the scenario (‘happy path’ vs. CoP). 

Data Collection 

Quantitative and qualitative data was measured using a digital questionnaire after 
each ride. Acceptance was assessed using the questionnaire by Van der Laan et al. 
[256] (9 bipolar items with 5-stage scale; scales: Usefulness and Satisfying) as well as 
with the Intention to Use scale of Chen’s [41] adaption of the Technology Acceptance 
Model (TAM) to the AV domain (2 items; fve-point Likert-type scale). Pragmatic 
Quality was assessed by the respective subscales of the UEQ [150]: Perspicuity, 
Effciency, and Dependability. 

Another goal of the study was targeted at an exploratory evaluation. Since the UI 
would be the main touchpoint between the AMoD service and the users during 
the whole journey, we were curious how the UI concept might also affect hedonic 
aspects, users’ emotional constitution, and their trust in the system. Therefore, we 
also evaluated the UEQ [150] scales Stimulation, Novelty, and Attrativeness as well as 
users’ Trust and Emotion after each ride. The applied Trust scale (3 items; fve-point 
Likert-type scale; [171]) is also part of Chen’s [41] adaption of the TAM. Emotion 
was assessed by emotion curves drawn by participants on an adapted version of the 
template used by [135]. 

Furthermore, we intended to assess the chosen methodological approach and its 
suitability for evaluating AMoD systems. Therefore, we collected participants’ pres-
ence perception using the Igroup Presence Questionnaire (IPQ; 14 items; seven-point 
Likert-type scale; [224, 225]) and a single item (fve-point Likert-type scale; ‘I found the 
ride in the simulator realistic.’ [85]) as well as participant’s Wellbeing (single item with 
fve-point Likert-type scale; ‘I felt comfortable during the ride.’ [85]), and the occurence 
of Simulator Sickness (single item with fve-point Likert-type scale: ‘I felt nauseous 
during the ride in the simulator.’ [101]). A semi-structured interview on the AMoD 
service, the UI concepts, and the simulation closed the evaluation session. 
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Participants 

To achieve suffcient power ≥ .80 with an alpha error rate of α ≤ .05 for calculating 
inferential statistics (planned contrasts and ANOVAs with repeated measures and 
within-between interactions), a required sample size of 34 participants was deter-
mined a-priori using G*Power 3.1 for Mac. Considering practical impacts, medium 
effects according to Cohen [46] were assumed. 

In total, 35 participants took part in the study. However, one participant’s data had 
to be excluded from the analysis due to prototype and simulation errors during 
the session. This resulted in a sample of N = 34 participants (15 female, 18 male, 
0 diverse, 1 n/a) between the ages of 19 and 61 (M = 29.9, SD = 9.8). The ATI short 
scale (ATI-S) [268] indicated rather high technology affnity among the sample with 
M = 4.2 (SD = 1.3; 0 = min; 6 = max). All participants were recruited via online 
postings and received fnancial compensation (30 €). 

Procedure 

Prior to the study, participants were randomly (counterbalanced) assigned to one 
of the between-subjects groups leading to 17 participants testing the chatbot and 17 
participants testing the GUI. At the beginning of the study session, participants re-
ceived a detailed briefng on the study’s purpose and procedure and the potential side 
effects of simulator sickness. Afterwards, they signed an informative participation 
consent form and flled out a pre-questionnaire (demographics, ATI-S). Participants 
were encouraged to think aloud and ask questions whenever they wanted and – in 
case they felt at unease – to pause or quit the study at any time without consequences. 

For the task-based testing, participants experienced two AMoD journeys in the lab-
based setup. The order of the journeys was randomized (counterbalanced). For each 
of the journeys, they were provided with a contextual scenario. Their task was to 
travel with a friend to a public park (journey 1) and back home (journey 2) using 
the AMoD service. Therefore, they had to enter the respective target location and 
departure time and select one out of the three options provided by the app. 

After booking, participants used the app’s build-in navigation functionality, checked 
in at a paper-prototyped door UI using the received ticket QR code, and took the 
ride in the AV simulator. In the ‘happy path’ journey, participants did not receive 
explicit instructions on what to do during the ride. I.e., they were free to, e.g., monitor 
the information display or to just enjoy the (simulated) ride. In the CoP condition, 

126 



5.1 Material and Method 

Fi
gu

re
 5

.3
 –

 S
tu

dy
 p

ro
ce

du
re

 a
nd

 jo
ur

ne
y 

se
qu

en
ce

 il
lu

st
ra

tin
g 

ho
w

 p
ar

tic
ip

an
ts

 e
xp

er
ie

nc
ed

 th
e 

pr
ot

ot
yp

es
 in

 th
e 

im
m

er
si

ve
 v

id
eo

-b
as

ed
la

b 
se

tu
p.

 S
ce

na
rio

 o
rd

er
 (‘

H
ap

py
 P

at
h’

 a
nd

 th
en

 C
oP

 o
r v

ic
e 

ve
rs

a)
 h

as
 b

ee
n 

ra
nd

om
ly

 a
ss

ig
ne

d 
(c

ou
nt

er
ba

la
nc

ed
). 

127 



5 Graphical vs. Conversational Interfaces for On-Demand Rides 

two CoPs occurred. (1) A change of the departure time for an already booked ride 
implied canceling the initial booking prior to departure and booking a new ride. (2) 
A change of the target destination during the ride required participants to abort the 
ongoing ride and book a connecting ride to the new destination (a restaurant). When 
they reached the target destination (‘happy path’; after a 14 min ride) respectively the 
special stop (CoP; after a 7 min ride), participants checked-out and rated the service 
using the app (Figure 5.3). 

After each ride, participants assessed acceptance, UX, and trust using a digital ques-
tionnaire and reported their emotional changes during the journey by drawing an 
emotion curve. At the end of the session, participants evaluated presence percep-
tion, wellbeing, and simulator sickness with the digital questionnaire and took part 
in a semi-structured interview. Each session took about 75 to 90 minutes and was 
conducted by one experimenter and one note-taker. 

Apparatus 

For a context-based evaluation of the concepts, we adapted the immersive video-based 
driving simulator proposed in Chapter 3. In contrast to the setup of Chapter 3, large 
TV screens with 4K resolution instead of projectors formed the simulator’s basis. The 
video footage was recorded with three action cameras (left, center, right) while driving 
through an urban environment and supplemented with audio footage (e.g., opening/-
closing doors, signal sounds, voice prompts). To enhance the simulation’s immersion, 
the screens were configured to form a closed space embracing an elevated platform 
with a seating group (Figure 5.1: iv; Figure 5.3). A 26-inch in-vehicle information dis-
play – illustrating a timetable, upcoming stops, and a map-view with the AV’s current 
position and planned route – complemented the setup and the UI concepts. 

5.2 Results 

Created prototypes were evaluated in mixed-method expert studies (nGUI = 6; 
nChatbot = 5) and improved based on the fndings (i.e., discovered usability problems 
were solved and the experts’ suggestions for improvement were implemented). In a 
second step, the iterated prototypes were compared in a between-subjects simulator 
study (N = 34). 
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5.2.1 Expert Studies 

Both the GUI and the chatbot prototypes scored above average to excellent ratings in the 
UEQ subscales [150, 220] (scales range from -3 to 3). Qualitative findings revealed minor 
and cosmetic usability problems. 

GUI 

According to the UEQ Benchmark [222], the GUI received excellent ratings in terms 
of Attractiveness (M(SD) = 2.1 (0.7)), Efficiency (M(SD) = 2.0(0.7)), and Depend-
ability (M(SD) = 1.8(0.4)) as well as good ratings for Perspicuity (M(SD) = 1.9(0.3)), 
Stimulation (M(SD) = 1.5(0.7)), and Novelty(M(SD) = 1.4(1.1)) by the six experts. 

The use of commonly established visual and conceptual patterns (e.g., form and nav-
igation design, or auto-suggestions while entering start and target locations) was 
commended by three experts. Several non-standard functions (e.g., reservation time, 
trip abort) were, however, described by five experts to be ambiguous since the GUI 
lacked explanations. 

One participant questioned whether specific functions (e.g., search for new rides) need 
to be always visible (e.g., during the ride) and recommended an adaptive behavior with 
respect to the context of use. Four experts considered the quick access to emergency 
functionalities during the ride to be useful, as it, e.g., supports a feeling of safety. 

The map-based functionalities (e.g., navigation, context-based information) were posi-
tively mentioned by five experts. P1 and P4 especially considered the visualization of 
various ride options on the map to be helpful for understanding the differences between 
the offers. However, some experts (P2, P3) found the search results to be crowded and 
preferred fewer details. P3 would have liked to have all detailed information accessible 
on-demand, e.g., by expanding the journey overview. 

While walking to the pick-up point, i.e., shortly before the departure time of the AV, 
P5 and P6 would want the UI to communicate how long the AV would wait for the 
passenger at the pick-up. P3 wanted the GUI to remember changes in filter settings for 
the next booking. In change of plans situations, P2 and P5 wanted the UI to be capable 
of making adjustments to already booked trips. However, in shared rides, this is 
conceptually restricted, as changes would also affect other passengers. When aborting a 
current trip, P2 would have expected that map-based functionalities are still accessible 
and that information on onward travel options is provided in order to proactively 
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support the user. Overall, the GUI’s visual design was described as appealing by five 
of the six experts. Further optimization potential was found regarding the design of 
single components and details (e.g., icon metaphors, button design). 

Chatbot 

The chatbot received excellent ratings for Stimulation (M(SD) = 1.8(0.9)), and Novelty 
(M(SD) = 1.7(0.9)) as well as above average ratings for Attractiveness (M(SD) = 

1.6(0.9)), Perspicuity (M(SD) = 1.7(0.8)), and Efficiency (M(SD) = 1.4(1.0)), but a 
below average rating for Dependability (M(SD) = 1.1(1.1)) [222]. The latter indicates 
lack of predictability and feeling of control. 

All five experts generally liked the conversational approach for interacting with the 
autonomous system. Three saw major advantages in the assistive and guiding nature of 
the chatbots’ conversation flow and the high efficiency when users become experienced 
with the interaction. P2 especially appreciated the option to set all parameters at a time 
with a single message. However, this advantage was assessed to be less pronounced 
when users are not familiar with the chatbot. To counteract this issue, the experts 
suggested to optimize the on-boarding process. 

All experts considered the chatbot’s tone of voice to be appropriate to the bot’s ca-
pabilities and role. P3 and P5 explicitly liked the neutral and friendly conversation 
style. However, two experts suggested to make the language even more human and to 
improve system feedback by using more relational messages. 

P2, P3, and P4 recommended to combine chatbots with classic GUIs, i.e., to create a 
‘hybrid’ UI with aspects of both. This idea was indirectly also emphasized by other 
experts since all participants would have wanted to always have access to common 
functions like, e.g., the map or tickets. P2, P4, and P5 would have wanted to directly 
manipulate set parameters in the messages sent by the bot as it is possible in classic GUIs. 
P1, P2, and P3 argued that the visual design of quick actions and buttons was not salient 
enough. Further optimization potential also concerned ambiguous or unclear wordings. 

5.2.2 User Study 

Descriptive and inferential statistics were calculated using JASP 0.12 [127], jamovi 
1.2 [249], and R Studio 1.2 (R 4.0) [207]. Planned contrasts were performed to answer 
the hypotheses in terms of a potential underlying interaction effect. Repeated mea-
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surement ANOVAs were calculated to explore signifcant differences related to the 
used UI concept. Qualitative data from the interviews, session notes, and anecdotal 
evidence was digitally collected, structured, and analyzed. 

Acceptance 

Usefulness, Satisfying, Intention to Use, and Trust scales score high ratings in all con-
ditions (Figure 5.4). While planned contrasts did not reveal the expected interaction 
effect in terms of Usefulness (t(32) = −0.08, p = .398; d = −0.42) and Satisfaction 
(t(32) = −0.17, p = .863; d = 0.08), a signifcant large interaction effect for Intention 
to Use (t(32) = 2.99, p = .005; d = 1.45) was revealed. In other words, participants 
reported a higher intent to use the GUI in ‘happy path’ scenarios, but preferred the 
chatbot in scenarios with CoPs. 

However, in general, the service was rated signifcantly more satisfying when using 
the GUI than when using the chatbot (F (1, 32) = 5.25, p = .029; η2

G = 0.11). In terms 
of Usefulness and Intention to Use no such effect was found. The AMoD service also 
received high ratings for both UI concepts in terms of Trust without a meaningful 
difference between the scenario conditions (F (1, 32) = 1.90, p = .178; η2

G = 0.053). 

UX 

Regarding the pragmatic quality, both concepts received high ratings in terms of 
Perspicuity, Effciency, and Dependability (Figure 5.4). Planned contrasts did not 
reveal signifcant interaction effects – neither for Perspicuity (t(32) = −0.04, p = 

.966; d = −0.02), Effciency (t(32) = −1.23, p = .227; d = −0.60), nor for Dependabil-
ity (t(32) = 0.26, p = .796; d = 0.13). While no meaningful differences in terms of 
the UI concept could have been found in the pragmatic quality scales, an ANOVA 
revealed signifcantly higher ratings for the GUI than for the chatbot and a medium ef-
fect in terms of Attractiveness (M(SD) : GUIHappyPath = 2.0(0.6), ChatbotHappyPath = 

1.4(0.9), GUICoP = 1.8(0.6), ChatbotCoP = 1.3(0.8); F (1, 32) = 5.56, p = .025; η2
G = 

0.13). In other words, participants rated the overall impression of the service better 
when a GUI was used. Regarding the hedonic qualities Stimulation and Novelty no 
signifcant differences were found (M(SD) for Stimulation: GUIHappyPath = 1.0(0.9), 
ChatbotHappyPath = 0.9(0.7), GUICoP = 1.5(0.7), ChatbotCoP = 1.1(0.6); M(SD) for 
Novelty: GUIHappyPath = 1.1(1.0), ChatbotHappyPath = 0.7(0.9), GUICoP = 1.1(0.8), 
ChatbotCoP = 1.0(0.5)). 
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Figure 5.5 – Stacked emotion curves (opacity: 0.1) drawn by the participants after each journey, 
normalized at ‘before use’. Top to bottom: chatbot ‘happy path’ (n = 17), chatbot CoP (n = 17), 
GUI ‘happy path’ (n = 17), GUI CoP (n = 17). 
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Emotion 

Emotional curves indicate quite positive feelings throughout the journey and across 
conditions. For a comparative evaluation, the curves were digitized, normalized to 
‘before use’, and stacked (opacity: 0.1) for each condition (Figure 5.5). The stacked curves 
reveal an overall positive emotion trajectory throughout the ‘happy path’ journey with 
the GUI. In the ‘happy path’ with the chatbot, they show larger fluctuations and some 
negative peaks during the ride and in the booking phase. During the booking phase 
and before the ride, almost all curves appear to follow a positive trend. For both the 
GUI and the chatbot, the trend seems to be slightly more positive in the CoP than in 
the ‘happy path’ conditions. I.e., changing the departure time seems to be a positive 
experience with both concepts. During the ride, participants indicate adverse effects in 
terms of their emotional constitution in all conditions except for the GUI’s ‘happy path’. 

Presence, Wellbeing, and Simulator Sickness 

IPQ scales scored medium to high ratings (Figure 5.6). While Involvement and 
Experienced Realism fell rather short with medium ratings, Spatial Presence and the 
General scale achieved above middle ratings (Figure 5.6). Four participants explicitly 
described the simulated ride as “realistic”. P4, P17, and P28 commend the driving 
style of the simulated AV (e.g., “I feel relaxed”, “I feel safe”). P2, P4, and P16 found 
it unrealistic that there was always a free parking slot available. Thirty of the 34 
participants left the AV (i.e., the simulator) on their own when the simulation reached 
the target destination, while four remained seated. Similar to the IPQ’s general scale, 
the single item “I found the ride in the simulator realistic.” (Figure 5.6) achieved a high 
rating with a median of 4. Participants’ did not seem to encounter adverse effects 
during the simulation, which is illustrated by a positive assessment of Wellbeing 
(median = 4) and low occurrence of Simulator Sickness (median = 1; see Figure 5.6). 

Qualitative Findings: UI Design 

Six GUI participants wanted to have a “direct” option to make adjustments to booked 
trips, e.g., change departure time without cancellation. P32 wanted the GUI to be more 
supportive (“take me by the hand”) in CoP situations. Two participants preferred to 
have an option for speech-based in- and output. In general, some participants applied 
a ‘trial and error” strategy on the GUI prototype, i.e., when they did not know what 
to do, they just tapped randomly. 
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5.2 Results 

Figure 5.6 – Top: boxplots of the four IPQ scales Realism, Involvement, Spatial Presence and 
General (0 = min, 6 = max); bottom: boxplots of the assessed single items Presence, Wellbeing, 
and Simulator Sickness (1 = min, 5 = max); N = 34. 

While all participants testing the GUI considered the type of the communication to be 
appropriate, three participants testing the chatbot either generally did not like bots (P4, 
P24) or found it inconvenient to articulate their needs using written text (P10). Several 
users (P12, P13, P23) feared that the chatbot would not understand them correctly if they 
would not use specific keywords. In contrast, P9 commended that the chatbot under-
stands whatever they said. The qualitative assessment of the chatbot’s tone of language 
confirmed the intended balance in terms of enthusiastic/matter-of-fact, formal/casual 
and funny/serious, as well as a rather respectful than irreverent way (see [172]). 

Besides that, some participants would have wanted the chatbot to call them by their 
name (P10) and to make smalltalk (P12, P24). Five participants wanted the messages 
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of the chatbot to be shorter – especially when they would use it more often. P11, P24, 
and P32 commended the chatbot’s supporting nature, e.g., departure reminder. Five 
participants suggested to add direct touch interactions to the chatbot, e.g., to change 
values by clicking on chatbot messages. Further suggestions concerned speech output 
(P12), an always available “context view” (P7), and a app menu as used in classic 
GUIs (P4). Similar to the latter, P11 preferred a combination of both GUI and chatbot. 

Qualitative Findings: AMoD Service Design and Simulation 

Two participants (P25, P32) suggested to introduce gamifcation elements, e.g., a 
calculation of saved CO2 using a shared AV compared to taking the own car. During 
the ride in the simulator 15 participants (7 using the GUI, 8 using the chatbot) stated 
that they did not have suffcient information. Seven of them (4 using GUI, 3 using 
chatbot) referred to a specifc CoP situation where the in-vehicle display did not 
provide required information. This illustrates the crucial connection of various service 
touchpoints (e.g., mobile app, in-vehicle display) and the context. 

Two participants (P13, P30) noted that they were bored during the simulated ride in 
the AV. P2 would have wanted to use his smartphones as they would typically do 
while riding in public transport or taxis. Several participants wondered how the AV 
would behave if, e.g., a passenger would not leave at the designated destination (P7, 
P17, P20), a passenger without a valid ticket entered the AV (P28), or an emergency 
occurred (P6, P28). P6 found it “embarrassing” if all other passengers in a shared AV 
would know who requested an extra stop. 

5.3 Discussion 

The conducted expert and user studies reveal the advantages and disadvantages 
of both chatbots and ‘classic’ GUIs – in general, and specifcally for certain AMoD 
scenarios. Table 5.1 situates and contrasts these among the fndings from previous 
work. In the following sections, we discuss how they relate to our research question 
regarding the UI concept’s effect on acceptance and UX in ‘happy path’ and CoP 
scenarios. We also discuss the applied context-based prototyping approach [85], 
limitations, and future work. 
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5.3 Discussion 

Table 5.1 – Summary of general advantages (+) and disadvantages (–) of ‘classic’ GUIs and chatbots 
based on the fndings of related work and our expert (E) and user (U) studies. 

‘Classic’ GUIs Chatbots 

+ High discoverability through visual clues 
[170], (U) 

Support users’ mental model 
[170, 244], (E) 

Easy understanding of system scope 
[170, 244], (U) 

Suitable for displaying loads of information 
[37, 244] 

Direct manipulation of elements 
(E), (S) 

Effcient shortcuts and established concepts 
[245], (E), (U) 

Potentially (more) attractive visual appearance 
(E) 

Intuitive input via natural language 
[164], (E), (U) 

Expression of needs with own words 
[244, 245], (E), (U) 

Efficient for experienced users 
[244], (E) 

Adaptability and personalization 
[91, 279], (E) 

Ease of use [255], 
assistance and guidance (E), (U) 

Direct clarifcation of ambiguities 
[244] 

Simplifable information search process 
[255] 

– Users need to understand the design 
[244, 245], (E), (U) 

Interpretation problems and misunder-
standings [91], (U) 

Ambiguities of non-standard functions 
(E), (U) 

Mentally demanding articulation of needs 
[170, 244], (U) 

Restrictive in terms of alternative usage ways 
(U) 

Step-wise learning of system capabilities 
[244], (E) 

Potential information overload and distraction 
(E) 

User requests can exceed system scope 
[245], (U) 

5.3.1 GUI vs. Chatbot for AMoD Systems 

Generally, both ‘classic’ GUIs and chatbots hold several advantages and disadvan-
tages. As illustrated in Table 5.1, our results confrm related works’ fndings on GUIs 
and chatbots and complement the existing literature body with some new insights 
and a comparative case study on the two concepts for the AMoD domain. Across 
our studies, both the ‘classic’ GUI and the chatbot received high acceptance and UX 
ratings. Thus, the results confrm that both concepts can be regarded as valid and 
suitable options to consider when designing mobile applications for AMoD systems. 
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In the user study, the GUI was reported to be signifcantly more satisfying and attrac-
tive than the chatbot in general (both with medium-sized effects [46]). Descriptive 
plots of other acceptance and UX scales (Figure 5.4) support this tendency but do 
not reveal meaningful differences. The very positive assessment of the GUI’s visual 
design in the expert and the user study might, however, be co-responsible for its 
higher Attractiveness ratings. While the chatbot prototype still achieved a relatively 
high assessment, it probably fell shorter in terms of visual appearance compared to 
the GUI because of restricted design possibilities. The general pros and cons of the 
concepts (Table 5.1) hold further possible explanations for the effects. 

Planned contrasts revealed a signifcantly higher Intention to Use the GUI in ‘happy 
path’ scenarios but the chatbot in CoP scenarios. This is partly supported by the 
GUI’s emotion curves (Figure 5.5). They revealed positive experiences throughout the 
‘happy path’ scenarios with the GUI but relatively large derivations in CoP scenarios. 
However, the chatbot’s emotion curves (Figure 5.5) and other acceptance scales 
(Usefulness, Satisfying, Trust; Figure 5.4) do not back this observation. Consequently, 
we have to reject the acceptance-related hypotheses H1.1 and H1.2. Similarly, we 
have to reject H2.1 and H2.2 as none of the UEQ’s pragmatic quality scales returned 
the expected interaction pattern. 

In both chatbot studies, participants preferred to directly manipulate parameters (e.g., 
date, time, destination) displayed by the bot. While this can be regarded as a clear 
beneft of GUIs in general (Table 5.1), it should be considered whether it might also be 
a usable option to implement direct manipulability in chatbots – e.g., form elements, 
date pickers, app menus. Alternatively, since several non-standard functions and 
information in the GUI have not been ‘instantly’ understood in both the expert study 
and the simulator user study, we recommend supplementing the ‘classic’ GUI with 
conversational elements. The assistive nature of chatbots (and CUIs in general), their 
linear conversation fow, and the on-demand provision of adequate explanations 
seem to be an excellent addendum to overcome the associated challenges of new and 
non-standard functions for future AMoD systems. 
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5.3 Discussion 

5.3.2 Context-based Prototyping with Immersive Video 

As AMoD is still a theoretical matter [193], we considered simulating holistic user 
journeys as a crucial component for successful evaluation and, thus, for developing 
adequate human-AV interactions that can counteract acceptance hurdles. 

The video-based approach adapted from [85] generally provided a straightforward 
and controllable environment that made it possible to immerse participants in the 
context in order to let them experience a complete AMoD journey. Assessment of the 
IPQ scales Realism, Involvement, Spatial Presence, and its General scale supports this 
with medium to high scores, along with qualitative fndings. Although our TV-based 
setup differed from the projection-based setup of [85], the results are quite comparable. 
This indicates a successful replication of the approach. The very positive assessment of 
the single items on presence and wellbeing as well as the low occurrence of simulator 
sickness symptoms further supports the general suitability of the method. 

Since people seemed to become bored doing nothing during the (simulated) ride – 
which might have affected participant’s assessment, e.g., in terms of emotion curves – 
it might be benefcial for further empirical studies to introduce secondary tasks (e.g., 
attention tests, monitoring of changes in the UI, or simply reading a book). 

5.3.3 Limitations 

Some limitations of this work should be noted. In general, this work focuses on 
mobile applications for AMoD. Consequently, the generalisability of the reported 
studies and the comparative evaluation of GUIs and chatbots is limited. 

Created prototypes were optimized for following a pre-defned scenario. However, 
both prototypes featured alternative interaction paths to some extend. E.g., in the CoP 
scenario ‘change of destination’, the chatbot offered a step-by-step approach similar 
to the GUI but was also able to provide a context-based shortcut if the participant 
directly requested to change the destination via text. While such alternative usage 
ways incorporated the concepts’ benefts into the study, they might also affect the 
study’s reliability. 

The GUI was created using Sketch’s prototyping features which highlighted interac-
tive elements on tap. As a result, participants applying a ‘trial and error’ procedure 
received hints from the prototype on how to proceed. The chatbot prototype made 
use of the language understanding capabilities provided by Botmock. Though we 
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added an extensive collection of likely intents and formulations, not all possible for-
mulations were anticipated. Thus, some participants encountered ‘dead ends’ during 
the study and had to try different formulations. In some cases, this resulted in a trial 
and error behavior as well. Consequently, both prototypes’ levels of fdelity might 
have impacted the results. 

Participants in all three studies reported a rather high affinity for technology interaction. 
While this is considered to be a common phenomenon in HCI studies [94], it might 
impair external validity. Furthermore, having a look at the very positive evaluation of 
both prototypes and scale constitutions, ceiling effects cannot be excluded. 

The user study was conducted in the late summer of 2020, i.e., during the COVID-19 
pandemic. Following regulations and recommendations of local and national authorities, 
we applied several precautions, such as distancing and hygiene measures. While we 
consider the effects on the study’s actual conduct to be minor, the situation might have 
affected the sample composition, as, e.g., only people with low fear of the situation 
might have signed up for the study. 

5.3.4 Future Work 

Similar to the recommendation of [92] to integrate relational and productivity-oriented 
interaction for conversational design, future work should consider transferring this 
approach in terms of combining GUI-based with CUI-based concepts to create fexible 
and accessible interactions. Such could be text-based but, considering accessibility 
requirements, also speech- or gesture-based. Like ‘hybrid’ UIs in today’s cars, the 
approach could combine the benefts of both worlds. 

Future work should investigate appropriate use cases and create design guidelines 
for such ‘hybrid’ AMoD UIs. In doing so, different in- and output modalities should 
be considered – also making use of further technological advances like text-to-speech 
conversion and vice versa. In terms of the system’s accessibility, this could be used to 
integrate specific demographic groups’ needs – e.g., blind people or older adults might 
feel more confident talking to an AMoD system instead of chatting or tapping. 

Furthermore, as some participants suggested, integrating gamifcation elements (e.g., 
calculating saved CO2) might hold attractive potentials for future designs to increase 
the system’s acceptance and hedonic quality. 
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5.4 Conclusion 

Both GUIs and chatbots come with their specific pros and cons. Based on our findings, 
we derive three design recommendations for human-AMoD interaction. (1) Use ‘classic’ 
GUIs as a basis for mobile interaction. In direct comparison, the GUI was reported to be 
generally more attractive and satisfying. GUIs also seem to be superior in standard use 
cases with ‘happy path’ scenarios. However, the conversation with a chatbot-based agent 
can increase users’ intention to use the system and support users in demanding scenarios. 
Therefore, we recommend to (2) integrate (text-based) conversational elements in GUI-
based mobile applications where appropriate to enhance user control and facilitate error 
recovery. We further recommend to (3) use context-based prototyping [118, 85] from early 
development phases on to consider environmental factors and the interdependence of 
various touchpoints (e.g., mobile apps and in-vehicle displays). Video-based simulation 
[85] provides a suitable and straightforward basis to consider all stages of the AMoD user 
journey holistically. Future work should investigate applying these recommendations to 
other usage scenarios and the creation of design guidelines for accessible AMoD systems. 

5.5 Chapter Summary 

As a foundation for deriving empirically grounded design guidelines for human-
AMoD interaction, this chapter investigated two approaches for mobile interaction 
with AMoD systems: chatbots and ‘classic’ graphical UIs (GUIs). We evaluated proto-
types of both in expert studies (nGUI = 6; nChatbot = 5) and a between-subjects simula-
tor user study (N = 34). For the latter, we adapted the immersive video-based simula-
tion approach presented in Chapter 3. In contrast to the initial setup, we replaced the 
video projectors with TVs. Furthermore, we enhanced participants’ spatial immersion 
with wooden pallets to create an elevated platform which was embraced by the screen 
confguration and an additional whiteboard that closed the space from the back. In 
the user study, we used the setup to let participants experience a complete AMoD 
user journey in a controllable lab-based setup encompassing interactions before, dur-
ing, and after the ride. The adapted setup received similar assessments regarding 
participants’ presence perception, which supports the suitability of the cost-effective 
method and hints at a successful replication of the approach proposed in Chapter 3. 
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The compared concepts for mobile interaction with AMoD systems received both 
good ratings in terms of acceptance and UX. The ’classic’ GUI concept results in 
signifcantly higher attractiveness and user satisfaction ratings than the chatbot. 
A signifcant interaction effect revealed a higher intention to use the chatbot in 
scenarios involving a change of plans, while the GUI was preferred in ‘happy path’ 
scenarios. These quantitative fndings were supported by our qualitative interview 
data and the emotion curves drawn by the participants after each ride. Based on our 
fndings and a comprehensive review of related work, we provided a summary of 
the advantages and disadvantages of both concepts and accordingly derived design 
recommendations. We concluded with recommendations to consider GUIs as a basis 
for mobile interaction with AMoD systems, but to supplement these with (text-based) 
conversational components to enhance user assistance, notably to support unfamiliar 
functions and scenarios such as occurring change of plans. 

Regarding our general research questions, this work contributes to RQ1 by investigat-
ing and comparing two concepts for mobile interaction with AMoD systems, namely 
’classic’ GUIs and chatbots. Through the empirical investigation of Q5.1, we derived 
a comprehensive overview of the advantages and disadvantages of the two concepts 
and design recommendations for AMoD HMIs. Both researchers and practitioners can 
build on the fndings to design suitable HMIs that counteract acceptance challenges. 
Furthermore, contributing to RQ2, we demonstrated how the video-based simulator 
approach proposed in Chapter 3 can smoothly adapt to different hardware setups. 
Furthermore, we showed how such a lab-based setup could be used to simulating a 
complete AMoD user journey in a controllable environment encompassing activities 
before, during, and after the ride with a (shared) AV. 
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6 
Passengers’ Information Needs 
in Shared Day and Night Rides 

In shared AMoD systems, passengers will share rides with strangers during both 
day and night times. Since there is no human authority (e.g., a bus driver) present 
anymore in AVs, users’ acceptance is likely to be infuenced by the presence of co-
passengers [212, 227]. Information about fellow travelers prior to and during the ride 
seems to have the potential to affect user acceptance positively [139]. The question 
arises whether the fndings of König et al. [139] are further infuenced by gender and 
time of the day as, e.g., [227] found that especially women are feeling anxious to share 
rides at night times. 

We agree with Schuß et al. that "research is needed on how to enhance women’s 
security while not leaving other groups of people out" [228, p. 12]. Research in 
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public transportation shows that feelings of anxiety and unease when traveling with 
strangers greatly infuence perceived security [57]. Building upon related work, we 
hypothesize that knowledge about co-passengers might positively affect perceived 
security, acceptance, trust, and overall UX. Consequently, this chapter investigates the 
following question and, thereby, contributes to our general research question RQ1. 

Q6.1 How are shared autonomous mobility-on-demand (SAMoD) passengers’ per-
ceptions of security and corresponding UX, trust, acceptance, and emotions in-
fuenced by the time of day of a ride and their knowledge about co-passengers? 

Most related work on SAMoD used (online) surveys to examine user acceptance of 
(shared) AVs. As such, participants lack context, i.e., experience using SAMoD systems. 
Therefore, we investigate our research question in a user study using a controlled 
simulated environment, enabling this very experience. On this basis, our empirically 
grounded findings confirm but also challenge previous works on shared AVs and shed 
new light on the effects of time of day and the interrelation of (co-)passengers. 

6.1 Material and Method 

To investigate our research question, we created a UI prototype representing a SAMoD 
in-vehicle passenger information display. Variants of the UI were evaluated in an 
exploratory within-subjects user study with a diverse sample of participants (N = 24; 
gender-balanced, wide range of ages) using a video-based automated vehicle simu-
lator [85]. With our study, we aim to have a closer look into the information needs of 
passengers and counteract the limitations of an online survey by simulating rides in 
an SAV during different times of the day. At the same time, we do not necessarily say 
this would be the best solution. Quite the contrary, we acknowledge that 1) serious pri-
vacy side effects could arise, and 2) stereotypes could be further manifested. Still, we 
wanted to let participants experience receiving this information about their fellow trav-
elers and discuss with them how it would infuence their perceived security. Our mo-
tivation was to evaluate whether such a controversial concept would convey security 
after all and, if so, under what circumstances people would need and want to use it. 

We identifed leisure trips as a typical case for the use of SAMoD during both day 
and night times (more details in section 6.1.3). In each simulated ride, an in-vehicle 
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Figure 6.1 – Study participants experienced two day and two night rides in the immersive video-
based automated vehicle simulator. 

UI prototype (section 6.1.2) provided participants with information about the ride 
and fellow passengers. In the respective UIs, we varied the type and amount of 
information participants received when co-passengers boarded and left the vehicle. 
Information was either provided with personal data on co-passengers (name, age, 
target destination, profle picture), or without. We used a within-subjects design, and 
each participant experienced four rides: two night and two day trips, one with and 
one without personal information about co-passengers. The order in which each 
participant experienced the variants was randomized and counter-balanced. 

Since we wanted to investigate shared rides, we identifed two options to include the 
"sharing" aspect in the study: 1) simulating passengers boarding/leaving the vehicle 
with sounds and visual information displayed on the UI, and 2) using real persons (’ac-
tors’) that complement the setup. Regarding the latter, Flohr et al. [85] investigated the 
effect of supplementing SAV simulator studies with actors mimicking co-passengers. 
While they found some support for the approach, it does not seem to increase partici-
pants’ immersion in the simulation. Instead, it seems to increase the occurrence of mo-
tion sickness symptoms in simulator studies [85]. Therefore, considering the potential 
adverse effect on participants’ wellbeing during the simulator study and the prob-
lematic pandemic situation at the time of the study conduct, we decided to simulate 
co-passengers getting on and off the SAV only virtually. While this supports, on the 
one hand, our intended focus on the information display, this can, on the other hand, 
also be considered a limitation of the study, which we further discuss in section 6.3.4. 

The study was conducted in accordance with the ethical guidelines stated in the 
Declaration of Helsinki [275]. Participants took part voluntarily, were obliged to 
provide their written informed consent, and had the opportunity to abort the study 
at any time without stating reasons. 
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6.1.1 Setup 

Since contextual factors play a crucial role in passengers’ travel experiences and 
information needs, we intended to establish a realistic but still controllable test 
environment for the user study. Therefore, we adapted the immersive video-based 
simulation setup used by Flohr et al. [85, 86] (Chapters 3 and 5) and combined it 
with a tent-based vehicle mock-up (e.g., used by Schuß et al. [228]) to provide even 
more realism. The resulting setup (Figure 6.1, 6.3) consisted of three LCD screens that 
played back videos representing a passengers’ view out of the front, left, and right 
windows of a shared AV. 

Similar to [85], we used audio and video footage of day and night rides through 
an urban environment to create simulations for two night and two day rides. The 
footage was captured using three action cameras mounted in the center of a BMW i3’s 
windshield, as well as on the front side windows. In addition, we enhanced audio 
footage with additional sounds (e.g., opening and closing noises of sliding doors). 
Along with a 2x2 seating group, the footage was played back on three NEC Full HD 
55.1-inch TV screens situated in a tent-based vehicle mock-up. The tent separated the 
simulation from the surrounding lab environment to support participants’ immersion 
by entering a closed space when boarding the simulated SAV (Figure 6.3). The 
UI prototype of the passenger information display was displayed visually on an 
additional 24.1-inch screen (Figure 6.1). Audio sounds and voice prompts were 
provided by a Logitech 2.1 sound system. 

6.1.2 Design Process and Prototypes 

The tested UI prototypes were designed iteratively following findings from related 
user studies and a comprehensive literature review. We used video-based prototyping 
to create high-fidelity visual and auditory UI representations that matched the video-
based simulation. The visual information display featured a split-view of 1) a schedule 
showing upcoming stops, estimated arrival times, and information on co-passengers 
getting on/off the vehicle, and 2) a map illustrating the current location of the AV and 
the planned route (Figure 6.2), which follows proposals of previous work (e.g., [213, 85]). 
We created two general prototype variants to investigate the research question (Figure 
6.2). While the first variant ("without") does not show personal information about 
co-passengers, the second variant ("with") features such information by displaying 
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Figure 6.2 – Apart from time of day ("day" and "night"), study conditions varied in the amount of 
provided information on co-passengers: 1) without information, 2) with information. In the two rides 
with information, co-passengers’ age varied between "young" and "older". 

name, age, target destination, and profile picture of co-passengers. For each test 
ride, participants experienced either a prototype with or without information on co-
passengers, i.e., the variant stayed consistent within the rides. 

Previous research suggests that combining these data reduces overall compensation 
demands for sharing a ride with a stranger [139]. We did not include a rating of fellow 
passengers, as rating systems hold discriminating characteristics [21, 228]. We used 
AI-generated pictures with neutral facial expressions [97] as photos of the entering 
fellow passengers. We included fellow passengers’ age as we hypothesized that this 
information might infuence participants’ perceptions. Thereby, we defned two age 
groups: young (between 20 and 30) and older (between 50 and 60). Age of fellow 
passengers was balanced so that each participant experienced one ride with a younger 
man/woman and an older man/woman as we expected that age could have an effect 
on passengers’ perceived security. 

The provided contextual information (map, street names, etc.) matched the real-
world environment where the simulation footage was recorded and animated (using 
Adobe After Effects CC 2021) according to the simulated vehicle’s movements (e.g., 
the position of the AV in the map). For permutation purposes, we created eight 
video prototypes of the UI to have one variant without and one with information 
on co-passengers for all four simulated rides. Signal sounds and voice prompts 
complemented the visual UI (e.g., without: "Next stop: [stop name]. One passenger 
gets on. One passenger gets off."; with: "Next stop: [stop name]. [Name of passenger] gets 
on. [Name of passenger] gets off."). Voice prompts were created using text-to-speech 
conversion by Microsoft Azure. 
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6.1.3 Scenarios 

We intentionally included participants covering a wide age range in the study, with 
young people not working yet, and older adults who do not work anymore. To 
provide for a broad spectrum of participants’ real lives, we chose leisure trips as 
scenarios for the four rides in the study. Since people are reported to be more likely 
to reject sharing rides with unknown fellow passengers for leisure trips compared 
to commute trips [151], we wanted to explore whether information about other 
passengers would mitigate this observation. All participants engaged in four trips: 
two during the day and two at night. We used storytelling to create authentic scenarios 
for each trip to enhance immersion. The day trips went from a bakery to a park to 
meet friends and back. The night trips started nearby the passenger’s home and had 
a restaurant as a destination where some friends were supposed to meet and were 
also round trips. To become even better acquainted with the scenario, participants 
received a paper ticket before each ride with their name, destination, departure and 
arrival time. After reading the scenario to them and handing over the ticket, our 
participants entered the shuttle bus, chose one of the seats in the front row, and one 
of the investigators started the video simulation. During each trip, one man and one 
woman as a co-passenger entered the vehicle virtually (i.e., this was only stated by 
the information displayed in the UI prototype). We did not randomize the order, 
i.e., it was always the woman entering frst to avoid losing statistical power due to 
too many conditions. However, participants always rode with only one person at 
a time since we hypothesized that it would affect participants’ perceived security 
whether they would be sharing rides with a single man/woman or multiple persons 
simultaneously. The frst (virtual) co-passenger entered at the frst stop and got off at 
the second stop, where the second co-passenger entered the vehicle. At the third stop, 
participants’ reached their target destination. 

6.1.4 Procedure and Measurements 

We used a mixed-method approach [52] and triangulated quantitative data collected 
during and between rides with observations and qualitative interview data. Each 
study session can be divided into three parts: briefng and pre-questionnaire, test 
rides and measures, and post-session interview. 
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Briefng and Pre-Questionnaire 

After receiving a briefng comprising general information about the study goal and 
the procedure, participants signed a declaration of consent. Then, they flled out a 
demographic pre-questionnaire. We also included the short version of the Big Five 
inventory [199] to get insights into a participant’s personality. Prior research showed 
that psychological factors and attitudes most likely infuence people’s adoption of AVs 
[276, 106]. As the level of a person’s anxiety infuences the perceived security [147], we 
also included the state-trait anxiety inventory (STAI) [237] in our pre-questionnaire. 
Since current research is not conclusive on whether having experienced any sort of 
crime has an infuence on perceived security [57], we left this aspect out. 

Test Rides and Measures 

During each of the four rides, participants flled out Russell’s Affect Grid [209] in an 
adapted emoji-based version inspired by [252] using pen and paper. The Affect Grid 
is one of the most widespread models for emotion measurement and consists of two 
dimensions to measure: pleasure (displeasure – pleasure) and arousal (low energy – 
high energy). Each time information about an upcoming stop and entering or leaving 
passenger was displayed during the ride, participants were instructed to set a cross 
to express their current emotional state in the grid. After each ride, participants 
got off the simulated automated vehicle and summarized their subjective emotional 
constitution throughout the journey by drawing an emotion curve on a template also 
used by [135, 86]. Subsequently, the experimenter accompanied them to a workplace 
where they flled out a digital questionnaire. Starting with the short version of the 
User Experience Questionnaire (UEQ-s; 8 bipolar items; 7-point scale; [222]) as well 
as the Usefulness [223] and Attractiveness [150, 220] dimensions of the UEQ+ (4 
bipolar items for each dimension; 7-point scale; [223]) participants assessed their 
experiences of the ride and respective HMI concept. Since we expected the type and 
amount of provided information to have an effect on passengers’ trust, participants 
also assessed the Trust in Automation scale of Körber (2 items; fve-point Likert-type 
scale; [141]). Furthermore, we investigated users’ acceptance with the Intention to 
Use (2 items; 5-point Likert-type scale), and Perceived Usefulness (3 items; fve-point 
Likert-type scale) dimensions of Chen’s adaption of the technology acceptance model 
[41]. Subsequently, we included Dekker’s Security Concerns scale (1 item; 5-point 
Likert-type scale; [62]) and the Perceived Risks scale (1 item; 5-point Likert-type scale; 
[201]) as risk also has an infuence on the perceived security [147]. After the last ride, 

150 



6.1 Material and Method 

each participant additionally flled out the Igroup Presence Questionnaire (IPQ, 14 
items; 7-point Likert-type scale; [224, 225]) to assess the quality and immersion of the 
simulated environment. 

Post-Session Interview 

Finally, we conducted a semi-structured post-session interview with each participant. 
We asked open-ended questions about the rides in general and the co-passenger in-
formation that was provided by the UI. Participants were asked which version of the 
UI they liked best and why. Participants were also prompted about potential feelings 
regarding security in the respective conditions, and we inquired whether some infor-
mation was missing from their point of view. With the consent of participants, audio 
captures of all post-session interviews were recorded for an in-depth post hoc analysis. 

6.1.5 Participants 

In total, 24 participants (12 women, 12 men, 0 diverse, 0 n/a; from 18 to 81 years, 
M = 40.5, SD = 21.3) took part in the study. All participants were recruited through 
university mailing lists and word of mouth and attended the study voluntarily. For 
participation, all of them received financial compensation (approx. 25 US dollars). 
Their national background was German, Indian, Turkish, Russian, and Iranian. We 
used the STAI inventory to measure participants’ interindividual tendency to evaluate 
situations as threatening or to react with increased feelings of anxiety. According to 
the reference values of the trait anxiety scale (items 21-40; [237]) our participants are at 
the expected medium level of responding with anxiety. The women in our study had 
a mean value of M = 36.5 (SD = 7.0; expected value according to references = 37.0) 
and the men a mean of M = 35.8 (SD = 4.4; expected value according to references = 
34.5). Participants fall into the average age group between 36 to 65 years and have a 
high educational level. They correspond approximately to the reference values of the 
Big5-short [200] for extraversion (M(SD) = 3.25(1.29); reference: M(SD) = 3.62(.91)), 
agreeableness (M(SD) = 3.56(0.9); reference: M(SD) = 3.43(.79)), conscientiousness 
(M(SD) = 3.93(1.03), M(SD) = 3.47(.95); reference: M(SD) = 4.2(0.77)), neuroti-
cism (M(SD) = 2.45(0.94), M(SD) = 2.48(0.9)) openness to experience (M(SD) = 

3.45(1.21); reference: M(SD) = 3.70(0.89)). We therefore assume that the obtained 
results are not falsified through a non-representative sample (e.g., a sample with excep-
tional high scores in neuroticism could have an impact on the perceived security). 
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6.2 Results 

For the quantitative results, descriptive and inferential statistics were calculated using 
JASP 0.16 and jamovi 2.2.5. The audio-recorded post-session interviews were tran-
scribed verbatim and analyzed applying qualitative content analysis [29, 163] with 
MAXQDA. Session notes and anecdotal evidence during the study complemented the 
data collection. 

6.2.1 Dependent Variables 

In this section, we report on descriptive and inferential statistics for a comparison of 
the study conditions in terms of our dependent variables, as well as for an assessment 
of the simulated setup by having a look at participants’ presence perception. We 
computed repeated measures analysis of variances (RM-ANOVA) to explore differ-
ences in the study conditions with the RM factors ’time of day’ (day, night) and 
’information on fellow passengers’ (without, with) as well as the between subjects 
factor ’gender’ (women, men). One woman (P21) only completed three of the four 
rides due to occurring simulator sickness symptoms. The missing data of P21 was im-
puted with maximum likelihood estimates (e.g., [4]) for the respective scales. When 
a RM-ANOVA returned signifcant (α = .05) for a certain scale, post-hoc tests in 
the form of Holm-adjusted pairwise comparisons for all conditions were calculated. 
Effect sizes were interpreted according to Cohen [46]. 

UX 

With reference to the UEQ-s benchmarks [221, 222], the tested SAMoD system re-
ceived excellent ratings for both pragmatic and hedonic UX quality throughout 
study conditions (Figure 6.4). While we did not fnd meaningful differences in 
terms of pragmatic quality , hedonic quality , and usefulness, a RM-ANOVA re-
vealed signifcant differences for the UEQ’s attractiveness scale with regard to time 
of day (F (1, 22) = 6.820, p = .016, η2

G = 0.026) and an interaction effect of pas-
senger information and gender (F (1, 22) = 5.059, p = .035, η2

G = 0.021). Post-
hoc tests show that participants’ overall impression was signifcantly more positive 
(t = 2.612, pholm = .016) during daytime than during nighttime (Figure 6.4), with 
a mean difference of M (SE) = 0.3(0.1) and a medium effect of Cohen ′ s d = 0.533. 
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Figure 6.4 – Boxplots of UEQ-s scales (pragmatic UX and hedonic UX), usefulness, and attractive-
ness (-3 = low; 3 = high) for the four study conditions and the between-subjects factor gender. 

Despite the signifcant results of the RM-ANOVA, an interaction effect of information 
and gender was not confrmed by subsequent pairwise comparisons. 

Acceptance 

A between-subjects effect of gender returned significant in the RM-ANOVA for both 
used scales of Chen’s TAM [41]: Perceived Usefulness (F (1, 22) = 7.586, p = .012, η2

G = 

0.194) and Intention to Use (F (1, 22) = 6.490, p = .018, η2
G = 0.159). Post hoc compar-

isons confirm that women perceive the tested SAMoD system to be more useful than 
men do (Figure 6.5; t = 2.754, pholm = .012) with a mean difference of M(SE) = 0.5(0.2) 

and a medium-sized effect of Cohen ′ s d = 0.562. Similarly, women show a higher 
Intention to Use the SAMoD system compared to men (Figure 6.5) with a mean dif-
ference of M(SE) = 0.5(0.2) and a medium-sized effect (t = 2.547, pholm = .018, 
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Cohen ′ s d = 0.520). Apart from the between-subjects effect and the generally medium-
high to high acceptance ratings of the SAMoD system, no meaningful within-subjects 
effects of time of day and passenger information on Perceived Usefulness and Intention 
to Use were revealed. 

Security, Trust, and Perceived Risk 

Participants’ trust in the automated system was medium-high among all condi-
tions (Figure 6.5). With regards to the medium-rated security concerns (Figure 6.5), 
participants seem to have some, but no severe concerns on their security during 
their ride. No meaningful difference induced by time of day or passenger informa-
tion was detected. A signifcant difference was found in terms of perceived risks 
(F (1, 22) = 7.321, p = .013, η2

G = 0.013). AMoD rides without information were 
perceived as signifcantly more risky than rides with information about fellow pas-
sengers (Figure 6.5) with a mean difference of M(SE) = 0.2(0.1) and a medium-sized 
effect (t = 2.706, pholm = .013, Cohen ′ s d = 0.552). 

Emotion 

Judging from visual inspection of the affect grids and emotion curves (Figure 6.6), 
participants found rides during daytime and without information to be most pleasant. 
Rides without information seem to receive more positive assessments whereas the 
UI variants with information show higher dispersion in the affect grids. Generally, 
rides during daytime seem to be perceived more pleasant than night rides. In ac-
cordance with that, the statistical analysis of the quantifed (min = 1, max = 10) 
uni-dimensional subscales of the affect grid (pleasure, arousal) revealed no mean-
ingful effect in terms of arousal but signifcant differences in the pleasure ratings 
with regards to the time of day (F (1, 43) = 12.386, p = .001, η2

G = 0.032). Rides dur-
ing daytime (M(SD) = 7.6(2.2)) received higher pleasure ratings than rides during 
nighttime (M(SD) = 6.8(2.2)) with a mean difference of M(SE) = 0.8(0.2) and a 
medium-sized effect (t = 3.519, pholm = .001, Cohen ′ s d = 0.525). 
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6.2.2 Qualitative Content Analysis 

For the qualitative content analysis [29, 163], interview transcripts were initially 
explored line-by-line. In a second step, we highlighted text passages, searched for 
keywords, and added notes. Subsequently, the transcripts were scrutinized again 
and codes were derived from the text by applying inductive coding to refne themes 
and codes in an iterative process until the fnal expressions were identifed. Below, 
we present our main fndings (e.g., statements expressed during the post-session 
interviews) with their number of mentions and the number of women and men in 
our study mentioning them. First, we present the perceptions of the rides in general. 
Then, we cluster them according to three main topics: information preferences, day 
vs. night, and the type of information that participants were requesting. 

Presence Perception and Experience of the Rides 

In general, participants described the four rides as positive and considered the ride in 
the simulator as short, entertaining, and pleasant. Moreover, participants emphasized 
how realistic the four trips felt to them: "Yes, it was quite real and I didn’t feel I am in the 
simulation room and it was so real. It was quite good, yeah." (P15), which is also refected 
in the medium to high ratings for the four IPQ scales (Realism (M(SD) = 4.0(1.1)), 
Involvement (M(SD) = 3.3(1.1)), Spatial Presence (M(SD) = 4.1(0.9)), and 
General (M(SD) = 4.9(0.8)). Participants’ immersion in the simulated SAMoD can 
be judged to be quite high. Participants compared the simulated AMoD journey to 
using public transportation systems such as buses or metros today (16 mentions; 6 
women, 6 men). 

Information Preferences 

Overall, the qualitative data obtained in the study show that participants favored 
to have information about their co-passengers (15 mentions; 9 women, 6 men) over 
having no information (8 mentions; 2 women, 6 men). The most important reason for 
preferring the UI version with co-passenger information was security (22 mentions; 
12 women, 9 men): "I would have felt more secure with the display with the information 
and picture" (P05), "I felt so much more secure compared to the other version." (P22). Par-
ticipants considered the information as more pleasant (9 mentions; 5 women, 4 men) 
in terms of being connected to others: "when the person comes in and you have a little 
info about them, I thought that was pleasant. You could also – in case something happens – 
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address them by name or, yes, it is more pleasant than the anonymous [version]" (P04). Other 
advantages of having knowledge about fellow passengers were that participants 
considered it to be more interesting (4 mentions; 1 women, 2 men) and humane (3 
mentions; 1 women, 1 men). Participants who preferred having information about 
other passengers where also willing to share these information about themselves. 
In line with this fnding, the most important reason for preferring the UI version 
without information was privacy (17 mentions; 4 women, 6 men): "My frst thought 
was ’Oh no, people will know my name’. I don’t like that at all." (P12). Other participants 
regarded this information as not important (4 mentions; 1 woman, 3 men). Displaying 
passengers’ details was even seen as insecure (3 mentions; 2 men) or untrustworthy 
(2 mentions; 1 man) as these details could potentially harm people. One participant 
expressed worries about the security of our young faux passenger ("Anna") as he 
elaborated: "Well, at night you’re just a bit more insecure, for example, when drunk, young 
people hop on. So [my worries] were also related to Anna, because people might think ’Oh, 
here comes Anna now, maybe we can hit on her or something.’ That would be quite insecure 
for her then" (P05). Although of our 24 participants, 15 expressed they would prefer 
the UI version with information, we would like to point out that this was not a clear 
decision every time. One participant even was unable to decide which version they 
preferred. Most participants found pros, as well as cons, for both versions and were 
weighing these off until fnally making a decision. While this refects how security 
and privacy are antagonists, the appropriateness of the variants was considered to 
be highly context-dependent, as outlined in the following paragraphs. 

Day vs. Night 

Generally speaking, our qualitative data confrms the difference the time of the 
day makes for sharing rides in SAVs with strangers as their number of mentions is 
higher (35 mentions; 9 women, 7 men) than statements that do not emphasize this 
importance (9 mentions; 2 women, 7 men). In this context, participants stated time-
related concerns like "during the night one is generally more careful and feels vulnerable 
(P09). Several women (17 mentions; 9 women) expressed concerns when sharing rides 
with unknown men and said they would favor sharing a vehicle with other women 
at night over mixed vehicles. For instance, (P03) explains "well, especially in the dark. 
During the day is not that tragic, but in the dark, I don’t want to share a ride with a man or get 
off the vehicle with him.". Interestingly, some of the men in our study conveyed similar 
feelings towards sharing rides with other men (8 mentions; 7 men) – particularly at 
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night: "Because it was Brigitte who got on at the frst stop and then at the second stop it was 
a gentleman. That indeed made a difference to me" (P11). As a reason they stated to feel 
more secure as a statement like, i.e., "men tend to be more aggressive" (P05) indicates. 
Participants also made clear that they would not need the displayed information on 
co-passenger during the day, but would prefer to have the information during the 
night: "Especially at night it was more pleasant for me and more important. [...]. The fact that 
I was registered, for example, the [man/woman], as well. Yes, that was much more important 
for me at night than during the day" (P22). 

Type of Information 

We asked participants which type of information they considered to be the most 
important one/s. The fellow passenger’s profle picture was regarded to make all the 
difference (23 mentions; 7 women, 8 men) since it gives "an impression of the person 
that is going to get on the vehicle at a glance" (P16). In this regard the photo seem to 
give participants a feeling of control over the situation while the other information 
provided was rather a "nice-to-have" (P23). Knowing beforehand who would enter the 
vehicle also conveys security: "Yes, I mean, I saw the picture and it looks nice and I actually 
had less fear" (P03). The co-passenger’s gender was essential, as well (13 mentions; 
5 women, 2 men), followed by their age (10 mentions; 6 women, 2 men), the name 
(8 mentions; 3 women, 2 men), and the respective destination of the co-passengers 
(7 mentions; 2 women, 2 men). Most of the participants in our study stated that the 
information the system was offering was suffcient and emphasized how helpful it 
was to see the vehicle’s route and its arrival time on the display. Some participants 
provided improvement suggestions such as getting information in case people with 
special needs, big luggage, or strollers would enter the vehicle, or whether seat belt 
use was compulsory. 
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6.3 Discussion 

Overall, the results underline people’s openness towards SAMoD, which is in line 
with previous work [227]. Participants considered SAMoD to be useful and reported 
relatively high trust in the technology, intention to use, and positive experiences of the 
(simulated) SAMoD rides. However, participants also expressed concerns regarding 
security – especially with regard to night rides. Below, we discuss our fndings in 
detail and situate them among previous work. 

6.3.1 Night Trips Require Higher Levels of Information 

In general, the SAMoD rides during the day were evaluated more positively than night 
rides. Participants consider the overall attractiveness of the SAMoD system higher 
and report more pleasant rides during the day. Rides without information about 
co-passengers were perceived as more pleasant than rides with such information. 
We hypothesize two reasons as sources of this fndings: 1) participants are used 
to receiving no information about others when sharing a ride (as is the case in 
public transportation), and 2) people generally prefer rides during the daytime. This 
interpretation is comprehensively supported by our qualitative data and is in line 
with existing data from research in public transportation [25, 120, 194]. 

In contrast, rides with information provided by the in-vehicle UI were experienced to 
be signifcantly less risky compared to rides without information about co-passengers. 
Again, this is refected in our qualitative data, with 21 participants underlining in-
creased perceived security through the information. This can be taken as a general 
preference for information about co-passengers — particularly during the night and 
is in line with Ahmed et al. [1], who found that people are willing to provide infor-
mation such as their gender, age, etc. to visually impaired persons in public spaces, if 
higher security assurances can be made. During the day, information about fellow pas-
sengers seems to have rather adverse effects (e.g., in terms of emotion). This, however, 
changes during the night, where it has, on the contrary, positive effects. Prior work 
underlines the importance of privacy particularly in public transportation [80]. Secu-
rity and privacy are often antagonists in today’s public systems. This became evident 
in our study as participants mentioned privacy concerns when displaying personal 
information about other passengers, or themselves. During the interviews, partici-
pants weighted the pros and cons of having (no) information. Despite a preference for 
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information during the night, this was not a clear outcome, which is also apparent in a 
higher dispersion of the Affect Grid assessments for the rides with information. While 
the information on co-passengers positively infuenced security for some participants, 
there were also concerns that this information could have a negative effect exactly 
on security as strangers would know one’s name and destination. To overcome the 
confict between security and privacy, it needs to be investigated which information 
people feel comfortable sharing in order to increase perceived security. 

6.3.2 Participants Prefer Sharing Rides with Women 

While both men and women generally considered SAMoD systems useful, women 
rated them signifcantly more so and uttered a higher intention to use such services. 
We assume that fnding is related to their (security) concerns in today’s public trans-
portation systems, especially considering night rides [194, 211, 227, 228]. In combina-
tion with qualitative data and the discovered interaction effect of passenger informa-
tion and gender, this fnding provides evidence that women seem to consider SAMoD 
systems to be more secure than ’classic’ public transportation. Women and men alike 
explained in the interviews that they prefer sharing rides with women. This is in 
line with the fndings of [139], who found people have higher refusal rates towards 
men as co-passengers. On the other hand, Polydoropoulou et. al [196] found differ-
ent preferences of passengers for sharing with women/men between countries and 
cultures and that the number of fellow travelers further infuences those preferences. 
In our study, we focused on rides with only one co-passenger as we expected this 
constellation would have the biggest effect on security. However, our results and the 
results from previous work [139, 196] underline once more the complexity of the topic. 

6.3.3 Balancing Security and Privacy as a Design Challenge 

In terms of overall SAMoD system design, there is most likely no ’one-fts-all’ solution 
[169]. As, e.g., passengers’ security needs are higher during the night, our data points 
toward fexible solutions for different times of the day 

Based on our results, we propose that UIs for ride-sharing should provide general 
information on the route, arrival time, subsequent stops, and further information and 
functionalities to increase passengers’ (feeling of) security for night rides. Providing 
information on fellow travelers can serve as a suitable option to do so. In our study, 
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having a photo of fellow travelers was considered the most important information 
unit and was benefcial for passengers’ feeling of security, while information on age, 
name, and destination played a subordinate role. In the study, we chose portraits 
with neutral facial expressions. However, other expressions might induce different 
– positive or adverse – feelings, e.g., feelings of insecurity. Given that photos seem 
to provide passengers with (at least some feeling of) control over the situation, these 
might be used in booking apps or in-vehicle displays. Passengers could then look 
for an alternative vehicle, or leave the vehicle at the next stop if someone’s photo 
would make them feel uncomfortable. The feeling of control has been shown to have 
a positive effect on psychological security in the context of public transport [99] and, 
based on our results, we hypothesize that displaying a photo fosters this control. 
However, given the disagreement among our participants and the aforementioned 
privacy issues, we suggest 1) not exposing sensible data about co-passengers during 
the ride and 2) to consider alternative approaches to address participants’ concerns. 
In terms of (1), it might be benefcial to relocate the information retrieval about fellow 
passengers to another time and place, e.g., the booking phase. For instance, [139] 
compared private and shared options on a mobile booking app and found that people 
tend to rather opt for shared rides when having detailed information on their fellow 
travelers prior to booking. This could also serve as a means to increase (perceived) 
security. In terms of (2), Schuß et al. [226] propose a "buddy system" to address 
women’s security needs (during the night) that takes advantage of the fact that other 
passengers can also provide security. Instead of seeing them as potentially harmful, 
their approach focuses instead on the fact of not being alone and feeling secure instead 
of the feeling of controlling the situation through information. The concept of "social 
passengering" [162] among passengers inside the same or different vehicles points to 
a similar direction and might be benefcial for the perceived security. 

6.3.4 Limitations 

SAMoD is still a relatively ’theoretical’ subject [193] with real-life applications 
remaining missing. Therefore, we let our participants experience a SAMoD system 
in a simulated environment. While participants report high presence perception 
and immersion, external validity is impaired due to the lab-based setup. As we 
were weighing off the negative side effects that come with lab studies, we opted 
for the simulated environment over conducting, e.g., a WoOz study in real traffic 
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conditions, to compare the study conditions while ensuring high internal validity 
and high controllability. 

As mentioned in section 6.1, we decided to simulate the presence of other passengers 
in a shared ride only virtually with sounds and display visualizations. While this 
was in line with the recommendation of [85] and facilitated the study’s conformity 
with applicable hygiene regulations during the COVID-19 pandemic, the chosen 
representation of a shared ride’s social context is limited. On the other, considering 
our study design with multiple measurements during a test ride, the physical presence 
of another person might have affected participants’ assessment of the information 
and consequently the study’s reliability. Furthermore, we did not intent to focus on 
the inherent social factors or mutual relationships (that defnitely play an essential 
role in the context of shared mobility), but focused on the provided information. 
Nevertheless, this should be considered when conducting further studies on SAMoD. 

Taking into account the large and diverse population of future SAMoD users, our 
study has been conducted with a small sample and, although having placed value 
on a broad spectrum of people (gender-balanced, different age groups, different 
cultural backgrounds, different education levels), it covers only a part of the variety 
of potential users. According to the STAI inventory, our participants had relatively 
low levels of trait anxiety. Since this trait likely has an effect of risk and security 
evaluation, generalizability is limited. 

Furthermore, the study was conducted during the COVID-19 pandemic. We applied 
precautions like distancing and hygiene measures and followed the regulations of 
local and national authorities. While we consider the pandemic’s effect on the study 
conducted to be minor, it might have affected the sample composition as, e.g., only 
people with medium fear and anxiety have signed up for the study. It would be 
interesting to repeat this study with people that show higher levels of trait anxiety 
as this trait infuences the evaluation of risk and security of situations, and we 
hypothesize that these people could have evaluated the presented prototype in a 
more positive way. 

The selection of the displayed information on co-passengers covers only a part of 
the potential variety and might have fostered stereotypes. We derived the solution 
with information about co-passengers based on existing research fndings [227, 139] 
and aimed to evaluate whether the availability positively infuences security, UX, 
trust, and acceptance of SAMoD passengers. By no means we intended to manifest 
potential stereotypes or the exclusion of people through our selection. However, 
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we want to point out that the selection likely affects the results (e.g., people might 
refuse rides with others due to their "look"). We are aware that the gender and age 
of other passengers is a limited view. Other factors, such as race, appearance, or the 
supposedly associated social statuses defnitely play a role in people’s assumptions 
about other people. However, we did not include more personal characteristics to 1) 
not confound too many different independent variables in the display variants and 
2) we wanted to draw a clear line between evaluating the information about other 
passengers and participants’ potential biases about, e.g., other cultures, as we aimed 
for the former. 

6.3.5 Future Work 

Passengers’ information demands in SAMoD systems are a highly complex and 
context-dependent issue requiring more research, especially on how to overcome the 
confict between security and privacy by design. 

Based on our results, we suggest extending the conduct of context-based empirical 
studies investigating factors like daytime and fellow passengers in SAMoD systems 
along the whole travel journey. Since, e.g., security issues are relevant for the booking, 
the ride itself, and on-/off-boarding [227]. While our study focused on the ride 
itself, further (empirical) studies should also consider the booking phase and the off-
boarding when investigating the effect of co-travelers and time of day on passengers’ 
need for information and controls. Here, additional information and safety measures 
(e.g., emergency/support button) might support passengers’ feeling of control and 
security. To yield results with high external validity, future studies might include 
more contextual factors such as the (physical) presence of various and multiple other 
people in SAMoD rides during different situations. E.g., actors could be used to 
mimic specifc situations [85]. 

It would also be interesting to repeat this study in different cultural contexts, as 
we conducted our study in Germany, where security in public transportation offers 
high levels of security [99]. However, we assume that conducting similar studies 
in countries, such as India or Latin American countries, where public transporta-
tion is more diffcult to access – especially for women [120] – might yield different 
results. The applied simulation environment presents a context-based prototyping 
approach that can be used, e.g., to replicate this or similar studies in other countries 
and investigate potential cultural differences regarding passengers’ (information) 

164 



6.4 Conclusion 

requirements. Future work might also consider the potential impact of culture and 
race as an independent variable in the information display. This could result in an 
exploration of people’s explicit and implicit biases based on given prior knowledge. 

We used the front of the vehicle as the output location of the information, as these 
are common modalities [126]. Future concepts might also investigate whether (the 
combination with) other modalities, such as tactile, infuence the perception of the 
presented information and the feeling of security. 

6.4 Conclusion 

In this chapter, we report on a simulator user study (N = 24) investigating the effects 
of time of day and information provided about fellow travelers on SAMoD passengers’ 
UX, acceptance, feeling of security, and emotions in shared automated rides. While the 
evaluated SAMoD system received excellent assessments of hedonic and pragmatic 
UX, trust, and acceptance, participants emphasized security concerns – mainly when 
using SAMoD at night. Furthermore, both women and men preferred sharing rides 
with women over sharing rides with men as co-passengers during the night, whereas, 
during the day, this information negatively affected participants’ evaluation of the 
SAMoD system. Associated risks were experienced lower when participants were 
provided with information about their co-passengers. Most participants generally 
preferred having information on co-passengers, with photos of fellow travelers con-
sidered to be the most important information element. However, our results yield am-
biguities since providing personal information also triggered privacy concerns among 
participants. This can be taken as an illustration of the complexity of psychological se-
curity and its context dependency. Building upon these fndings, providing UIs with 
information on fellow passengers can support SAMoD passengers’ feeling of security 
in shared rides and potentially improve UX and overall acceptance. However, due to 
privacy concerns and associated risks, the timing and placement of the information 
need to be questioned. It might be benefcial to provide this information during the 
booking phase, but not within the vehicle. Future work should consider the complete 
travel journey of SAMoD, foster the inclusion of contextual factors, and investigate 
how the provision of additional information and safety measures (e.g., emergency 
and support features) can increase passengers’ feeling of control and security. 
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6.5 Chapter Summary 

Security concerns are a critical barrier to the public adoption of SAMoD systems 
since passengers have to share rides with strangers without a human driver on board. 
These concerns seem especially prevalent for night rides. 

Motivated by related work that points out that information about fellow travelers 
might mitigate passengers’ concerns, this chapter investigated the role of information 
about co-passengers in an exploratory within-subjects user study (N = 24). Par-
ticipants experienced two day rides and two night rides in a simulated shared AV 
with varying personal information about co-passengers displayed on an in-vehicle 
passenger information HMI. 

The results of the mixed-method study indicated that passengers demand more in-
formation about co-passengers during night trips. Information during night rides 
positively affected the overall attractiveness of the SAMoD system and resulted in 
more pleasant ride experiences. In contrast, during the day, participants deemed the 
information unnecessary. Generally, rides with information on co-passengers were 
experienced signifcantly less risky than rides without. Regarding the information 
provided by in-car interfaces, photos of fellow travelers appear to make the differ-
ence, while age and name are of subordinate importance. In terms of co-passenger 
details, both women and men preferred sharing rides with female co-passengers over 
sharing rides with male co-passengers. However, participants also raised privacy 
concerns regarding the display of personal information. Therefore, we concluded that 
future researchers and practitioners should balance people’s security and information 
demands with privacy concerns. 

For the simulation, we used an adaption of the immersive video-based prototyp-
ing approach presented in Chapters 3 and 5 with TVs and in combination with the 
tent-based mock-up by Schuß et al. [227]. In addition, the static mock-up increased 
participants’ spatial immersion in the interior space of a simulated shared AV. Re-
garding the social context simulation, we opted for a virtual variant due to economic 
reasons, the prevalent COVID-19 pandemic at the time of the study’s conduct, and 
based on the fndings of Chapter 3. However, we acknowledge that this is, in particu-
lar regarding the study’s design and research question, up for discussion. Since we 
specifcally aimed to assess information related to the social context, actor involve-
ment might have yielded higher external validity and clearer results. However, those 
would have depended very much on the characteristics of the particular actor. With 
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the virtual simulation of various co-passengers, we were able to balance this in terms 
of demographics. Yet, we could only include some archetypes but could not cover 
the variety of potential passengers. 

Through the investigation of Q6.1, this chapter contributes to our general reserach 
question RQ1 with fndings on user requirements and derived HMI design recommen-
dations based on an empirical study on SAMoD passengers’ information demands, 
particularly in terms of information on co-passengers during the day and night rides. 
Regarding RQ2, this chapter demonstrated how immersive video-based simulation 
could be enhanced using a static interior and exterior AV mock-up. Building on the 
concepts of Chapter 3, it also exhibited more detailed applications of virtual social 
context simulation. 
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7 
Conclusions 

This chapter starts with a summary of the dissertation (Section 7.1) and an overview of 
its contributions (Section 7.2). We then provide answers to our two general research ques-
tions on HMI design (RQ1) and prototyping (RQ2) of (in-vehicle) human-AV interactions 
(Section 7.3) and close this thesis by outlining potentials for future work (Section 7.4). 

7.1 Summary 

Motivated by the commencing introduction of AVs (i.e., vehicles with driving capa-
bilities of SAE level 4 or 5 [210, 278]) to the public, this doctoral research investigated 
context-based design and prototyping approaches for (in-vehicle) human-AV interac-
tions to counteract acceptance hurdles and facilitate adoption from early development 
phases. Therefore, we adopted a research in and through design approach [59]. 

Chapter 1 introduced the topic and methodology and motivated the research questions 
investigated within this doctoral research. After a glance at the history, future, and 
technical background of vehicle automation and corresponding concept scenarios, we 
dove into the topic of human-AV interaction. Since no driver is required to control the 
vehicle, AVs face general skepticism and public concerns that need to be overcome for 
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successful adoption. While people are already getting used to the increasing number 
of vehicles equipped with SAE level 2, AVs are still under development. They are 
currently only available with limitations restricting use cases and evaluation scenarios. 
To investigate and develop human-AV interactions that can counteract future users’ 
concerns, prototyping methods are required that enable us to take the unfamiliar 
context of driverless road traffic into account from early development phases. 
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7.1 Summary 

With Chapter 2, we situated this research among related work and provided a com-
prehensive background on human-AV interaction and context-based prototyping. 
We furnished an overview of acceptance and human factors challenges that need 
addressing for the successful adoption of AVs and supplemented it with practical 
considerations for HMI design by also examining current state-of-the-art solutions. 
This analysis served as a basis for investigating our general research question RQ1 on 
designing suitable human-AV interactions. The identifed challenges are especially 
prevalent in the particular physical, social, and situational contexts of driverless rides 
in urban traffc. Thus, we fgured out the importance of incorporating context into all 
HCD activities and argued – also as a starting point for answering RQ2 (prototyping) 
– for applying context-based interface prototyping [85, 118, 117]. As a conceptual 
understanding of context, we referred to Dey and Abowd [65], who describe context 
in the feld of HCI as any information that characterizes the situation of a person, 
place, or object relevant to the interaction. Such context can incorporate physical, 
social, cultural, or organizational factors [253]. Here, this doctoral research focused on 
the physical and social context. Contextualized prototyping can condense associated 
contextual aspects together with the prototype of a product, system, or service "into 
one single manifestation" [117, p. 210]. With references to Lim et al. [154] and ISO 9241 
[125], we derived that prototypes are most valuable if they help to achieve the goals 
of an analysis, design, or evaluation activity (most) effciently and straightforwardly. 
Therefore, asking Wh-questions such as what, why, and when is crucial to deciding 
how a prototype should manifest. After this theoretical part, we took an in-depth 
look at suitable methods for context-based prototyping of (in-vehicle) human-AV 
interactions, namely 1) static mock-up, 2) ride simulation including virtual and mixed 
reality as well as video-based approaches, 3) social context simulation including 
actors, enactment strategies, social items, and props, 4) WoOz setups, in which a 
human driver simulates an AV on a test track or in real traffc, and 5) experimental 
vehicle, i.e., an actual (automated) vehicle (with restrictions). 

In Chapters 3, 4, 5, and 6, we presented our empirical research following a research 
in and through design approach. Chapters 3 and 4 introduced the straightforward 
and cost-effective context-based prototyping approaches we created and applied 
in our empirical research. The approaches primarily contribute to answering RQ2. 
In particular, we demonstrated an immersive video-based ride simulation, social 
context simulation with actors, and a video-based WoOz setup. Chapters 5 and 6 
use variations of the immersive video-based approach presented in Chapter 3 in 
combination with static interior and exterior mock-ups to investigate HMI concepts 
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for mobile interaction with shared AMoD systems (Chapter 5) and passengers’ in-
formation demands during shared AV rides (Chapter 6). The fndings and design 
recommendations derived in Chapters 3, 4, and 6 provide the basis for answering 
RQ1. The following sections provide some more details about each chapter. 

In Chapter 3, we adapted the approaches of Kray et al. [143] and Gerber et al. [98] to 
create an immersive video-based simulator for context-based prototyping of (shared) 
AV rides. We used low-budget action cameras to capture real-world video and audio 
footage of urban traffc, which we displayed on three video projectors in an offce 
space. The three projections created a CAVE-like environment and resembled the 
views out of the left, front, and right windows of the simulated vehicle. We evaluated 
the setup regarding immersion and suitability for contextualized AV prototyping with 
an expert study (N = 9) and a user study (N = 31). In the latter, we also simulated the 
social context of a shared AV ride by using the sounds of other passengers and an actor 
that physically joined the simulated ride. The conducted studies and the assessments 
of the setup revealed the general suitability and reliability of the method. However, 
the approach is limited regarding controllability and – like most simulators – in terms 
of (external) validity. Actor involvement positively affected participants’ feeling 
of reality, observable in our single-item measurement and participants’ qualitative 
feedback. As this was not confrmed by our standardized immersion measures (IPQ) 
and was accompanied by higher discomfort (motion sickness symptoms), we did 
not generally recommend actor usage – also considering the extra effort and costs. 
However, we pointed out that involving actors can make sense to simulate scenarios 
with a particular interest in factors related to the social context. 

Inspired by previous works of Karjanto et al. [131] and Detjen et al. [64], Chapter 4 

presented a straightforward and fexible WoOz setup for on-road AV simulation in 
real traffc. The setup separated the front and back area of an electric minivan with 
a curtain mounted on the vehicle’s ceiling and a 43" TV mounted on the front seats’ 
headrests. The TV displayed a live camera stream of a webcam mounted on the 
minivan’s windshield and provided passengers with a video-based replacement of 
the front view. In the conducted study, we used the WoOz setup to prototype and 
evaluate a futuristic AR windshield display that provided computer-vision-based 
information on detected objects (e.g., other vehicles, pedestrians, traffc lights) cal-
culated in real-time on an Nvidia Jetson Nano (question Q4.3). To investigate the 
potential of information transparency (questions Q4.1 and Q4.2), we conducted a user 
study with N = 30 participants assessing three HMI variants: 1) no information on 
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detected objects (baseline), 2) abstract status bar with counts of the detected object 
classes, and 3) AR overlays. System feedback on detected objects, especially through 
AR-based visualization, increased system understandability and hedonic quality. 
However, participants pointed out that the information display could also distract, 
irritate, or annoy, and thus demanded customization options. Since participants 
missed travel information such as current location, upcoming stops, and estimated 
arrival times, we fgured it is essential to investigate the transparent information 
concept considering the interplay with other HMIs. With 73 % of the sample believ-
ing the WoOz deception, we see the setup as a suitable method for context-based 
interface prototyping, particularly regarding studies in real traffc and (AR-based) 
HMI concepts using real-time information. 

In Chapter 5, we compared two concepts for mobile interaction with AMoD systems – 
’classic’ GUIs and chatbots (i.e., text-based conversational UIs) – to investigate question 
Q5.1. We presented the results of two expert studies (nGUI = 6; nChatbot = 5) and a 
between-subjects simulator study (N = 34; nGUI = 17; nChatbot = 17). The simulator 
study used a TV-based adaptation of the immersive-video-based setup presented in 
Chapter 3 to simulate a complete AMoD user journey considering interactions before, 
during, and after the ride. Comparable results of participants’ immersion hint at the 
successful replication of the cost-effective setup. Both tested concepts received good 
assessments in terms of acceptance and UX. The GUI seemed superior with regard to 
attractiveness and user satisfaction assessments. However, in scenarios with involving 
changes of plans, participants indicated a higher intention to use the chatbot. We 
summarized the findings from the mixed-method study and set them in the context of 
related work to provide an overview of the pros and cons of using the two concepts. 
Based on the results, we recommended using GUIs as a basis for mobile interaction 
with AMoD but to increase user assistance and guidance, particularly in scenarios with 
changes of plans, by providing a conversational UI component as a supplement. 

Since related work suggested providing information on fellow travelers to mitigate 
AMoD passengers’ security concerns, we conducted an exploratory within-subjects 
user study with N = 24 participants on which we reported in Chapter 6. The study 
used a TV- and immersive-video-based simulator similar to the one used in Chapter 5 
in combination with the spatial mock-up applied by Schuß et al. [228] to enhance 
spatial immersion. For the social context simulation, we opted for a virtual represen-
tation of fellow travelers through auditory features (i.e., sounds of other passengers 
entering and leaving the vehicle) and visual display on the passenger information 
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display. This supported aligning the study with COVID-19 regulations at the time of 
the study conduct and meeting budgetary restrictions. We acknowledged that regard-
ing the matter of subject, actor involvement (such as applied in Chapter 3) may have 
been benefcial in terms of participants’ immersion and the study’s external validity. 
We let participants experience two rides during the daytime and two during the 
nighttime with varying amounts of information on fellow passengers to investigate 
our research question Q6.1. Results revealed a positive effect of information provision 
(particularly images of fellow travelers) during night rides on the attractiveness of the 
shared AMoD system and passengers’ ride experience. However, during the daytime, 
the information was assessed as unnecessary. Both women and men preferred to 
share rides with female co-passengers. While in general, rides with information 
on co-passengers were assessed as less risky than rides without, participants raised 
privacy concerns. We concluded that balancing these apparent antagonists (security 
vs. privacy) poses future design challenges for successful AMoD systems. 

Below, we channel our work and learnings into contributions to answer our general 
research questions on the design and prototyping of human-AV interactions. 

7.2 Contributions 

Despite technological hurdles, AVs face signifcant acceptance and UX challenges that 
need to be overcome for their successful adoption. To address those, we identifed the 
necessity to design suitable HMIs for trustful human-AV interaction, which resulted 
in the formulation of RQ1. Furthermore, since the availability of AVs is still limited 
for researchers and practitioners and the consequent access to the context of driverless 
rides, we investigated methods for early and straightforward prototyping and evalua-
tion incorporating the dynamic physical and social context of (in-vehicle) human-AV 
interactions with RQ2. Tables 7.1 and 7.2 summarize our contributions to our two 
general reserach questions and cluster them according to their contribution type. 
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Table 7.1 – Overview of contributions to RQ1: How might we design suitable HMIs for (internal) 
human-AV interaction that counteract acceptance challenges? 

Type Contribution Chap. [Ref] 

Theoretical Qualitative semi-systematic literature review [236] of accep- 2 
tance and human-factors challenges that need consideration in 
the design of HMIs for human-AV interactions. 
Literature-based overview of prospective passengers’ informa- 2 
tion needs and applicable HMI frameworks and concepts. 

Practical, Design recommendations for mobile interaction with AMoD 5 
Empirical systems and comparison of ’classic’ GUIs and chatbots (text- [86] 

based conversational HMIs) through literature review, expert 
studies (N expGUI = 6, N expChatbot = 5) and a comparative user 
study with N 5 = 34 participants. 
Design recommendations for shared AMoD systems based on 6 
an empirical study (N 3 = 24) on passengers’ information de- [87] 
mands, particularly in terms of information on co-passengers 
during day and night rides. 
Prototyping and design recommendations for novel/futuris- 4 
tic AV windshield concepts using real-time information and [88] 
AR-based visualizations based on an empirical WoOz study 
conducted on real urban roads (N 4 = 30). 
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Table 7.2 – Overview of contributions to RQ2: How might we prototype and evaluate (internal) 
human-AV interactions early considering their dynamic context? 

Type Contribution Chap. [Ref] 

Theoretical Qualitative semi-systematic literature review [236] of related 
work carving out the value and impact of prototyping the 
physical and social context for designing human-AV interac-
tions. 

2 
[89] 

Methodological 

Method overview for context-based AV interface prototyping 
and recommendations for their application. 
Immersive video-based approach for simple, fexible, and 
cost-effective prototyping of in-vehicle human-AV interac-
tions; initial evidence of the method’s suitability from an 
expert study (N expSim = 9) and three user studies (N 3 = 31, 
N 5 = 34, N 6 = 24). 
Demonstration of how immersive video-based simulation 

2, 7 
[89] 
3, 5, 6 
[85, 86, 87] 

6 
can be combined with static interior and exterior AV mock-
ups to enhance spatial immersion. 
Video-based WoOz approach for on-road simulation of AV 
rides and AV windshield interfaces with AR and real-time 
(object detection) information that can easily be recreated and 
transferred to other vehicles. 

[87] 

4 
[88] 

Practical, 
Empirical 

Investigation of the (practical) value of actor engagement for 
social context simulation of shared AV rides, i.e., the physical 
presence of other passengers (N 3 = 31). 
Using sounds and information display as a virtual simulation 
of other passengers in a simulated shared AV (N 3 = 31, 
N 5 = 34, N 6 = 24). 
Recommendations for WoOz study planning and conduct 
based on an empirical user study in real traffc (N 4 = 30). 

3 
[85] 

3, 5, 6 
[85, 86, 87] 

4 
[88] 
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7.3 Answers to the Research Questions 

Based on our learnings and contributions (Section 7.2), we derive the following 
answers to RQ1 and RQ2. Those encompass practical design and prototyping recom-
mendations as well as the initial basis for a methodological (decision) framework for 
context-based prototyping of human-AV interactions. 

7.3.1 RQ1. How might we design suitable HMIs for (internal) human-
AV interaction that counteract acceptance challenges? 

Riding in a (shared) AV without a human driver might feel awkward for passengers 
since they are fully exposed to an autonomous, AI-powered system’s perceptions, 
decisions, and actions. HMIs (or UIs) are their only way of communicating and inter-
acting with driverless vehicles. Thus, HMIs must compensate for the resulting service 
and information gap and counteract users’ concerns to facilitate acceptance and the 
technology’s adoption. Below, we structure our learnings into four recommendations. 

Consider human factors and acceptance challenges from early development phases 
with thorough application of an iterative HCD process. 

To design appropriate HMIs for human-AV interaction – and to provide answers 
and solutions in terms of RQ1 – we need a precise understanding of people, context, 
and the (autonomous) systems [149], as well as of associated problems and concerns. 
Therefore, it is essential to understand human factors and acceptance challenges (such 
as trust issues, passengers’ UX and situation awareness, and their concerns regard-
ing safety, security, and privacy) and consider them when designing HMIs for AVs 
(Chapter 2). We argue that applying the HCD process [125] offers a suitable method-
ological framework to address the mentioned challenges and consider prospective 
users’ needs, such as information demands and interaction preferences from early 
phases. Frameworks such as Collaborative UX Design [242] provide suitable methods 
to address inter- and intraindividual needs and perspectives and tackle complex 
problems. In the sense of HCD, they facilitate incorporating actual and prospective 
requirements of users and stakeholders. From our perspective, considering contextual 
factors is vital in all phases of the HCD process. We address this aspect in more detail 
through context-based interface prototyping regarding RQ2 (Section 7.3.2). 
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Provide transparent system feedback to increase understandability and trust, but 
do not overload while considering the whole picture. 

In the sense of HCAI [204] and XAI [105], HMIs can and should help humans to 
understand AI-based AVs. Among other things, this is also part of the guidelines 
for human-AI interaction postulated by Amershi et al. [6]. To achieve such an un-
derstanding, this may require HMIs to provide appropriate feedback [183], i.e., to 
provide explanations and to make the process within the intelligent technical systems 
more transparent to the user. We investigated the provision of real-time feedback 
on AV’s information processing and found potential to increase the system’s under-
standability and users’ hedonic UX (Chapter 4; Q4.1). On the other hand, the location, 
time, and (visual) design of such information need to be carefully chosen and crafted, 
considering that our fndings indicate that providing such information may also have 
adverse effects and, e.g., annoy, irritate, or distract users (Q4.2). Consequently, and as 
Oliveira et al. [185] also point out, the amount of information provided matters. Not 
all users want such transparent system feedback (at all times). We, thus, concluded 
making information displays confgurable for passengers as a suitable approach. Our 
WoOz study (Chapter 4), furthermore, highlighted that it is crucial to design and 
investigate the interplay of new HMI concepts (e.g., AR-based system feedback on ob-
ject detection) from a holistic perspective that includes ’basic’ information passengers 
would expect. 

Provide users with travel information and functions they are already familiar with in 
combination with specifc needs and demands for (shared) AV rides. 

With regard to information demands, related work pointed out that prospective AV 
passengers demand and expect that AVs provide similar information as they are used 
to by (non-autonomous) private and public modes of transport (e.g., information 
on current status, planned route, and upcoming events [24, 159, 193]) – at least in 
the early phases of market launch when the technology is still new to users. This is 
also confrmed by our simulator studies (Chapters 3, 5, 6) and particularly by our 
WoOz study (Chapter 4), where many participants missed such information during 
the on-road AV ride simulation. 

Similarly, this also applies to familiar devices and interaction technologies. Users 
seem, e.g., to prefer familiar concepts such as smartphone apps, touchscreens and 
physical control buttons in the vehicle over new modalities, such as gesture communi-
cation [24]. More generally, established modalities such as visual, auditory, and haptic 
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[126] are most suitable for basic in-vehicle communication. However, multi-modal 
interaction design is important for in-vehicle communication [126]. 

Since in shared AVs and AMoD, rides are shared with other passengers, and travel 
information can be a private matter [30], visual in- and output on personal devices 
seem superior to ’more public’ interaction modalities such as auditory. As a result, 
we recommend combining public in-vehicle information displays providing general 
information on the ride and status with personalized travel information on mobile 
devices. In Chapter 5, we investigated ‘classic’ GUIs and chatbots (i.e., text-based 
conversational UIs) for mobile human-AV/AMoD interaction (Q5.1). Generally, both 
concepts can serve users as travel companions throughout the whole (AMoD) travel 
journey (before, during, and after the ride). Based on our empirical fndings, we 
recommend using ‘classic’ GUIs as a basis for mobile interaction since participants 
rated them signifcantly more attractive and satisfying. Nevertheless, we also found 
that chatbots can support users in demanding situations (e.g., in scenarios involving 
a change of plans), so we also recommend integrating (alternative/additional) con-
versational features. Mobile travel companions (with conversational elements) could 
also (partly) compensate for missing human chaperones in autonomous rides. 

Carefully weigh passengers’ security, safety, and privacy needs. 

Particularly in shared AVs and AMoD, HMIs also need to compensate for the absence 
of a human driver to account for passengers’ safety and security concerns (e.g., fear 
of assaults). Besides providing transparent system information, this could require the 
provision of safeguards and information on fellow passengers. Our results reveal that 
prospective passengers have higher information demands during AV rides at night 
(Chapter 6; Q6.1). Here, passengers feel more secure when they receive information 
on their co-travelers (e.g., name, age, gender, picture, and destination). However, 
study participants displayed ambiguous feelings about receiving such information 
from others and providing information about themselves. Particularly the latter 
triggered privacy concerns. Our results from Chapter 6 highlight the tension between 
passengers’ safety and security needs and their privacy demands. Future system 
designs need to address this confict by investigating and defning which information 
is required and benefcial to enhance perceived security, on the one hand, and, on the 
other hand, people are also comfortable sharing. 
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7.3.2 RQ2. How might we prototype and evaluate (internal) human-
AV interactions early, considering their dynamic context? 

Prototyping is crucial in the domain of (shared) AVs and AMoD, especially in the 
early design and development phases. Among other considerations, this is mainly 
because the availability of actual (driverless) AVs – and consequently the access to 
the context of driverless rides – is still limited. Consequently, designing human-AV 
interactions means designing future and futuristic mobility systems. This implies 
that many HMI (or, more general, service/system/product) design decisions are 
based on assumptions that need to be analyzed, tested, and validated considering 
the context of use. Prototyping can support such design and research activities and 
facilitate applying an HCD process. Based on our research, empirical fndings, and 
practical learnings, we postulate the following three general recommendations as 
answers to RQ2. The recommendations may serve as a basic (decision) framework 
for prototyping human-AV interactions in early design phases. 

Consider and question the what, why, how, for whom, and where something is 
prototyped and the resources required for an effective and effcient design process. 

Depending on the question and context at hand, various approaches and methods are 
suitable to prototype human-AV interactions. Based on our theoretical and practical 
research, we can conclude that there is no such thing as the perfect prototype or the 
perfect tool. However, we see that there are particular factors that highly impact the 
success and effciency of prototyping activities such as the timing and the resources 
used (see Section 2.3). In Section 2.3.4, we rendered Buxton’s [38] perspective that 
"everything is best for something but worst for something else" and that it is essential 
to know "what, for what, when, for whom, where, and [. . . ] why" something is 
prototyped. We furthermore introduced Dodge’s [70] equation on factors affecting a 
prototype’s impact on design. 

Although Buxton [38] did not explicitly refer to prototyping methods but to the choice 
of input devices, we want to note the close relation and the overlap to Dodge’s [70] 
impact of prototyping equation (Equation (2.1)). In fact, we propose to extend 
Dodge’s [70] equation with the “missing” aspects of for whom and where. From a 
human-centered design perspective, for whom (i.e., for which audience or which 
particular stakeholders) we prototype is an essential consideration for creating proto-
types. Similarly, where can be regarded as the representation of the product’s, system’s, 
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or service’s physical context but also the prototype’s own physical location. Where we 
create, implement, or test a prototype may signifcantly affect its manifestation and 
consecutive results. As a consequence, we propose to combine Dodge’s [70] equation 
with Buxton’s for whom and where [38] as laid out in Equation (7.1). 

Additionally, unlike our previous publication discussing this equation [89], we generalize 
the time spent to the required resources. We take into account that besides the timely 
dimension, a prototype’s impact on the design process can also depend on the required 
amount of other (e.g., economic, monetary, physical, or even social) efforts and expenses. 

What × Why × How × For Whom × Where × When = Impact on Design (7.1)
Required Resources 

In line with Equation (7.1), Warfel [262] emphasizes that it is important to understand 
the audience (i.e., for whom) and intent (why) and to prototype only what you need. 
Furthermore, Warfel [262] points out that prototyping is a generative and iterative 
process which leads to the recommendation to prototype “early and often” ([262], p. 
95). Table 7.3 provides a collection of example variables for Equation (7.1)’s factors. 

Table 7.3 – General and AV-domain-specifc example variables for the factors affecting a prototype’s 
impact on the design (process). 

Factor Example Variables 

What? HMI/UI: modality (e.g., visual, auditory, tactile), type (e.g., iHMI, aHMI, eHMI), 
device (e.g., info display, light display, smartphone), prototype fdelity (e.g., low, 
high); 
Context: physical context (e.g., AV interior, AV ride through an urban environ-
ment), social context (e.g., interaction with co-passengers); situational aspects 
(e.g., time of day, weather); 

Why? HCD activities: understanding, specifying, producing, evaluating; 
exploration; (public) demonstration; validation; 

How? Static mock-up; ride simulation; social context simulation; wizard-of-oz; experi-
mental vehicle; 

For whom? User; customer; manager; citizen; designer; developer; other stakeholder; 

Where? Lab; (restricted) test area; real (urban) roads; 

When? Early/late in the design process; ongoing development/optimization; 

Required Time; money; material; equipment; (specifc) skills; 
resources 
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Figure 7.1 – Infuencing factors on (in-vehicle) human-AV interaction that should be considered in 
design and prototyping activities. The layer illustration is based on original diagrams of Savio and 
Braiterman [215] on mobile interaction and Hoggenmüller [117] on interactions with urban robots. 
The illustration, furthermore, refers to concepts and frameworks discussed in Chapter 2. 

Apply context-based interface prototyping to incorporate infuencing factors early. 

Since the availability to experience driverless rides’ physical and social context is 
still limited – especially in the early design stages, we argue for applying context-
based interface prototyping [85, 88, 118]. Context-based prototyping situates the 
envisioned HMI/UI – or, more generally, the envisioned product, system, or service 
– in the context of use (Figure 2.14, Figure 7.1). It increases users’ and stakeholders’ 
immersion and the scope of designers and researchers [118]. Consequently, it enables 
considering the dynamic context of driverless AV rides (e.g., through complex urban 
environments) from early development phases. Thus, context-based interface proto-
typing provides a suitable basis for effciently exploring and evaluating (in-vehicle) 
human-AV interactions. Figure 7.1 illustrates infuencing factors during (shared) 
AV rides and their interrelations resulting from context (i.e., culture, physical and 
social environment, and situational aspects), passenger (i.e., AV users’ activities and 
situation awareness, individual needs and goals, and properties and skills), and HMIs 
(i.e., HMI type, modality, and form factor, internal and external communication). 
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7.3 Answers to the Research Questions 

Table 7.4 – Our assessment of the methods’ suitability for supporting the four key activities of the 
HCD process (understanding, specifying, producing, and evaluating) and regarding their level of 
immersion/realism, (external) validity, reliability, cost-effciency, and options to combine them. Simple 
rating scale: ■□□ = low, ■■□ = medium, ■■■ = high. The methods’ actual suitability/score, 
however, may vary depending on infuencing factors and corresponding variables (Table 7.3). 
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Static mock-up (1) ■■□ ■■□ ■□□ ■■□ ■□□ ■□□ ■■■ ■■■ (2), (3) 

Ride simulation (2) ■■□ ■■□ ■■□ ■■■ ■■□ ■■□ ■■■ ■■■ (1), (3) 

Social context ■■■ ■□□ ■■□ ■■□ ■■□ ■■□ ■■□ ■■□ (1), (2), 
simulation (3) (4), (5) 

Wizard-of-Oz (4) ■■■ ■■□ ■■□ ■■■ ■■□ ■■■ ■□□ ■■□ (3) 

Experimental ■■■ ■■□ ■■□ ■■■ ■■■ ■■■ ■□□ ■□□ (3) 
vehicle (5) 

Select and combine prototyping methods ftting your needs and design stage. 

Generally, several approaches, methods, and tools for context-based prototyping are 
available. Opting for one or a combination should depend on previous considerations 
of factors affecting a prototype’s impact on the design and factors infuencing the 
interaction between humans and AVs (Table 7.3, Figure 7.1). 

In Section 2.4, we provided an overview of applicable context-based prototyping 
methods for contextualized exploration and evaluation of human-AV interactions and 
discussed their respective challenges. Based on our learnings from our prototyping 
activities and user studies (Chapters 3, 4, 5, and 6) and from our literature reviews 
(Chapter 2), we conclude practical recommendations for their application and sum-
marize them in Table 7.5. The table is an extension of our previously published list 
[89] with further recommendations and details derived from the integrated review of 
the works conducted in this doctoral research. 
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Table 7.5 – Our recommendations for the application of the discussed context-based prototyping 
methods in human-AV interaction design. 

Method Recommendations 

Static mock-up Use static mock-ups for spatial prototyping of AV interiors and exteriors in 
lab environments (Chapter 6); 
Combine with other methods to increase immersion, e.g., ride simulation 
and social context simulation (Chapters 3, 5, and 6). 

Ride simulation Use (immersive) real-world videos for (passive) high-fdelity simulation 
(Chapters 3, 5, and 6) in lab environments. Since real-world representations 
can increase participants’ familiarity with the context [118], consider the re-
sulting possible desirable (but in some scenarios also possibly undesirable) 
side effects thereof before choosing video-based approaches; 
Use (CGI-based) VR and MR to prototype interactive environments, i.e., 
contextual representations that need to respond to human input (e.g., to in-
vestigate what happens when the user requests an emergency stop during 
an AV ride); 
Choose an appropriate duration for the simulated rides reserving enough 
time for participants to become immersed in the simulation but not bored. 
Based on our experiences, we propose 8 to 10 min per ride as a rule of 
thumb for HMI variant comparison in sequential rides; 
Consider combining immersive video and VR/MR [98] to get the best of 
both worlds if required resources are available; 
Use the checklist provided by Hock et al. [116] to design valid simulator 
studies and address issues such as simulator sickness. 

Social context Use social context simulation to consider the effects of other people present 
simulation in particular situations and the users’ relationship with them [143], e.g., 

co-passengers joining a shared ride at night (Chapter 6); 
Use sound as a baseline for social context simulation. For instance, to 
simulate a shared ride, enhance the audio from the physical environment 
with noises of people entering or leaving the vehicle (Chapter 3); 
If social aspects are a crucial facet of the study, consider using actors (Chap-
ter 3) and enactment [228] to increase immersion and validity. 

Wizard-of-Oz Use WoOz to explore user behavior and investigate new concepts in com-
plex real-world environments, e.g., a futuristic real-time AR-based wind-
shield HMI (Chapter 4); 
Use ftting cover stories ([64], Chapter 4) to introduce and maintain the 
WoOz deception of participants; 
Support the story with a consistent ‘AV-like’ driving style (e.g., “like a 
professional limo driver” [11]) and ftting hardware (Chapter 4); 
Shift participants’ focus away from the WoOz setup to other points of 
interest, such as the HMI concept that needs to be assessed (Chapter 4). 

Experimental Transparently inform participants about the vehicles’ capabilities (if not in 
vehicle confict with the study design); 

If possible, use experimental vehicles that can perform the respective driv-
ing scenario without restrictions. 
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7.4 Refections and Future Work 

Furthermore, we condense our learnings in a rough assessment of the discussed 
methods (Table 7.4). Particularly, we assess them in terms of their suitability for 
supporting the four key activities of the HCD process – i.e., understanding the context 
of use, specifying user requirements, producing design solutions, and evaluating 
designs – and regarding their level of immersion/realism, (external) validity, reliabil-
ity, cost-effciency, and options to combine them with other methods. Therefore, we 
use a simplifed three-point rating scale ranging from low to high. Along with the 
recommendations listed in Table 7.4 and Table 7.5 may serve designers, researchers, 
and practitioners as a starting point for deciding on which method to use. However, 
we want to note that the assessment is rather fuzzy and the respective method’s 
score and suitability may vary depending on infuencing factors and corresponding 
variables (Table 7.3). 

7.4 Refections and Future Work 

In the foreseeable future, AVs will fnd their way into our daily lives and continue 
to rise. So will the necessity to design suitable ways to interact with them. With 
our work, we want to contribute to developing desirable human-AV interactions 
by facilitating early prototyping activities. We argued that context-based interface 
prototyping should be used to defne requirements, analyze acceptance and human 
factors challenges, and assess potential design solutions while considering their inter-
relations with contextual factors, particularly from early development phases. In the 
sense of HCAI (Section 2.2.2), we should aim for understandable, trustworthy, and 
secure human-AV interactions. We require a holistic perspective, also to counteract 
the discussed challenges. Furthermore, we conclude the need for (formalized/stan-
dardized) frameworks and toolkits for context-based prototyping to achieve valid 
and reliable assessments from early on. Based on our learnings, we outline what 
we consider relevant for future work regarding those two aspects and illustrate how 
future researchers and practitioners can build upon this dissertation’s contributions. 
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7.4.1 Designing Reliable, Trustworthy, and Secure 
Human-AV Interactions 

HCI designers strive to design optimal interactions between humans and machines. 
Apparently, no one has ever designed a "perfect" HMI that magically matches the 
needs of any possible user. This is simply because it depends. So is the case with 
human-AV interactions. Interactions between Humans and AVs are defned by a 
multitude of contextual and situational facets as well as inter- and intrapersonal 
characteristics (Figure 7.1). In line with the concepts of HCD and HCAI (Section 2.2.2), 
future work needs to (better) understand the interrelations of these factors and their 
consequent effects on (shared) AV/AMoD passengers’ experiences more thoroughly 
and in a holistic manner. Based on that knowledge (and, of course, many testings and 
iterations), we may fnally create HMIs for internal (and external) communication 
that provide users with just the right amount of information and functionality – and 
eventually, overcome the discussed human factors and acceptance challenges. We 
are not yet able to tell exactly how this should be done. However, based on our 
learnings, we want to point out some potential directions for future research on the 
way to designing desirable experiences by adopting a holistic perspective. Future 
work may build on those suggestions, refne the proposed approaches, and, fnally, 
create reliable, trustworthy, and secure human-AV interactions. 

Understandability and Trustworthiness by Design 

From an HCAI/XAI perspective, intelligent systems should enable their users to 
understand them [204]. This may include facilitating humans to understand the AI-
based systems’ decisions – which are often still ’black boxes’. We saw that providing 
users with transparent feedback on AVs’ reasoning can increase passengers’ under-
standing (Chapter 4). While we implemented a rather basic visualization approach, 
future work may investigate more sophisticated and better integrated visualizations. 
But then again, we saw that providing (too much) system feedback can also have 
adverse effects and, e.g., distract or annoy users when it is too engaging. Conse-
quently, future work must fnd the right balance between information provision, 
functionality, and users’ context-dependent needs. Generally, future work should 
investigate interactions from a holistic perspective and create concepts that inherently 
provide users with understanding and (calibrated) trust toward the system by design. 
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Multimodal Interaction, Accessibility, and Confgurability 

The bandwidth of potential AV and AMoD users is vast. Consequently, this is also 
true for various individual needs, goals, skills, and preferences. Beyond safety- and 
security-critical events, AVs should provide users with multiple ways and modalities 
to interact with the autonomous system and facilitate user freedom. This could 
include ’classic’ visual HMIs, but also (speech- and text-based) conversational UIs 
and auditory and tactile feedback. To ensure the accessibility of AVs and AMoD 
systems, future work should investigate appropriate HMIs for people with disabilities. 
Generally, providing users with multiple (redundant) ways to interact facilitates 
meeting accessibility requirements and promotes user freedom. In fact, future work 
may also consider adopting an ability-based approach [180] and provide, e.g., deaf 
and hard-hearing individuals with (avatar-based) sign language communication [180]. 
Building on our fndings on mobile and in-vehicle HMIs (Chapters 5 and 6), future 
work may investigate the interplay of several modalities and touchpoints and the 
resulting ’hybrid’ HMIs from a holistic perspective. Thereby, future work may also 
investigate passengers’ demand to confgure in-vehicle HMIs, e.g., in terms of system 
feedback (Chapter 4), and discover to what extent this should be possible and in 
which situations this may be of value in terms of passengers’ acceptance and UX. 

Balancing Security and Privacy Needs 

In Chapter 6, we investigated the effects of providing shared AV users with informa-
tion on their co-passengers. We saw that disclosing personal information on fellow 
passengers can decrease users’ perceived risk and positively affect their UX, partic-
ularly during night rides. At the same time, participants raised privacy concerns 
associated with the provision of their own personal data to others. Future research 
should further investigate this matter and fnd the right balance between the an-
tagonists security and privacy. Therefore, future work may investigate additional 
measures to increase (perceived) security and feeling of control of passengers and, 
e.g., consider (human) support/contact options before, during, and after the ride or 
concepts like artifcial or human travel companions or buddies (e.g., [226]). 

Long-term Effects and Summative Evaluations 

Empirical research often relies on formative evaluations with ’single-use’ tests. I.e., 
participants experience a product, system, or service in the respective user study for 
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the frst and only time. So is the case for our conducted studies (Chapters 3, 4, 5, 
and 6). This approach is quite common in HCI research and quite effcient, e.g., for 
evaluating early concepts and discovering usability issues. However, some effects 
from interacting with a product, system, or service become only identifable after 
long-term monitoring [125]. Future work may follow the recommendation of ISO 
9241-210 [125] and related work in the AV domain (e.g., Nordhoff et al. [181]) and 
investigate the designed (holistic) concepts for human-AV interaction also with long-
term summative studies. For instance, Richardson [202] conducted a longitudinal [27] 
driving simulator study to investigate the long-term effects of an SAE level 3 system. 
Among other things, they found a signifcant increase in users’ perceived usefulness 
over time. Conducting such studies for AVs may help to optimize acceptance and 
UX. However, they might also require further investigation, refnement, and possible 
standardization of methodological approaches and prototyping methods. 

7.4.2 Toward a Decision Framework for Context-Based Prototyping 
of Human-AV Interactions 

Our answers to RQ2 provide the foundation for a decision framework for context-
based prototyping of human-AV interactions. They contain an overview of general 
infuencing factors and variables (Table 7.3, Figure 7.1), a rough assessment of the 
discussed prototyping methods’ suitability and strengths (Table 7.4) and practical 
recommendations for their application (Table 7.5). Future work may build on these 
contributions, validating the proposed foundations whilst also formalizing and ex-
tending them to a comprehensive decision and support framework for context-based 
prototyping of human-AV interactions. This may also include an extension of the 
prototyping recommendations and the creation of toolkits. 

Validation of Framework Fundamentals 

With Table 7.3 and Figure 7.1, we provide a collection of infuencing factors and 
variables that can and – from our point of view – also should be considered in AV 
HMI design activities as early as possible. We also discussed their relationship and 
dependencies with Equation (7.1). Currently, though, this is a rather theoretical 
proposal. Future work should validate these fundamentals. Furthermore, each 
factor’s practical relevance, matter, and ’weight’ should be estimated. Practical 
implications might depend on the current stage of development, planned HCD 
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activities, and respective use cases and scenarios of interest. Considering this, we 
derived a rough assessment of the methods discussed in this thesis based on our 
experiences with prototyping of in-vehicle HMIs (Table 7.4). While our assessment 
can serve as an initial basis to reason about the methods and their combinations and 
discuss their suitability for certain activities, it should be re-assessed and extended on 
a broader and more objective basis. For instance, systematic reviews/meta-analyses 
of user studies from related work featuring context-based prototyping may be a 
suitable approach. 

Extension and Formalization of a Prototyping Decision Framework 

Based on the proposed validation and assessment of its fundamentals, the framework 
might be formalized and provide (step-wise) guidance, decision support, and practical 
prototyping recommendations for researchers, designers, and practitioners. Future 
work may consider formalizing the framework as a step-by-step wizard to fnd the 
most suitable method(s) depending on relevant infuencing factors and scenarios. 
Furthermore, future work may extend it by further investigating (and/or extending) 
infuencing factors and their interrelations (Figure 7.1). Besides the physical and 
social context focused on in this thesis, this may also include a deeper exploration 
of cultural and situational aspects. A comprehensive formalized framework could 
support reliable and valid investigations and comparisons of HMIs, taking into 
account the various contextual factors that may be relevant. 

Prototyping Recommendations and Toolkits 

The prototyping recommendations we derived based on our learnings (Table 7.5) 
should be refned and validated – e.g., by applying them in empirical user studies. 
Furthermore, future work may extend the recommendations and the method collec-
tion with other (novel, combinations, or more granular contemplations of) suitable 
context-based prototyping methods. This might incorporate a comparative examina-
tion of the respective benefts and downsides of the methods for specifc AV scenarios 
in a standardized manner. Lastly, the framework could be further extended to provide 
toolkits for applying specifc methods and procedures. For instance, regarding video-
based AV simulation (Chapter 3), such toolkits might provide essential work fles 
and assets, including video footage and sound snippets, to create context-based AV 
(interface) prototypes. Furthermore, the toolkits might provide ways for collaboration 
among researchers, e.g., by exchanging footage and assets with peers. 
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7.4.3 Closing Remarks 

AVs are right on our doorstep. Although not all technological challenges have been 
solved yet, AVs will likely become a major form of transportation in the not-so-
far future. However, as we have seen, driverless vehicles face severe acceptance 
challenges among the population. These range from general skepticism or concerns 
regarding comfort and privacy to severe trust issues, safety and security concerns, 
and fear of AI-powered systems. This thesis investigated the design of HMIs suitable 
for counteracting these challenges. To address them early, we particularly argued 
for context-based prototyping of prospective human-AV interactions and derived 
recommendations for future work. We hope that our work contributes its share to 
overcome the hurdles and that – if humanity’s dream of driverless and accident-free 
travel (Figure 1.1) fnally comes true on a large scale – the technology can realize its 
full potential. We live in exciting times and look forward to what the autonomous 
future of mobility holds. 
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Vielleicht, wer woaß des gwieß. 
Es konn sei, dass moang d’Weid untergeht, 
oda dass ois so bleibt wia’s is. 

Pam Pam Ida, ‘Vielleicht’ 
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Acronyms 

aHMI automation HMI. 

AI artifcial intelligence. 

AMoD autonomous mobility-on-demand. 

ANOVA analysis of variance. 

AR augmented reality. 

ATI affnity for technology interaction. 

AV autonomous vehicle. 

CAVE Cave Automatic Virtual Environment. 

CCTV closed circuit television. 

CGI computer-generated imagery. 

CoP change of plans. 

CUI conversational user interface. 

dHMI dynamic HMI. 

eHMI external HMI. 

GUI graphical user interface. 

HCAI human-centered artifcial intelligence. 

HCD human-centered design. 

HCI human-computer interaction. 

HMI human-machine interface. 

iHMI infotainment HMI. 
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IPQ Igroup Presence Questionnaire. 

ISO International Organization for Standardization. 

MR mixed reality. 

MSAQ Motion Sickness Assessment Questionnaire. 

PE perceived ease of use. 

PU perceived usefulness. 

RM-ANOVA repeated measures analysis of variance. 

RQ research question. 

SAE Society of Automotive Engineers. 

SAMoD shared autonomous mobility-on-demand. 

SAV shared autonomous vehicle. 

TAM Technology Acceptance Model. 

TiA trust in automation. 

TICS transport information and control systems. 

TV television. 

UEQ User Experience Questionnaire. 

UEQ-S User Experience Questionnaire, short version. 

UI user interface. 

UX user experience. 

vHMI vehicle HMI. 

VR virtual reality. 

WoOz Wizard-of-Oz. 

XAI explainable artifcial intelligence. 
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2.5 Framework for discussing trust in autonomous systems by Lacher et. 
al [149]. Illustration based on the original diagram of Lacher et al. [149]. 24 
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2.11 HMI framework proposed by Bengler, Rettenmeier, Fritz, and Feierle 
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Autonomous vehicles (AVs; SAE levels 4 and 5) face substantial 
challenges regarding acceptance, human factors, and user experience. 
Human-machine interfaces (HMIs) offer the potential to account for 
those and facilitate AV adoption. 

Since AVs' capabilities and availability are still limited, suitable prototyping 
methods are required to create, evaluate, and optimize novel HMI 
concepts from early development phases. In all human centered 
design activities, physical and social contexts are vital. This thesis 
argues for applying context based interface prototyping of human AV 
interactions to account for their interrelation with contextual factors. 

We adopt a 'research in and through design' approach and explore 
the two intertwined areas: design and prototyping. Regarding the 
latter, we concentrate on straightforward methods. We demonstrate 
an immersive video based approach for lab simulation of AVs and a 
wizard of oz based method for on road AV simulation and prototyping 
of HMIs providing real time information. We apply these methods in 
empirical studies to assess their suitability and explore HMI concepts 
created to counter the aforementioned challenges. Thereby, we investi 
gate the potential of (AR based) object detection visualization and 
concepts for mobile and in-vehicle interaction with (shared) AVs. 

Based on the findings, we provide design and prototyping recommen 
dations that will aid researchers and practitioners in creating suitable 
human-AV interactions. 
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