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„This book, therefore, ends not with answers but with a wish. I want to love 

and be loved. I want to find a way where I don’t hurt myself. I want to live a 

life where I say things are good more than things are bad. I want to keep 

failing and discovering new and better directions.[…] Some day, I will.” 

“ I Want to Die but I Want to Eat Tteokbokki” - Baek Sehee 
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Summary  

The growing danger of antimicrobial resistance and the ongoing fight against cancer 

present an immense challenge for public health. The need for new and innovative 

treatments is evident in both infection research and cancer therapy. 

 

This doctoral thesis focuses on two RNA-binding proteins as potential drug targets: 

The Carbon Storage Regulator System A (CsrA) in bacterial systems and the insulin-

like growth factor 2 (IGF2) mRNA binding proteins (IGF2BPs/IMPs) in mammalian 

systems.  

 

Within this work, the reasons behind selecting both proteins as promising targets for 

anti-virulence/cancer therapy are explained. Furthermore, the process of identifying of 

novel inhibitors against these targets through biophysical screening methods, followed 

by hit prioritization, medicinal chemistry optimization and validation via cell-based 

assays is described. The aim is to discover cell-active compounds suitable for initial 

proof-of-concept studies. 
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Zusammenfassung 

Die zunehmende Bedrohung durch antimikrobielle Resistenz und der fortlaufende 

Kampf gegen Krebs stellen immense Herausforderungen für das globale 

Gesundheitswesen dar. Die Dringlichkeit für neue und innovative 

Behandlungsmöglichkeiten zeigt sich sowohl in der Infektionsforschung als auch in der 

Krebstherapie. 

 

Diese Doktorarbeit konzentriert sich auf zwei RNA-bindende Proteine als 

Wirkstoffziele: Das Carbon Storage Regulator System A (CsrA) in bakteriellen 

Systemen und das Insulin-like growth factor 2 (IGF2) mRNA-bindende 

Proteine(IGF2BPs/IMPs) in Säugetiersystemen. 

 

Im Rahmen dieser Arbeit wird die Auswahl beider Proteine als vielversprechende 

Targets für Anti-Virulenz-/Krebstherapien erläutert. Des Weiteren wird der Prozess der 

Identifizierung neuartiger Inhibitoren gegen diese Proteine durch biophysikalische 

Screening-Methoden beschrieben, gefolgt von der Priorisierung der Hitverbindungen, 

der Optimierung mittels medizinischen Chemie und der Validierung über zellbasierte 

Assays. Das Ziel besteht darin, zellaktive Verbindungen zu finden, die sich für 

anfängliche Proof-of-Concept-Studien eignen. 
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I. Chapter 1: Introduction 

“The time may come when penicillin can be bought by anyone in the shops. Then there 

is the danger that the ignorant man may easily underdose himself and by exposing his 

microbes to non-lethal quantities of the drug make them resistant.”[1]
 

 

78 years ago, Sir Alexander Fleming, who discovered the first antibiotic, warned the 

world in his Nobel lecture about the threat of antibiotic resistance. As he predicted, the 

misuse and overuse of antibiotics have contributed to the development of antibiotic 

resistance, which arose to be a global concern.[2] To acquire antibiotic resistance, 

bacteria mostly go through various genetic mutations that occurs naturally over time.[3,4] 

Mutations typically arises in several categories of genes. Firstly, they can occur in 

genes encoding the targets of the antibiotics themselves, leading to modifications such 

as overproduction of the targets.[5,6] Secondly, mutations can affect genes responsible 

for encoding transporters that facilitate the entry or efflux of antibiotics.[5] Moreover, 

modulation of the membrane permeability can be achieved through mutations.[6] 

Finally, mutations can affect genes encoding regulators that normally suppress the 

expression of antibiotic-modifying enzymes, including chromosomally-encoded 

antibiotic-modifying enzymes and multidrug efflux pumps.[5] 

 

Another way to acquire antibiotic resistance is through the horizontal gene transfer 

(HGT), where resistance genes are transferred between different organisms.[3] The 

acquisition of the genetic material occurs normally using three main mechanisms: 

Transformation, transduction and conjugation.[3,7] 

 

In case of transformation, bacteria incorporate naked DNA from the environment in 

order to repair the DNA or using genetic diversification to increase the adaptability.[7] 

The antibiotic-resistant strains of Streptococcus spp. for example used transformation 

for their evolution.[7] Transduction is based on phage-mediated gene transfer and might 

be involved in resistance development of Staphylococcus aureus. However, 

transduction and transformation mechanisms are difficult to detect outside of 

laboratory environments.[7] 

The most widespread mechanism for prevalence of resistant genes is plasmid- 

mediated conjugation.[7] Gene transfer using conjugation occurs in high-density 

settings such as biofilms, co-infections conditions and the human or animal gut.[7] The 
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plasmid is able to autonomously replicate and transfer genes to the host.[7] Therefore 

plasmid-mediated conjugation leads to the global spread of resistant determinants.[7] 

Thus, it allows bacteria to acquire resistance against multiple antibiotics. 

 

In addition to the mechanisms mentioned above, there is a so-called intrinsic antibiotic 

resistance, which is independent of any prior exposure to antibiotics. This resistance 

refers to genetic traits inherent within the genome of certain bacterial species. These 

traits make them naturally less susceptible to certain antibiotics.[4,7] The mechanisms 

of intrinsic resistance are usually chromosome-encoded, for example in response to 

environmental toxins, non-specific active efflux pumps such as AcrAB/TolC pumps in 

Escherichia coli (E. coli) have actively evolved.[7] Additionally, limited outer membrane 

permeability, such as the case of vancomycin resistance in E. coli, is also a common 

mechanism of intrinsic antibiotic resistance. While intrinsic resistance is not typically 

considered a mutation, it can still be subject to evolutionary changes over time.[4,5,7] 

Genetic variations and selection pressures may influence the level of intrinsic 

resistance in bacterial populations.[5,7] 

 

Nowadays, antimicrobial resistance (AMR) becomes more and more a threat for the 

public health because the resistance is against all types of antimicrobial drugs including 

antibiotics, antivirals, antifungals and antiparasitics.[2,8] According to the World Health 

Organization (WHO) AMR is one of the top 10 global public health and development 

threat.[2] On the one hand, the risks of AMR include the limitation or complete lack of 

treatment options. On the other hand, there is the accelerated emergence and spread 

of AMR due to factors such as the lack of access to appropriate hygiene facilities, 

including clean water, as well as the absence of strong infection and disease 

prevention measures. This so-called “silent pandemic” is not as visible as the COVID-

19 pandemic we had between 2019-2022 but the consequences might be as dramatic 

or even worse. Based on estimation statistics, without any counteractions AMR would 

cause more than 10 million deaths per year globally by 2050.[7–9] 

 

1. Polymicrobial infections 

In general, a healthy human microbiome comprises a rich and diverse community of 

organisms, exhibiting stability and resilience against pathogenic species. To suppress 

the colonization by pathogenic species, commensal bacteria produce their own 
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antimicrobial peptides as a defense mechanism.[10] Conversely, dysbiotic communities, 

that are commonly associated with disease progression, exhibit a reduced diversity 

and are more dominated by a limited number of pathogenic species. Co-infection 

involving pathogenic species leads to enhanced virulence, alteration of infected niche 

through nutrient availability and other factors that affect the microbial growth; or 

modulation of the host immune response such as enhanced tolerance to immune 

radicals, antibiotics or other toxins.[10] These outcomes contribute to the emergence of 

polymicrobial infections.[10,11] 

 

In polymicrobial infections, a prevailing pathogen often enhances the virulence of co- 

infecting microbes through various mechanisms, such as inhibiting competing 

microbes. This is known as microbial interference, facilitating the provision, and 

sharing of nutrients, such as carbon sources or subverting immunity. In other words, 

the specific interactions between pathogenic species, the environment and the host 

organism have a significant influence on the outcome of the disease.[11,12]  

 

Polymicrobial infections can occur in various parts of the body, including the respiratory 

tract, urinary tract, skin, and wounds. In the following section, the focus will be given to 

the respiratory and gastrointestinal associated infections. 

 

1.1 Respiratory and gastrointestinal infections 

Polymicrobial infections mediate acute and chronic diseases, which are associated 

with many respiratory and gastrointestinal infections. In the case of respiratory tract 

viruses, they can destroy the epithelium, which increases the bacterial adhesion and 

induces immunosuppression that leads to bacterial superinfections.[11] An example of 

such a condition is Cystic Fibrosis (CF), an autosomal recessive disorder primarily 

affecting the respiratory system (Figure 1).[13] A mutation of cystic fibrosis 

transmembrane conductance regulator channel (CFTR), which regulates chloride and 

bicarbonate transport, leads to the production of thick and sticky mucus.[14,15] This 

mucus buildup creates an environment in which bacteria and other microorganisms 

can survive. Thus, CF patients are susceptible to polymicrobial infections due to 

compromised immune responses, which makes them suffer from repeated infections. 

These CF-associated infections are facilitated by formation of biofilms altering the pH 

of the airway surface liquid. Some of the pathogens responsible for these infections are 
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Staphylocooccus aureus, Haemophilus influenza and Pseudomonas aeruginosa 

(PA).[10,14] PA is responsible for the transition of acute respiratory infections into chronic 

infections depending on the age of the patients. This pathogen along with another 

gram-negative bacterium Burkholderia cepacia strongly shape and dominate the 

microbial communities in a CF lung.[14] 

Figure 1: Illustrations of polymicrobial respiratory and gastrointestinal infections, originated from [14,15]. A: Lung segment 
of a CF infected patient. Airways are dilated and blocked by thick and sticky mucus.[15] B: Gastroenteritis causes inflamed 
intestinal mucosa. Several bacteria that are responsible for this polymicrobial infection are shown in the illustration as well.[16] 

 

Based on the same principle, gastrointestinal infections arise from the loss of diversity 

in the intestinal microbiome. The human intestine usually harbors a rich community of 

more than thousand bacterial species.[17] However, it has been suggested that the 

actual number of bacterial species residing in the intestine could reach up to 36,000.[17] 

According to literature, antibiotics alter gut microbiota for up to 4 years post-

exposure.[13,18,17,19] The effect of antibiotic mistreatment increases the abundance of 

pathogens of Escherichia, Salmonella, Clostridia and Klebsiella genera among others 

(Figure 1).[13,18,17,19]  

 

The complexity of polymicrobial infections increases challenges for diagnosis and 

treatment. Identifying and targeting all the involved microorganisms is difficult, 

especially since different pathogens may require specific therapies. Furthermore, 

interactions among microorganisms can influence the effectiveness of treatments 

because the presence of one microorganism can protect others from the effects of 

antimicrobial drugs.[10,11] 



5 
 

2. Targeting Gram-negative bacteria 

Gram-negative carbapenem-resistant pathogens, for example Acinetobacter 

baumannii, Pseudomonas aeruginosa and Enterobacteriaceae are the among top 

three difficult-to-treat pathogens on the WHO global priority pathogens list reported in 

2017.[20] Antibiotics with alternative mode-of-actions acting on these Gram-negative 

bacteria are therefore urgently needed.[21] 

One of the major difficulties in targeting these pathogens is their unique cell envelope. 

The cell wall of a Gram-negative bacteria consist of an outer membrane (OM) as well 

as an inner membrane (IM) and the peptidoglycan layer.[22,23] OM consists of a 

sophisticated asymmetric glycerol phospholipid bilayer as an inner leaflet, while 

glycolipid lipopolysaccharides (LPS) form the outer leaflet (Figure 2).[22,23] LPS is 

important to protect the extracellular environment from harmful compounds. IM is also 

formed by phospholipid bilayer.[22,23] The periplasm separates both membranes, which 

consists of a peptidoglycan layer. While it is not considered as a physical barrier for 

drugs, this compartment is important as the site of action for β-lactam antibiotics and 

their potential inactivation by β- lactamases.[23,24] Besides these physical barriers, 

several efflux pumps are also located in the cell envelope that decrease the 

permeability of compounds into the cytoplasm (Figure 2).[23,24]  

 

Figure 2: Cell wall structure of gram-negative bacteria: It is a bilayer cell envelope consists of an OM and an IM separated 
by peptidoglycan layer. Inner leaflet of both membranes is composed of a glycerol phospholipid bilayer while LPS from the 
outer leaflet of the OM. The structure of the LPS is described in the illustration as well (scheme from biorender) 
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The OM plays a crucial role in enhancing AMR as it evolves to protect against the 

damaging effects of antibiotics produced within microbial communities, which arise 

from microbial communication and competition.[24] Furthermore, an effective 

antibacterial drug is not only required to overcome all these obstacles but also have to 

be stable and active enough to reach and address the targets that are beyond these 

surface layers.[24] 

 

2.1 Anti-virulence therapy 

The AMR crisis and the resulting consequences discussed in chapter one emphasize 

the difficulty and intrinsic flaws of using conventional approaches such as bacteriocidal 

and bacteriostatic antibiotics to combat the resistant strains. In the recent years, a shift 

away from the traditional antibiotics has been developed and the “pathoblocker 

approach” came more and more into the focus.[21,25–27] 

 

This alternative mode of action also referred as anti-virulence therapy, aims to disarm 

the pathogen by targeting the bacterial virulence factors. The principle of virulence is 

described as the ability of a pathogen to use virulence factors such as proteases or 

toxins or host tissue-damaging mechanisms that cause diseases.[26] Instead of 

affecting the viability of the pathogens, anti-virulence agents disrupt the interaction 

between the host system and the pathogen by disabling those virulence 

factors.[26,28,25,27] This leads to a lowered selection pressure for resistant mutants 

resulting in a decreased sensitivity for resistance development.[26,28,25] 

Additionally, the spectrum of novel (anti-virulence) targets is broader than the limited 

number of traditional antimicrobial targets. This also helps to prevent cross resistance 

with already existing active agents.[26,27] Since virulence factors are specific to the 

pathogens, anti-virulence therapeutics will typically not affect the natural microbiome 

of the host, thereby colonization of pathogens can be reduced by host immune 

response.[26]  In general, there are two types of pathoblockers: Those that directly 

target specific virulence factors and those who target the regulators of the virulence 

factors.[27] Targeting the regulatory systems offers the advantage of simultaneously 

eliminating multiple virulence factors.[27] One of the potential targeted regulatory 

systems, which will be introduced in the following chapters, is the Csr/Rsm system. 
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3. Csr/Rsm system as anti-virulence target 

The main focus of this doctoral thesis is the investigation of the Carbon Storage 

Regulator A (CsrA, alternatively also called regulator of secondary metabolites RsmA 

in some species), a post-transcriptional regulator affecting mRNA translation and/or 

stability.[29–31] The csrA gene was first discovered by a transposon mutagenesis screen 

for identification of regulators in the stationary phase of growth.[32,33] The reason behind 

it is to understand global gene expression patterns of bacteria confronting fluctuant 

nutrient availability. To adapt and cope with various environmental changes bacteria 

need global regulators for gene expression reprogramming. These investigations 

demonstrated that csrA mutation had pleiotropic effects on various genes related to 

glycogenesis, gluconeogenesis and phenotype such as adherence and cell 

morphology.[32–34] It showed that CsrA allows bacteria to control coordinately 

stationary-phase gene expression and cell growth.[29] Early evidence showed that CsrA 

is not only essential for fundamental physiological properties and metabolism, but also 

for regulation of virulence systems required for host infection, which will be described 

later in the chapter.[29] 

 

An additional reason why CsrA is considered a promising target for pathoblocker 

compounds is the high degree of homology observed among different CsrA proteins 

from various bacteria. CsrA is widespread among Gram-negative pathogens and highly 

conserved in its sequence and function.[29–31,35] For example, the homology between 

CsrA from Y. pseudotuberculosis and CsrA from E. coli is 95%.[29] Furthermore, CsrA 

homologs can also be found in a diverse range of animal and plant pathogens.[33] The 

phylogenetic tree and the amino acid sequences of the homologs are illustrated in 

Figure 3.[29] 

This high homology suggests that inhibiting CsrA could have a broad-spectrum effect 

across multiple bacterial species, making it an attractive target for developing 

antimicrobial strategies that can combat a range of pathogenic bacteria. 
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Figure 3: Phylogenetic tree of the CsrA homologs. The most important homologs and subjects of the thesis are encircled 
in red (A).[29] Amino acid sequences of the three homologs with the assignment of the β-sheets and α- helix are shown in 
B. The sequences are highly conserved and the important binding residue Arg44 is highlighted in green. 

3.1 CsrA structure 

The csrA gene encodes the CsrA protein that consists of 61 amino acids. Based on 

nuclear magnetic resonance (NMR) solution and crystallographic studies of CsrA from 

E. coli and homologs, the structure is composed of a homodimer.[32,35–37] Each 

monomer (about 7 kDa) contains five tandem β-strands (β1 to β5), one α-helix and a 

flexible C terminus (Figure 4). The β-strands are intertwined so that it forms a 

hydrophobic core while the α-helices with the C terminus extend away from the 

protein.[32,35–37] 

 

Figure 4: CsrA dimer is represented in ribbon diagram with chain A in cyan and chain B in green. Leu4 and Arg44 in the 
β1 and β5 strands are important RNA binding residues highlighted in yellow. (PDB: 1VPZ) 

The two identical RNA-binding surfaces are positively charged and formed by the β1- 
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and β5-strands of opposite polypeptides. The highly conserved sequence-specific 

mRNA recognition site contains a core-binding motif GGA. This motif is preferentially 

located within a short hairpin hexaloop (ARGGAU), which is usually overlapping or 

adjacent to the Shine-Dalgarno (SD) sequence (Figure 5).[30,32,35,36,36,38] During RNA- 

protein interaction, each monomer interacts with all six bases in the hexaloop. 

Furthermore, through alanine scanning mutagenesis of E.coli CsrA, amino acid 

residues (Leu4 and Arg44) in the β1 and β5 strands were identified to be essential for 

the in vitro RNA binding.[30] Previous studies have elucidated that dual site binding of 

a single CsrA dimer to one mRNA target occurs when the two target sites are 

separated by a spacer of 18 nucleotides (nt).[30,32,35] An example for dual site binding is 

the regulation of glgC gene encoding a glycogen biosynthetic enzyme. The subsequent 

section provides a detailed description and explanation of this regulatory 

mechanism.[32,33,35,38] 

 

Figure 5: RNA shown in black and green binds to the surface of CsrA. The binding motif GGA is pointed out in the zoom-
in view. (PDB: 1VPZ) 

3.2 CsrA-mediated regulation 

Both negative and positive regulation mediated by CsrA have been elucidated and are 

differentiated in acute infection (positive regulation) and in chronic infection (negative 

regulation). In most of the cases, CsrA acts negatively resulting in the decay of the 

mRNA targets.[31–33,39] The first identified regulatory mechanism of CsrA was the 

translational repression of the glycogen biosynthetic gene glgC. [33,38] One homodimer 

of the protein first binds to the high-affinity site of the glgC mRNA hairpin, which leads 

to the binding of the tethered CsrA homodimer to a low-affinity site overlapping the SD 

sequence. [33,38] All four sites are located in the untranslated leader of the glgCAP 

operon transcript. Bound CsrA blocks the ribosome binding, thus resulting in rapid 

degradation of the polycistronic transcript (Figure 6A).[33,38] 
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Another regulatory strategy of CsrA apart from translational repression is translational 

termination.[32,33] In. E. coli, the operon pgaABCD is responsible for the biosynthesis 

and secretion of biofilm polysaccharide adhesin. CsrA binds to the untranslated leader 

in pgaABCD mRNA, which contains six CsrA binding sites.[32,33] This is the largest 

number of binding sites in an mRNA among all CsrA targets identified so far, which 

reflects in complexity of the regulation.[32,33] Bound CsrA mediates Rho-dependent 

termination by remodeling the transcript and results in exposing the rut binding sites 

for Rho (Figure 6B).[32,33] This regulatory model is the first example of CsrA for directly 

controlling transcription.[33] 

 

Figure 6: CsrA-mediated negative regulation with two different mechanisms: Translational repression (A) and 
Translational termination (B). CsrA regulates the glgC gene by binding to the dual sites in the untranslated region (UTR) 
of glgC operon and inhibits the ribosome binding (A). CsrA binds to the UTR of pgaABCD genes and mediates the Rho-
dependent termination by reshaping the transcript. This leads to exposure of the rut binding sites for Rho.(B).[33] 

Most of the CsrA-mediated activation/stabilization mechanisms have not been well- 

studied.[32,33] For instance, in E. coli, CsrA-binding has a positive influence on flhDC 

mRNA, which is a master operon for flagellum biosynthesis. CsrA stabilizes flhDC by 

binding to two sites at the far upstream (>150 nt) 5’ end of the flhDC transcript. [32,33] It 

leads to prevention of the 5’ end-dependent cleavage by RNase E. This transcript 

stabilization results in activation of flhDC expression, which enhances the motility of 

bacteria (Figure 7AB).[33]
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Figure 7: CsrA-mediated stabilization. CsrA binds to two binding sites of flhDC mRNAs and prevents 5’ end- dependent 
cleavage by Rnase E (A). The cleavage of the master operon for flagellum biosynthesis occurs without the stabilization of 
CsrA and leads to limited motility of bacteria (B).[31]

 

 

3.3 Regulation of the Csr/Rsm System 

 

Figure 8. Simplified regulation circuit of CsrA in E. coli: CsrA is antagonized by sRNAs CsrB/C and chaperone protein 
CesT. While most Gammaproteobacteria use the BarA-UvrY two-component signal transduction system to activate CsrB/C 
transcription, Yersinia pseudotuberculosis relies on the cAMP/Crp system instead.[32,38,40] Furthermore, sRNA antagonists 
are controlled by carbon starvation/stress condition as well. [32,38,40] CsrA can autoregulate its own expression by 
simultaneously activating and repressing it.[32] However, these feedback loops and regulatory circuits are not relevant to 
the current study and are depicted more transparently.[32,33] CsrA mediated regulations have been already discussed in 
chapter 3.2. The regulation of CesT will be described in chapter 3.3.2. 

3.3.1 sRNA antagonists CsrB/C 

The activity of E. coli CsrA is controlled by the sequestration of inhibitory sRNAs 

CsrB/CsrC. According to literature, CsrB is the principle antagonist in E. coli during the 

growth conditions that were tested. CsrC shares both structural and functional 
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similarities with CsrB.[34] The affinity of CsrA for these sRNAs (~350 nt long) is higher 

than for its own target mRNAs. Furthermore, the amount of CsrB/C determines the 

level of CsrA available for binding targets. The reason for the high affinity is due to 

those 13-22 potential binding sites, which are able to sequester ~9 CsrA dimers. 

Suggestion for the CsrA binding element is the repetitive hairpin loop motif 5’-

CAGGAUG-3’ which can also be found in single-stranded segments between the 

loops.[34,38,41] 

 

Figure 9. Structure of both sRNAs CsrB/CsrC. Multiple binding sites allow the sRNAs to sequester more than two CsrA 
dimers.[34,41] 

Experiments with ∆csrB strain showed that its absence caused pleiotropic effects on 

E. coli physiology and expression of downstream targets regulated by CsrA are similar 

affected.[34] Overall, these sRNAs are produced to enable bacteria to fine-tune CsrA 

activity and thus increase the robustness of Csr regulatory circuit.[32,34,38,40,41] 

 

3.3.2 Regulation of csrA via CesT 

Besides applying sRNA antagonism for the regulation of CsrA/RsmA, bacteria also use 

protein to inhibit the activity of CsrA. For example in Enteropathogenic E. coli (EPEC) 

a chaperon protein called CesT (Figure 10) binds to CsrA leading to alterations in 

virulence and metabolic gene expression.[32,42,43] 
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Figure 10. Structure of CesT with CsrA binding sites (PDB: 5Z38). CesT is a dimeric protein and one monomer consists 
of 5 β-sheets (magenta); 3 α-helices (cyan) and loops are shown in salmon. CsrA binding regions are highlighted in green 
and located mainly at the C-terminal region. Tyr152 and Glu121 are the important binding residues highlighted in red and 
encircled (A).[42,43] One CesT dimer is able to bind to two CsrA dimers (red and green).(B). [42,43]  

CesT is responsible for stabilizing and translocating the virulence factors (effectors) 

needed by the type three secretion system (T3SS). In host environment, this strategy 

of T3SS-mediated bacterial infection is adapted for pathogenic survival.[32,42,43] 

Furthermore, previous studies showed that liberated CesT binds to the CsrA regulator 

after injecting the effectors into the host cells. Bound protein decreases the T3SS 

activity and this leads to accumulation of the effectors, which in turn sequester CesT. 

These findings suggested that CsrA and T3SS activities regulate each other indirectly 

in a negative-feedback loop (Figure 8).[32,42,43]  

 

4. IGF2BP2/IMP2 as anti-cancer target 

RNA-binding proteins are important in numerous physiological processes, as 

previously elucidated alongside the post-transcriptional regulator CsrA. A side project 

in this doctoral thesis focused on the human insulin-like growth factor 2 (IGF2) mRNA 

binding proteins (IGF2BPs/IMPs). There are three known members of the IGF2BP 

family: IGF2BP1, IGF2BP2, and IGF2BP3. The discovery of these proteins dates back 

to 1999 and among them, IGF2BP2 or commonly known as IMP2 with a molecular 

mass of 66 kDA plays a critical role in the maintenance of RNA stability, translation 

and localization.[44–46] 

 

4.1 IMP2 structure 

All three mammalian IMPs have highly conserved amino acid sequences and shared 

share an overall sequence identity of 56%. Structurally, IMP proteins comprise two 

RNA recognition motif domains (RRMs) N-terminally followed by four consecutive 
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hnRNP (KH) domains. The arrangement of these domains is in three pairs, namely 

RRM12, KH12, and KH34. (Figure 11). Despite the high sequence similarity, each IMP 

protein regulates different RNA targets and they are distinguishable in their phenotypes 

according to knockouts (KO) experiments.[47–49] 

 

 

Figure 11. Schematic diagram of the conserved IMP2 domain arrangement.[50] 

IMP2 shares a lower sequence homology with the two other IMP family members, while 

IMP1 and IMP2 share a sequence homology of 73%. Additionally, IMP2’s expression 

lasts throughout life compared to the expression pattern of IMP1 and IMP3, which is 

from the mid-to-late period of embryonic development with little to no expression in 

adults. However, reactivation of their expression has been observed in various tumors 

through clinical studies, suggesting a potential involvement of IMP1 and IMP3 in the 

development of cancer.[45] Nevertheless, the structural sequence identity of all three 

IMPs’ RNA binding domains is high with more than 70%.[48,49]The N-terminal RRM 

domains and all four KH domains have been proposed as contributors to stabilizing 

the association between IMPs and RNA.[48] Previous in vitro and in vivo investigations 

have emphasized the importance of the C-terminal KH34 domains in RNA recognition. 

Although the experimental evidence primarily based on IMP1, the extensive structural 

and sequence similarity suggests that the KH34 RNA binding properties could extend 

to the entire IMP protein family.[47–49] 

 

The architecture of a single KH domain refers to the type 1 KH fold (βααββα) and 

together both domains arrange in an anti-parallel pseudo-dimer conformation 

(Figure 12). This orientation facilitates the interaction with target RNA by positioning 

the putative RNA binding surfaces at opposite ends of the molecule.[49]Based on such 

structural arrangement, IMPs can select for RNA targets containing two distinct protein 

binding regions interspacing by a number of nucleotides.[49]
 

According to previous studies, sequence-specific recognition is primarily facilitated by 
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the variable loop regions of KH34 domains.[45] For example, mutations in the loop 

regions, particularly specific variable loop amino acid, confirmed the differences 

observed in the sequence specificity between IMP1 and IMP2.[45] Mutated residues in 

the linker between KH domains or the KH domain variable loop also reduce the affinity 

of RNA-binding proteins (RBPs) for their targets.[45] These findings emphasized the 

importance of the various loop for sequence-specific recognition. In case of IMP2, the 

recognition of specific RNA is through the interactions between the GXXG motifs and 

the variable loops shown in Figure 12. IMP2-specific sequences are dominated by 

AGGU and UGGA.[45] In general, the GXXG motifs of IMP family members contain 

multiple positively charged residues, suggesting a preference for interaction with the 

negatively charged phosphate backbone of RNA.[45] 

 

Figure 12. Secondary structure of IMP2 KH34 domains. KH3 is shown in red and KH4 is shown in green. Due to the anti-
parallel arrangement of this pseudo dimer, potential RNA binding surfaces position at opposite ends of the molecule. The 
variable loops for sequence-specific recognition are encircled in red. (PDB: 6ROL) 

 

4.2 IMP2 regulation 

In general, IMPs are found in the cytoplasm and form with their target mRNAs distinct 

ribonucleoproteins (mRNPs)(Figure 13).[47] These stable protein-RNA complexes 

together with various RNA-binding proteins (RBPs) allows the control of mRNA 

translation, transport, and degradation as illustrated in Figure 13. As an example, the 

stabilization of c-myc mRNA through the coding region determinant (CRD) is ensured 

by four of these RBPs (HNRNPU, SYNCRIP, YBX1, and DHX9).[51] IMP1 is associated 

with these factors in a CRD-dependent manner and has similar distribution pattern as 

them in non-polysomal cellular fractions containing c-myc mRNA.[51] Moreover, 
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colocalization of IMP1 with the four RBPs in the cytoplasm has been observed.[51] The 

regulation is based on “caging” or releasing the mRNAs for specific target processes, 

which are mostly triggered by phosphorylation events.[47] For example, IMP1 activates 

the translation of β-actin (ACTB) mRNA by Src-directed tyrosine phosphorylation within 

the linker region that bridges KH2 and KH3 domains.[47,52] Another example is the 

IMP2-mediated regulation of increased IGF2 protein synthesis.[46] IMP2’s N-terminal 

linker region connecting RRM2 and KH1 is phosphorylated by the mammalian target 

of rapamycin complex 1 (mTORC1).[47,53] The phosphorylated IMP2 indirectly regulate 

and influence the upregulation of IGF2 translation by associating with the IGF2 leader 3 

of 5’- untranslated region (UTR). [47,53] 

 

Figure 13. Simplified scheme of IMPs-mediated regulations. IMPs associated with specific target mRNAs along with other 
RBPs within cytoplasmic mRNPs. The process of dissociating these associated mRNAs from mRNPs can lead to either 
mRNA degradation or mRNA translation for protein synthesis. The reason for forming stable mRNPs is to facilitate the 
directed mRNA transport along the microtubule and/or actin cytoskeleton. To prevent uncontrolled translation of sorted 
mRNAs, translational silencing mechanisms of localized transcripts are used while undergoing transport.[47] (Scheme 
generated with Biorender) 

Prior investigations have demonstrated a significant correlation between the IMP2 

gene and the development of type 2 diabetes (T2D) by disrupting insulin secretion.[44–

46] However, of particular importance is the involvement of IMP2 in the regulation of 

cancer development and progression. Previous studies have shown that IMP2 exhibits 

a higher amplification and expression across various cancer types compared to IMP1 
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and IMP3.[44–46] The ability of IMP2 to regulate directly and indirectly the expression 

and translation of diverse oncogenes, for example breast, colorectal and lung cancer[46] 

leads to a multitude of biological processes, such as an increase in growth rate, cell 

proliferation, migration, and invasion. Moreover, IMP2’s impact on oncogenes 

influences cell metabolism and promotes epithelial-mesenchymal transition.[44–46] 

 

Based on in vitro and in vivo data demonstrating the promotion of tumorigenesis and 

tumor progression in liver and colon cancer for example, IMP2 emerges as a promising 

target for gastrointestinal tumor treatment. Notably, the expression of IMP2 is higher 

in cancer cells compared to normal cells, making it a specific target. Consequently, this 

project aims to conduct fluorescence polarization (FP)-based screening to identify 

potential small-molecule inhibitors that disrupt the protein-RNA binding associated with 

IMP2. 

 

5. Biophysical methods and in bacterio assays 

5.1 Fluorescence Polarization-based Competition Assay 

The discovery of novel drugs and therapeutics relies on important and well-established 

methods such as screening of compound libraries to identify novel inhibitor scaffolds 

against a certain biological target. Reliable, homogenous and robust assay 

technologies are required for high-throughput screening (HTS).[54,55] One of such 

technologies is the fluorescence polarization (FP)-based assay, which has been 

exploited for interrogating a broad range of molecular interactions (like protein-protein, 

protein- peptide, protein-nucleic acid and protein-small molecule).[54,55] The 

advantages of this methodology are for example evaluation of molecular processes in 

solution and the possibility to measure multiple times at once. Furthermore, it is less 

pricey and insensitive towards some assay interferences. Hence, the FP assay is one of 

the favorited methods nowadays for biophysical screening and determination of 

inhibitory activity.[54,55] 
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Figure 14. Principle of the fluorescence polarization assay. Due to the slow molecular rotation, bound fluorophore causes 
polarization retention of the emitted light (high polarization value). Free fluorophore, which is replaced by potential inhibitors 
and therefore rapid rotation occurs, emits highly depolarized light (low polarization value).(Scheme generated with 
Biorender) 

The principle of FP assay is based on the irradiation of fluorophore probe with linear 

polarized light and detecting its emitted fluorescence with a degree of polarization, 

which is dependent on the molecular rotation. If the fluorescent molecule is bound to a 

larger molecule or a surface, its rotation and mobility are restricted, resulting in a higher 

degree of polarization.[54,55] 

 

Figure 15. Two specific RNA sequences labeled with fluorophore bind to CsrA. Each CsrA homolog has a different RNA 
sequence (A). Sigmoidal inhibition curve of a typical competition experiment in which an inhibitor competes with labeled 
RNA sequence. Fluorescence polarization (millipolarization mP) is plotted against the logarithmic inhibitor 
concentration .Determination of the binding affinity is based on the IC50 values (B).(Scheme generated by Biorender) 

In the frame of this work, the specific RNA sequence is labeled with a fluorophore, which 

is designed to bind to CsrA. (Figure 15A) To perform the assay the fluorescent RNA 

sequence and CsrA are mixed in a solution. (Details of the procedure are shown in the 

following chapters). The degree of polarization is measured using fluorescence 

polarization reader (Clariostar). This instrument emits polarized light and detects the 
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emitted light's polarization intensity. By measuring the change in polarization, the 

binding affinity of potential inhibitors in competition to the labeled RNA sequence can 

be quantitatively assessed. The determination of the IC50 values is possible as well as 

single point measurements in inhibitors screening, which have been used for the CsrA 

and IMP2 project (Figure 15B).[30,31,44] 

 

5.2 Luciferase reporter gene assay 

The general term for emission of photons occurs without being caused by heat is 

Luminescence. It means any substance that can emit the light from their electronically 

excited states is luminescent. Fluorescence, as described in the previous paragraph, 

is only a type of Luminescence, which occurs in chemical or biological systems through 

spontaneous relaxation of electrons usually from a singlet excited state to a singlet 

ground state after absorption of electromagnetic radiation.[56,57] 

 

The emission of light by living organisms mediated by biochemical processes is 

described as bioluminescence. The bioluminescent properties of bacterial luciferases 

for example can be utilized to investigate the real-time inhibitory effects on target 

protein levels. These luciferases are capable of emitting light when exposed to luciferin 

(reduced riboflavin phosphate, FMNH2), a substrate that undergoes oxidation in 

association with a long-chain aldehyde and an oxygen molecule.[56,57] By introducing 

the luxCDABE operon derived from bacteria, cells can produce detectable light at a 

wavelength of 490 nm. This operon consists of the genes encoding the luciferase 

enzyme (LuxAB) and the enzymes responsible for synthesizing the substrate 

(LuxCDE).[56,57] 

 

In this study an in bacterio assay based on luciferase reporter gene assay is 

established in order to assess potential hits targeting CsrA (Figure 16). The whole 

procedure will be described in detail in chapter III.2. 
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Figure 16. In bacterio assay based on luminescence reporter gene assay for assessment potential CsrA inhibitors. A fusion 
vector containing glgC promoter region and luxCDABE genes is illustrated in (A). Inhibition of CsrA leads to upregulation 
of glgC expression resulting in enhancement of the bioluminescence (B). (Scheme generated with Biorender) 

5.3 RT -qPCR 

In order to understand the impacts of novel inhibitory compounds on CsrA, the analysis 

of the gene expression of either CsrA’s target or CsrA-modulated genes is crucial and 

important for this research. Among the techniques available for quantifying gene 

expression, Reverse Transcription-quantitative Polymerase Chain Reaction (RT- 

qPCR) has emerged as a reliable, powerful and commonly used tool. This technique 

combines the principles of reverse transcription (RT) and quantitative polymerase 

chain reaction (qPCR), enabling measurement and quantification of RNA molecules of 

interest (Figure 17).[58,59] 

 

The principle of RT-qPCR involves the conversion of RNA molecules into 

complementary DNA (cDNA) through the process of reverse transcription. A limiting 

factor of this step is the contamination of the RNA template by (genomic) DNA. That is 

why it is important to add a DNAse incubation step during the procedure of RT-PCR. 

The resulting cDNA from RT-PCR serves as the template for subsequent amplification 

and quantification of the target RNA using qPCR. The determination of the initial RNA 

concentration can be monitored in real-time during each PCR cycle. RT-qPCR enables 

measurement of gene expression levels, even when RNA quantities are limited. Using 

gene-specific primers the sensitivity and specificity of target cDNA can be increased 

and reduce the unspecific background.[58,59] 
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Figure 17. Simplified workflow of a typical RT-qPCR. This scheme describes the steps from RNA extraction of different 
strains to RT-PCR of the purified RNAs and ends at qPCR procedure. (Scheme generated with Biorender) 
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II. Chapter 2: Aim and Scope 

Polymicrobial infections pose a serious threat for the public health in the present days. 

Due to the increasing prevalence of antimicrobial resistance, the development of new 

drugs that bypass resistance mechanisms is a critical step in modern infection 

research. Concurrently, the battle against cancer diseases remains an ongoing 

challenge, with no definitive end in sight. Both areas of research require continuous 

efforts and innovative approaches to improve patient outcomes and address these 

complex and evolving health threats. 

 

In both indications, the aim is to address unexplored promising target proteins through 

medicinal chemistry. In the present work, these target proteins undergo 

macromolecule-macromolecule interactions. To be specific, these targets are the 

Carbon Storage Regulator System A (CsrA) in bacterial systems and the human 

insulin-like growth factor 2 (IGF2) mRNA binding proteins (IGF2BPs/IMPs) in 

mammalian systems. The commonality of both target proteins is their RNA-binding 

ability. 

 

In the context of this doctoral thesis, new starting points (hits) against these targets will 

initially be identified using biophysical methods. Recombinant production of the target 

proteins will be carried out, followed by screening of compound libraries using 

Fluorescence Polarization. These hits will be prioritized based on their properties 

(synthetic accessibility, solubility, metabolic stability). Subsequently, these compounds 

will be selected and verified through cell-based assays and undergo medicinal 

chemistry optimization to improve pharmacodynamic and pharmacokinetic properties. 

The goal is to generate initially cell-active substances suitable for general proof-of-

concept studies. 

 

The first part of this work (chapter III) focuses on targeting CsrA. Phage display-based 

screening led to the discovery of a novel peptide-based inhibitor. (chapter III.1) 

Furthermore, chapter III.2 describes the development of the first in bacterio assay for 

evaluating potential CsrA inhibitors. A follow up manuscript is currently being prepared, 

highlighting the identification of promising inhibitor scaffolds from a commercial library 

through virtual and FP-based screening.  

Moving to chapter IV, this section explores the potential of IGF2BP2/IMP2 as a 
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promising target for cancer therapy. Utilizing FP-based screening (chapter IV.1), small- 

molecule inhibitors were identified, which were further validated through additional 

assays like thermal shift assays (TSA) and saturation transfer difference (STD-) NMR. 

Subsequent in vivo tests, including xenograft models, confirmed the therapeutic 

potential of these inhibitor scaffolds against IMP2. Chapter IV.2 delves into the crucial 

role of IMP2 in anti-cancer therapy. It discusses the association between IMP2 and the 

regulation of polo-like kinase 1 (PLK1), a critical player in cancer. Dysregulation of 

PLK1 can lead to chromosomal instability (CIN) in cancer cells. By targeting IMP2, a 

reduction in the proliferation of PLK1-overexpressing tumor cells was observed among 

others, indicating the potential of IMP2 as a key therapeutic target in cancer treatment. 
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Abstract  

Tumor heterogeneity represents a major therapeutic challenge that underlies treatment 

resistance. The polo-like kinase 1 (PLK1) is overexpressed across all cancers, inducing 
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chromosomal instability (CIN). As CIN promotes intra-tumor heterogeneity, and direct PLK1 

inhibition has not yielded clinical advances, we aimed to target its genetic interactions by using 

the synthetic dosage lethality (SDL) approach to overcome the challenges associated with 

heterogeneity and ensure selective killing of PLK1 overexpressing tumor cells. We performed 

a genome-wide shRNA screen, selected 105 SDL candidates using computational strategies 

and evaluated them by an in vivo pooled CRISPR and a matching in vitro arrayed CRISPR 

screen in a patient-derived xenograft model of breast cancer. We next used direct capture 

Perturb-seq to characterize individual SDL hits that can eliminate PLK1-overexpressing single 

cells. Our unbiased strategy identified IGF2BP2/IMP2 as a top SDL hit. We also found that 

IGF2BP2 suppression, either genetically or pharmacologically, downregulates PLK1 and 

ultimately, reduces tumor growth. Taken together our observations strongly suggest that 

targeting genetic interactions of PLK1 represents a promising therapeutic avenue. As PLK1 is 

overexpressed in multiple cancers, our work is likely to trigger broad therapeutic implications. 

 

Introduction 

Tumor heterogeneity is an enormous clinical challenge as it provides selective evolutionary 

advantages to subsets of cancer cells, leading to the establishment of aggressive clones that 

are metastatic and treatment-resistant (1-3). The current drug development programs focus 

on co-targeting multiple pathways within cancer cells. For example, the clonal heterogeneity 

in colorectal cancer was overcome by simultaneous co-inhibition MEK and EGFR kinases (4). 

A promising approach to overcome intra-tumor heterogeneity is based on targeting factors that 

directly contribute to genetic diversity and intra-tumor heterogeneity (5). This approach should 

limit the acquisition of multi-drug resistance and treatment failure. 

Chromosomal instability (CIN) is one of the key driving forces of genetic diversity within 

tumors, and at the same time remains as a key underlying feature of genetically diverse 

malignancies (6-13). CIN arises due to aberrant mitotic divisions or defective double strand 

break repair or replication stress or ineffective telomere maintenance (7, 8, 10, 12, 14-19). The 

polo-like kinase 1 (PLK1) is a serine/threonine protein kinase and is a central player in 

controlling CIN (20-22). On the molecular level, PLK1 contributes towards the stability of the 

genome by signaling the initiation of mitosis, centrosome maturation, bipolar spindle formation 

and chromosome segregation, and cytokinesis (20, 23-26). Constitutive overexpression of 

PLK1 leads to CIN and aneuploidy, a common salient feature of most cancers (22, 27). In fact, 

tumor cells upregulate genes like PLK1 to support their survival and propagation (28-31). 

Previously, we have shown that changes in the expression patterns of genes like PLK1, 

involved in the maintenance of CIN and factors that remodel tumor microenvironment, 

represent some of the earliest events of tumor evolution (32). Consistent with this idea, PLK1 

is overexpressed in a wide range of cancers, including breast (33), colon (34), pancreatic (35), 

gliomas (36), lung (37) and prostate (38). However, even after 30 years of its discovery (39) 

and 20 years after recognition of its pro-malignant properties (40), bringing PLK1 inhibitors into 

clinical applications remains extremely challenging. The lackluster effectiveness of PLK1 

inhibitors is due to the difficulty of achieving PLK1-specific inhibition (24). Unwanted inhibition 

of closely-related members of the polo-like family can lead to toxicities in nervous system (41), 

or those that might interfere with the hypoxic response and promote angiogenesis (42). 

Additionally, PLK1 itself plays key roles in controlling a multitude of cellular processes 

regulating CIN. Complete loss-of-function of this protein could be detrimental to normal cells 

(24, 43), and may defeat the tumor-selective basis of treatment. Thus, considering the diverse 

functions of PLK1 and its family members there are still major challenges in using PLK1 

inhibitors in cancer therapy and alternative strategies are required. 
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To take advantage of frequent PLK1 overexpression in tumors, we applied the genetic 

approach called Synthetic Dosage Lethality (SDL), where an overexpression of a gene, like 

PLK1, is lethal only when another, normally non-lethal, genetic alteration is also present (44, 

45). SDL is still a largely untapped area in cancer research. Since tumor cells upregulate genes 

like PLK1, discovery of SDL interactions is a valuable method to reveal new therapeutic targets 

for cancer treatment (46-48). Unlike a direct inhibition of PLK1, where cancer cells may 

undergo cell death or cell cycle arrest or increased aneuploidy, suppression of molecules that 

exhibit SDL interactions with PLK1 should result only in cell death (Figure 1A). Here, we report 

the integration of multiple, unbiased platforms, including genome-wide pooled shRNA 

screening with subsequent validation of SDL targets using pooled in vivo and arrayed in vitro 

CRISPR/Cas9 screens in a patient-derived xenograft (PDX) model. As PLK1 overexpression 

leads to cellular heterogeneity, there is also a need to confirm if suppression of its SDL 

partner(s) truly eliminates PLK1 overexpressing cells. Therefore, we evaluated the effect of 

the top SDL targets, at the single cell level, using a single cell CRISPR/Cas9 screen (Perturb-

seq) with direct capturing of guide RNAs (49). This work convincingly identified IGF2BP2 as a 

potential new therapeutic target and a novel regulator of PLK1 expression. Subsequent studies 

using a newly characterized pharmacological inhibitor of IGF2BP2, was found to affect the 

expression of PLK1 and preferentially eliminates PLK1 overexpressing cells and tumors.   

 

Methods 

Cell lines, transfections, transductions and antibodies used in the study. 

All cell lines were purchased from Cedarlane labs, unless indicated (Burlington, Ontario, 

Canada), a Canadian distributor for American Type Culture Collection (ATCC) or from 

MilliporeSigma. Cell lines purchased from ATCC/Sigma were passaged for less than three 

months at a time following resuscitation and therefore, no additional authentication was 

performed. BT549 cells were cultured in RPMI media with 850ng/ml Insulin, 10% fetal bovine 

serum and 1% penicillin/streptomycin at 37°C and 5% CO2. MDA-MB-231 and MCF7 cells 

were cultured in DMEM media with 10% fetal bovine serum and 1% penicillin/streptomycin at 

37°C and 5% CO2. HCC1143 cells were cultured in RPMI medium with 10% fetal bovine serum 

and 1% penicillin/streptomycin at 37°C and 5% CO2. Hs578Bst cells were cultured in ATCC 

Hybri-Care Medium (Catalog No. 46-X) with 30 ng/ml mouse EGF, 10% fetal bovine serum 

and 1% penicillin/streptomycin at 37°C and 5% CO2. HCT116-PLK1 cells were (a kind gift from 

Pierre-Fabre) cultured in McCoy’s 5A media supplemented with 5% fetal bovine serum and 

1% penicillin/streptomycin at 37°C and 5% CO2 with 200 µg/mL hygromycin (to allow the 

maintenance of Plk1 expression vectors) and 10 µg/mL blasticidin (to allow inducible TREX 

system selection) and induced with 4 ng/mL doxycycline or 500 ng/mL tetracycline. HCI-010 

PDX cells (a kind gift from Welhm lab) were cultured using DMEM-F12 (Gibco) supplemented 

with 50 µg/mL gentamicin, B27 supplement (Gibco), 20 ng/mL human epidermal growth factor 

(Stemcell Technologies), 20 ng/mL basic fibroblast growth factor (Stemcell Technologies), 10 

µg/mL insulin, 500 ng/mL hydrocortisone, and 0.02% heparin (Stemcell Technologies) in low-

attachment tissue culture plates (Corning) at 5% CO2. Lentiviral particles were generated by 

transfecting HEK293T cells with psPAX2, pMD2.G, and pLKO.1-shRNA 9:1:10 plasmid 

mixture using Xtremegene 9 transfection reagent (Sigma) and Optimem Serum Free media 

(Gibco). Media was replaced with DMEM containing 2% (w/v) bovine serum albumin 18 hours 

post-transfection, and lentivirus-containing media was harvested at 48- and 72-hours post-

transfection. Transfections with siRNA for Hs578Bst were carried out using RNAiMax 

transfection reagent (Life Technologies) and Optimen Serum-free media to a final siRNA 

concentration of 50 nM. Cas9-expressing HCI-010 cells were generated by transducing HCI-
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010 with Cas9-blast lentiviral particles (addgene #52962), replacing the lentiviral media after 

24 hours, and adding 5 ug/mL blasticidin selection 48 hours post-transduction for 21 days. The 

antibodies GAPDH (sc-25778) and PLK1 (sc-5585) were obtained from Santa Cruz, Cas9 

(ab191468), IGF2BP2 (ab128175) from Abcam, tubulin (#T902) from Merck, and PARP 

(9542S) from Cell Signaling. 

 

Genome-wide pooled shRNA screening and data analysis 

Screening and microarray scoring was performed as previously described (50). HCT116-PLK1 

cells were transduced at an MOI of 0.3 and 24 hours after transduction cells were treated with 

2 µg/mL puromycin for 48 hours. Puromycin-selected cells were divided into two populations 

and one population was induced with doxycycline (PLK1-IN) at day 0. Cells were passaged 

over 16 days with 200x hairpin representation, and samples were collected at day 0, 8, and 

16. Genomic DNA was extracted for each timepoint and shRNA sequences PCR-amplified 

using 98°C for 3 minutes, followed by 98°C for 10 seconds, 55°C for 15 seconds, 72°C for 15 

seconds for 29 cycles. Amplified hairpins were XhoI digested, and the stable half hairpins gel 

extracted and purified and used for probe hybridization on UT-GMAP 1.0 microarrays. The 

signal intensities for the microarray were normalized with quantile normalization and shRNAs 

with signal below the background (i.e. log2 scale of less than 8) at initial timepoint T0 and 

signals below 0 in timepoints T8 and T16 were removed prior to further analyses to compute 

the fitness score, The weighted differential cumulative change (WDCh) for each shRNA 

between the doxycycline induced cells (PLK1-IN) and its isogenic uninduced cells (PLK1-UN)  

was calculated for each consecutive timepoints using the formula: 

𝑊𝐷𝐶ℎ = ∑
𝜀

𝑡 + 1
(𝑥𝑡+1,𝑟

𝑃𝐿𝐾1−𝐼𝑁 − 𝑥𝑡,,𝑟
𝑃𝐿𝐾1−𝐼𝑁)

𝑇

𝑡=0

− ∑
𝜀

𝑡 + 1
(𝑥𝑡+1,𝑟

𝑃𝐿𝐾1−𝑈𝑁 − 𝑥𝑡,𝑟
𝑃𝐿𝐾1−𝑈𝑁)

𝑇

𝑡=0

 

 where 𝑥𝑡,𝑟
𝑃𝐿𝐾1−𝐼𝑁  is the normalized signal intensity of the PLK1-IN cells at time point 𝑡 ∈

(0, . . 𝑇) in replicates 𝑟 ∈ (1. . 𝑁). Similarly, 𝑥𝑡,𝑟
𝑃𝐿𝐾1−𝑈𝑁 are for PLK1-UN cells. 𝜀 is a constant that 

determines the weight between each time point so that shRNA drop at earlier time points are 

ranked before the shRNA that drop at later time points. Gene level WDCgene was computed as 

the average of the top two shRNA with most negative value for that gene using the formula 

below.  

𝑊𝐷𝐶𝑔𝑒𝑛𝑒 = 𝑎𝑣𝑒𝑟𝑎𝑔𝑒(𝑎𝑟𝑔
ℎ,ℎ′
𝑚𝑖𝑛 [𝑊𝐷𝐶𝑔𝑒𝑛𝑒,ℎ  ; 𝑊𝐷𝐶

𝑔𝑒𝑛𝑒,ℎ′]) 

To identify shRNA and their corresponding genes that are significantly different between the 

between PLK-IN and the PLK1-UN cells, Student t-test was used in combination with the 

permutation test p-value by estimating the frequency of randomized, shuffled WDC with more 

negative values in comparison with the observed gene level WDC value, as previously 

described (50). Bayesian analysis of gene essentiality algorithm was used to evaluate the 

performance of the screens (51). 

 

Computational analysis and datasets 

Reactome pathway enrichment was done by using the Reactome database to assign genes 

into pathways (https://reactome.org/) (52) and then running gene enrichment analysis on the 

query gene set of 960 PLK1 screen hits using idep software package (53). Gene expression 

analysis was performed using The Cancer Genome Atlas database downloaded from Genomic 

Data Commons data portal (https://portal.gdc.cancer.gov/) for 33 different cancer types. The 

RNASeq Expectation Maximization (RSEM) normalized mRNA expression data was 

transformed to log2 scale and the Spearman-rank correlation between PLK1 and every single 

of the 960 SDL hits was calculated in each of the 33 different malignant patient samples. The 
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resulting correlation coefficient (r) was then clustered by calculating the Euclidean distance 

between different genes.   

The gene expression profile from the Cancer Cell Line Encyclopedia database (54) was 

used to rank cell lines by PLK1 expression to classify them as two groups of cell lines that 

over- or under-express PLK1. For the essentiality datasets from Project Achilles (55) as well 

as Marcotte et al.,(56), the top 25% and bottom 25% of the ranked cell lines were assigned as 

PLK1-overexpressing and under expressing respectively. To determine if a PLK1 screen hit 

was classified as essential or non-essential, the fold change of the essentiality scores between 

the PLK1-overexpressing and PLK1-underexpressing groups, as well as the p-value 

significance was calculated using the Mann-Witney U-test.  

ToppGene candidate gene prioritization (57) was performed using “PLK1” as the training 

gene set and the list of 960 PLK1 screen hits as the test gene set. ToppGene compiles 

functional annotations and network analysis from gene ontology for molecular function, 

biological process, and cellular component, gene expression, pathways, protein domains, 

transcription factor binding sites, miRNA targets, drug-disease interactions, disease-drug 

interactions, and interactions published in NCBI search engine PubMed. Gene expression data 

from the TCGA was used to divide patients into two groups based on PLK1 expression and 

PLK1 screen hit expression for each of the 960 PLK1 screen hits. The two groups are 

illustrated in Figure 2D. The median gene expression value for PLK1 and for the screen hit 

was determined and used as the cut-off value to divide samples into PLK1 low and PLK1 high. 

TCGA clinical data was then used for standard Kaplan-Meier analysis between the patients 

exhibiting natural SDL and those who do not exhibit natural SDL. 

Drug response analysis was performed by using the Genomics of Drug Sensitivity in 

Cancer (GDSC) dataset. GDSC contains the gene expression as well as the drug-response 

for various drugs treated in several cancer cell lines. We grouped the cell lines based on the 

expression of PLK1 as top 1% and bottom 1% cell lines. Then we computed the p-value 

significance using Mann-Whitney U-test of the IC50s of the inhibitors of SDL hit present in 

GDSC between the high and low PLK1 cells.  

 

Pooled in vivo CRISPR screening 

Mice were housed in sterile conditions at the University of Saskatchewan and all animal 

protocols were reviewed and approved by the University of Saskatchewan Animal Research 

Ethics Board. Digital caliper measurements were used to monitor tumor size and tumor volume 

was calculated by the formula A/2*B2 (where A and B are the long and short diameters 

respectively). The sgRNA sequences used in the imaging experiment were pooled and used 

to generate a pooled lentiviral library. HCI-010 and HCI-010+Cas9 PDX-derived cells (58) were 

transduced at an MOI of 0.3 and after 24 hours were selected using 2 µg/mL puromycin. After 

48 hours of selection, 3 million viable cells mixed 1:1 with Matrigel (Corning) in a total volume 

of 100 µL were injected into the mammary fat pad of 6- to 8-week-old female mice and allowed 

to grow for 3 weeks. Tumors were harvested and flash frozen using liquid nitrogen. Genomic 

DNA was extracted using mortar and pestle and a DNA Blood Maxi kit (Qiagen). Sequencing 

library was constructed as described previously (59) with a small modification to primers of the 

first PCR to match the vector backbone (60) (Forward primer 5-caaaatacgtgac 

gtagaaagtaataatttcttgggtag-3’ and reverse primer 5’-gcgtaaaattgacgcatgt 

gttttatcggtctgtatatcgag-3’). The fastq files were aligned to the sequence library using Bowtie2 

alignment package. The alignment with scores above the default threshold score is mapped 

to the library. The count matrix data were analyzed as described in pooled screen analyses 

above.  
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Microscopy and imaging 

HCI-010 and HCI-010+Cas9 were seeded in 96 well low attachment plates at a concentration 

of 10 000 cells per well with 8 µg/mL polybrene and 100 µL of sgRNA-lentiviral targeted pool 

(2 sgRNA for each target gene, one gene per well) in 200 µL total volume. After 24 hours, 

media was replaced with media containing 2 µg/mL. After 48-hour puromycin selection, 4 sites 

per well were imaged at 4x objective using brightfield setting for several days (Day0, Day4 and 

Day 6). After imaging, the images were analyzed using MetaXpress custom module where the 

cells were carefully identified by eliminating any artifacts.  The custom algorithm was also used 

to measure the area, perimeter and number of cells per well. The increase in cell confluency 

each day was compared to baseline (Day 2) and then the HCI-010+Cas9 was compared to 

HCI-010 to determine if the gene knockouts caused a decrease in cell proliferation. 

 

Direct-capture of guide RNA using Perturb-seq screen 

10x Genomics Chromium Next GEM Single Cell 3’Reagent Kits compatible sgRNA library 

including 130 sgRNAs (targeting 65 genes), 15 non-targeting controls, 16 positive controls 

were generated by MilliporeSigma. Samples for Direct-capture Single-cell Perturb-seq were 

prepared by transducing MCF7-Cas9 cells with the single-cell perturb-seq sgRNA library 

Lentiviral particles and harvested 2 days after 48hrs of puromycin selection. 3’Gene expression 

library and CRISPR screening library were constructed followed by the instruction of Chromium 

Next GEM Single Cell 3’Reagent Kits v3.1 (10x Genomics). Both libraries were sequenced 

through NovaSeq S1 Flow Cell platform (Illumina). The raw data from the NovaSeq platform 

was extracted as fastq.gz files. These files were mapped to GRC38 reference genome and 

aligned using cell ranger (v6.1.2) count algorithm run on 32 core cluster computing. The 

samples were split into three batches with the cell expectancy estimated around 10,000 cells 

per batch. The analyses of three batches were pooled together by using the cell ranger 

aggregate algorithm. Upon further investigation, it was found that several cells had more than 

one sgRNA. Hence, cells with single sgRNA were curated and recomputed using cell ranger 

re-analyze pipeline. The resulting output was then imported into Loupe Browser (v.6.0) to 

generate various visualization outputs.  

 

Colony formation 

The cells (1x103/well for MCF, MDA-MB-231, 3x103/well for HCC1143, 5x103/well for BT-549) 

were seeded in 6-well plates and incubated at 37 oC under 5% CO2 for 10 days, replacing the 

media every 3 day. The plates then were washed with PBS, fixed with 4% formaldehyde and 

stained with 0.5% crystal violet. Colonies were counted using ImageJ software, and images of 

colonies were scanned.  

 

Genomic cleavage detection 

Primers for genomic cleavage detection were designed for the region around the sgRNA target 

sequence with the forward primer ~200 bp upstream and the reverse primer ~300 bp 

downstream using Primer3 v. 0.4.0 (http://bioinfo.ut.ee/primer3-0.4.0/). The primer sequences 

are given in Supp. Table S9. Cells were lysed, sgRNA target region PCR amplified, and 

mismatches enzyme digested by T7 endonuclease using GeneArt Genomic Cleavage 

Detection kit as per manufacturer’s directions (Invitrogen). 

 

Droplet digital PCR 

cDNA templates for droplet digital PCR were prepared by High-Capacity cDNA Reverse 
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Transcription Kit (Thermo Scientific). Each 20µL quantitative polymerase chain reaction 

system was performed using 10µL ddPCR™ Supermix for Probes (Bio-Rad Laboratories), 1µL 

target gene probe (IGF2BP2: FAM-MGB, Hs00538954_g1, PLK1: FAM-MGB, 

Hs00983227_m1, Thermo Scientific), 1µL reference probe (GAPDH: VIC-MGB, 

Hs02786624_g1, Thermo Scientific), 50ng cDNA templates. Droplets were generated from 

QX100 ddPCR Droplet generator (Bio-Rad Laboratories). Quantitative polymerase chain 

reaction was done by CFX96 Real-Time PCR Thermocycler (Bio-Rad Laboratories) using the 

following program: 95℃ 10 minutes, 45 cycles of: 94℃ 30 seconds, 60℃ 90 seconds, 98℃ 10 

minutes after 45 cycles, 4℃ on hold. Signals were detected by QX100 ddPCR Droplet reader 

(Bio-Rad Laboratories) and absolute quantification analysis was performed by QuantaSoft 

software (Bio-Rad Laboratories). 

 

Cell viability assay 

The viability-inhibiting activity of chemical compounds was assessed using a resazurin 

reduction assay. MDA-MB-231, MCF7 and BT-549 cell lines were treated with increasing 

concentrations of the dimers (from 5 to 75 µM) and incubated for 72 h before resazurin (R&D 

Systems) was added. The fluorescence was detected by a Varioskan LUX Plate Reader 

(ThermoFisher). Each experiment was conducted thrice, each with six replicates. The dose–

response curves were generated, and the 50% inhibitory concentrations (IC50) were calculated 

using Prism GraphPad 9. 

 

Proliferation assay in tumorspheres 

Cells were seeded into 24-Ultra-Low attachment plates (4x103/well) in a complete Mammocult 

medium (STEMCELL, Canada) and allowed to propagate in tumourspheres for 7 days. For 

each replicate of IGF2BP2-KD, and corresponding control (shRFP), tumourspheres from 4 

independent wells were combined and dissociated using mechanical dissociation (each 

sample was pipetted 10 times by P1000), and proliferation was assessed by cell counting using 

a hemocytometer. Each sample was assessed in triplicates and three independent 

experiments were performed. Pictures were taken using EVOS fl Microscope (Invitrogen, 

Carlsbad, CA, United States). Images were converted to 8-bit binary images and were 

analyzed using the ImageJ software. 

 

Xenograft and pharmacokinetics studies 

All animal experimental procedures were reviewed and approved by the University of 

Saskatchewan Animal Research Ethics Board. Mice used in the present study were 

from our established colony of immunodeficient female NOD.Cg-PrkdcscidIl2rg (NOD-

SCID) mice at the Laboratory Animal Services Unit (LASU), University of 

Saskatchewan. Cells were trypsinized and re-suspended in ice-cold PBS. 2 × 106 

MDA-MB-231 cells in a total volume of 100 µL were injected subcutaneously into the 

mammary fat pad of 6 to 8 weeks old NOD/SCID mice. Where indicated, treatment 

with IGF2BP2 inhibitor (Compound 4) was initiated the following day after injection of 

MDA-MB-231 cells. IGF2BP2 inhibitor dissolved in DMSO with excipient 2-

hydroxypropyl--cyclodextrin, were administered intraperitoneally (IP) at the dosage of 

10 mg/kg for each injection. Injections were given for five consecutive days, followed 

by two days of rest, for a total of 30 days. Tumors were measured every three to four 

days using a digital caliper, and the tumor volume was calculated using the formula 
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(A*B2)/2, where A and B represent the long and the short diameter of the tumor, 

respectively.  

For pharmacokinetic studies, outbred male CD-1 mice (Charles River, Germany), 4-

weeks-old, were used. The animal studies were conducted in accordance with the 

recommendations of the European Community. All animal procedures were performed in strict 

accordance with the German regulations of the Society for Laboratory Animal Science (GV- 

SOLAS) and the European Health Law of the Federation of Laboratory Animal Science 

Associations (FELASA). Animals were excluded from further analysis if sacrifice was 

necessary according to the human endpoints established by the ethical board. All experiments 

were approved by the ethical board of the Niedersächsisches Landesamt für 

Verbraucherschutz und Lebensmittelsicherheit, Oldenburg, Germany. The compounds C1, 

C4, C6 and C9 were dissolved in 1.6 % DMSO, 20 % PEG400, 20 % Tris 1 % pH 9.0 and 

58.4 % 0.9 % isotonic NaCl-solution. Mice were administered C1, C4, C6 and C9 in a cassette 

PK format at 1 mg/kg IV per compound. About 20 μl of whole blood was collected serially from 

the lateral tail vein at time points 0.25, 0.5, 1, 2, 4, and 8 h post administration. After 24 h mice 

were euthanized, and blood was collected from the heart. Whole blood was collected into 

Eppendorf tubes coated with 0.5 M EDTA. One part was immediately spun down at 13.000 rpm 

for 10 min at 4°C. The plasma was transferred into a new Eppendorf tube and then stored at 

−80°C until analysis. Additionally, blood cells were preserved and used for analysis as well as 

whole blood. Furthermore, C4 and C6 were tested each in a single dose PK study at 10 mg/kg 

IP. C4 and C6 were dissolved in 10 % DMSO and 90 % Tris 1 % pH 9.0. About 20 μl of whole 

blood was collected serially from the lateral tail vein at time points 0.25, 0.5, 1, 6, 24 and 48 h 

post administration for C4 and at time points 0.25, 0.5, 1, 2, 4 and 8 h post administration for 

C6. After 72 h for C4 and after 24 h for C6 mice were euthanized and blood was collected from 

the heart as well as liver tissue Whole blood was collected into Eppendorf tubes coated with 

0.5 M EDTA and immediately spun down at 13.000 rpm for 10 min at 4°C. The plasma was 

transferred into a new Eppendorf tube and then stored at −80°C until analysis. Moreover, 

spontaneous urine was collected for the cassette and the single dose studies. Liver samples 

were homogenized in isotonic sodium chloride solution using a Polytron® homogenizer. 

All PK plasma samples were analyzed via HPLC-MS/MS using an Agilent 1290 Infinity II HPLC 

system and coupled to an AB Sciex QTrap6500plus mass spectrometer. First, a calibration 

curve was prepared by spiking different concentrations of C1, C4, C6 and C9 into mouse 

plasma, mouse whole blood, mouse blood cells and mouse urine from CD-1 mice. Caffeine 

was used as an internal standard. In addition, quality control samples (QCs) were prepared for 

C1, C4, C6 and C9 in the respective matrices. same extraction procedure was used: 7.5 µl of 

a plasma or whole blood sample or 5 µl blood cell sample + 7.5 µl isotonic sodium chloride 

solution or 10 µl urine sample (calibration samples, QCs or PK samples) was extracted with 

37.5 µl of methanol containing 12.5 ng/ml of caffeine as internal standard for 10 min at 

2000 rpm on an Eppendorf MixMate® vortex mixer. Then samples were spun down at 13.000 

rpm for 10 min at 4 °C. Supernatants were transferred to standard HPLC-glass vials. 50 µl of 

a homogenized liver sample (adjusted to a final concentration 300 mg/ml; calibration samples, 

QCs or PK samples) was extracted with 50 µl methanol containing 12.5 ng/ml caffeine as 

internal standard for 10 min at 800 rpm on an Eppendorf MixMate® vortex mixer. Then samples 

were spun down at 4,000 rpm for 10 min at 4°C. Supernatants were transferred to 96well-V-

bottom-Greiner plates and sealed. HPLC conditions were as follows: column: Agilent Zorbax 

Eclipse Plus C18, 50x2.1 mm, 1.8 µm; temperature: 30°C; injection volume: 1 µl; flow rate: 

700 µl/min; solvent A: water + 0.1 % formic acid; solvent B: acetonitrile + 0.1 % formic acid; 

gradient: 99 % A at 0 min and until 0.1 min 99 % - 0% A from 0.1 min to 4.0 min, 0 % A until 
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4.5 min, 0 % - 99 % A from 4.5 min to 4.7 min; Mass spectrometric conditions were as follows: 

Scan type: MRM, positive and negative mode; Q1 and Q3 masses for caffeine, C1, C4, C6 

and C9 can be found in Table S10; peak areas of each sample and of the corresponding 

internal standard were analyzed using MultiQuant 3.0 software (AB Sciex). PK parameters 

were determined using a non-compartmental analysis with PKSolver (61). 

 

Analyses of PDX models 

Tumor growth pattern of 174 PDX models from various tissue types such as breast, colorectal, 

non-small cell lung carcinoma, melanoma and pancreas that had match RNA-Seq data were 

taken from previously published studies (62). The samples of these 174 PDX models that were 

not exposed to any drug treatment were chosen for further analysis. The slope of the tumor 

growth was calculated using Xeva package (v.1.99.20) (63). The doubling time of the tumor 

was taken from the original publication (62). The grouping of the PDX models were based on 

their RNA-Seq expression in FPKM (Fragments per kilo base of transcript per million mapped 

fragments) units. FPKM measure of <20 was considered low expression and >30 was 

considered as high expression for both PLK1 and IGF2BP2, as most PDX samples had high 

expression of PLK1. Accordingly, the PDX models were grouped into two categories as PLK1 

high expression and IGF2BP2 low expression (representing SDL) and both PLK1 and 

IGF2BP2 with high expression. Finally, the slope and doubling time of each group were plotted 

in violin plots and their significance was calculated using unpaired t-test with Welch’s 

correction. 

 

Results 

Unbiased genome-wide screening captured novel SDL interactions of the polo-like 

kinase 1. 

CIN is a hallmark of cancer (64) and PLK1 overexpression has been shown to induce this 

response (21, 22). To identify SDL interactions of PLK1 and exploit them for cancer 

therapeutics, we chose an inducible system (65) based on the overexpression of a 

constitutively active PLK1-S137D mutant in HCT116 colorectal cancer cells (Figure 1B), a 

model that has been described in our previous publication (27).The S137D mutant form of 

PLK1 has been previously shown to be defective in spindle assembly checkpoint (66), and 

checkpoint defects had been well linked to CIN (14). HCT116 also represents an ideal model, 

as it is a chromosomally stable, near-diploid, colon cancer cell line that has an intact DNA 

damage checkpoint (67, 68).  

To identify gene knockdowns that cause lethality only when PLK1 is overexpressed, the 

HCT116-PLK1 cells were transduced with a lentiviral pooled library of 90,000 shRNA 

sequences targeting ~18,000 different genes with ~5 independent hairpins per gene. Library 

transduction was performed at a scale of ~300-fold representation in two distinct populations 

(induced vs uninduced) as previously described (50) (Figure 1C) and this identified 960 hits 

(Figure 1D) (with at least 2-fold decrease and p<0.05). The complete list of 960 significant 

hits, their corresponding weighted differential cumulative change (WDC) scores, and biological 

functions are detailed in Table S1, and these genes are hereafter referred to as ‘PLK1-SDL’ 

hits. Although the replicates of the screen showed high correlation (Pearson correlation 

coefficient, r>0.9 between replicates) (Figure S1A), we compared our screen results to sets 

of essential and non-essential genes using a previously published framework to ensure our 

screening reliably identified true SDL hits (69). This approach measured a good performance 

by calculating the accuracy score from the precision and recall test (F-measures > 0.75) 

(Figure 1E). The cumulative signal used to calculate the fitness score of all PLK1-SDL hit 
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genes displayed a significantly greater magnitude of 2.2-fold decrease in the induced 

population from T0 to T16 (Kolmogorov-Smirnov test p<0.0001) as opposed to uninduced 

population from T0 to T16 with 1.3-fold decrease (Kolmogorov-Smirnov test, p<0.0001) 

(Figure 1F). Consistent with this, the overlay of all individual signals from all dropouts was 

found to be highly represented in the induced compared to the uninduced population (Figure 

S1B). To illustrate the dropout of signal over time in the induced population alone, we present 

the analysis of one of the top hits, PPP2R5D, a regulatory subunit of the protein phosphatase 

2A (PP2A) complex, that we previously reported to exhibit SDL with PLK1 (27) (Figure 1G), 

reiterating the confidence in our screening approach. SDL interactions are functionally 

coherent (44) and as expected, comparison of our PLK1-SDL hits with previously published 

mitosis-related screens (70-77), found several hits to be associated with mitosis, DNA repair, 

and cell cycle-related pathways, apart from several completely novel PLK1 partners (Figure 

1H and Table S2). Consistent with these findings, Reactome pathway analyses indicated that 

PLK-SDL hits are enriched in cell cycle (adj. p 1e-03), mitosis and checkpoint related pathways 

(adj. p < 6e-03), and RNA metabolism pathways (adj. p 1e-03) (Figure 1I). To gain insights 

into the functional relevance of SDL hits, a thorough literature analyses of the 960 genes were 

performed using Cytoscape STRING analyses. While this categorized the SDL hits into 

multiple biological functions including, cell cycle progression, centrosome amplification or 

cytokinetic components, the presence of extensive interactions among these components 

indicates that most of the SDL interactions are also functionally related (Figure S1C; Table 

S1).  

 While the enrichment analyses increased confidence in our findings, we also used drug 

response data from Genomic of Drug Sensitivity in Cancer (GDSC) 

(https://www.cancerrxgene.org), as we found several of the SDL hits had chemical inhibitors. 

This revealed few inhibitors of SDL hits selectively suppressing PLK1 overexpressing cells 

(Figure S2A). Thus, our screen identified GSK3A and its inhibitor CHIR-99021 to preferentially 

affect PLK1 overexpressing cells. Similarly, ALK receptor tyrosine kinase was found amongst 

the SDL hits and ALK inhibitor, NVP-TAE684, appeared to selectively target PLK1 

overexpressing cells (Figure S2A). Given that ALK inhibition activates spindle assembly 

checkpoint causing mitotic delay (78), and that PLK1 overexpressing cells may be defective in 

spindle assembly checkpoint (66), we speculate that inhibition of ALK in PLK1 overexpressing 

cells may lead to mitotic catastrophe. These completely independent cross-validations by 

chemical-genetics, and testable hypothesis, confirm the quality of our screens and their 

potential to identify new potentially therapeutically relevant targets. 

 

Systematic prioritization of PLK1-SDL hits for further validation studies. 

Genome-wide screens tend to produce some false positive hits that can confound SDL identity. 

Most genome-wide studies cherry-pick one or two hits to serve as validated proofs of 

principles, but the bulk of data often remains unvalidated and therefore, underutilized by the 

research community. Obviously, validating all hits from a large-scale screen, as the one 

conducted here and pointing towards 960 SDL hits, is also practically challenging. Therefore, 

we applied three distinct strategies that allowed to prioritize a subset of PLK1-SDL hits for 

experimental validation, while also maintaining the strength of a large-scale unbiased 

screening approach.  

Our first strategy to prioritize PLK1-SDL hits was based on the rationale that SDL genes 

that are differentially up-regulated, when PLK1 is overexpressed, represent co-regulatory 

mechanisms that become essential within the molecular context of elevated PLK1 levels (79). 

Therefore, we used patient data from The Cancer Genome Atlas (TCGA) 

https://www.cancerrxgene.org/
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(https://portal.gdc.cancer.gov/) and asked how many of the PLK1-SDL hits are co-upregulated 

with PLK1, across 33 different cancer types. There, we found expression of a subset of PLK1-

SDL hits to positively correlate with PLK1 levels across cancer types, suggesting that these 

hits may represent specific genetic dependencies of PLK1 overexpressing cells (Figure 2A). 

After filtering out essential genes (56, 80) and genes that are likely not to be expressed in 

HCT116 cells (based on CCLE data (54); log2 expression score <5.0), we chose 20 genes 

whose expression strongly correlated with PLK1 levels (Spearman-rank correlation coefficient, 

r ≥ 0.4 in a majority of cancer types) (Figure 2A). In our second strategy, we investigated, how 

many of the 960 PLK1 SDL hits were ‘pre-validated’ in independently published essentiality 

screens (55, 56). This was done by classifying all the cell lines from these published studies 

into two groups, those that have high expression of PLK1 (within top 10%) and those with lower 

PLK1 expression (representing the lowest 10%), and then evaluating if our PLK1-SDL hits 

were more essential in the naturally PLK1-overexpressing cell line group. We found 30 SDL 

hits in Marcotte et. al. data (Figure 2B) and 19 hits in Project Achilles data (Figure 2C) that 

had higher essentiality scores in PLK1-overexpressing cells (Wilcoxon rank sum test, p<0.05) 

(55, 56). Complete list with p-values is provided in Table S3. 

Our third approach assessed SDL interactions based on patient prognoses associated 

with the expression level of the screen hits (79). Briefly, patient samples were queried for the 

‘naturally occurring SDL interactions’, depending on expression levels of PLK1 and its SDL 

partner (Figure 2D). Genes for which naturally occurring SDL expression patterns positively 

correlated with significantly improved patient survival (37 genes; Kaplan-Meier log rank, p 

value <0.05), were selected for further validation (Figures 2D and S2B; Table S4). Apart from 

the above three approaches, we also included 21 genes from the chromosome 19 short arm 

(19p13.2-3), as our screen picked many genes from this locus (Table S5). Given that this 

region has been associated with macrocephaly (81) and that PLK1 and its centrosome 

functions have been previously linked to both micro- and macrocephaly (82, 83), we expected 

to see a functional crosstalk between PLK1 and this vulnerable locus. We also included 25 

functionally relevant PLK1-SDL hits, as determined through gene prioritization algorithms (57) 

(Table S5),  and finally, 30 potential cell surface SDL targets since they may represent 

targetable vulnerabilities for advanced strategies such as antibody-based inhibitors (Table S5). 

Overall, after removing hits overlapping among these approaches, we selected 134 genes for 

further studies. Of these, 29 genes failed guide RNA cloning and therefore, we focused our 

efforts on validating the remaining 105 genes (Figure 2E). 

 

Combination of in vivo pooled CRISPR and in vitro arrayed CRISPR screens in a PLK1-

overexpressing breast cancer PDX model. 

Following the prioritization of 105 candidate SDL hits, we made a systematic effort to identify 

the best SDL hit as a potential anti-tumor targets. To this end, we selected 210 sgRNA 

sequences for 105 genes and queried the essentiality of the prioritized PLK1-SDL hits in a 

previously described breast cancer PDX model, HCI-010, that was found to closely mimic 

tumor properties (58). The derived cells display PLK1 overexpression compared to a non-

malignant breast cell line Hs578Bst (Figure 3A). We engineered HCI-010 cells to stably 

express Cas9 and used them in a CRISPR-based arrayed screen following lentiviral 

transduction and high-throughput imaging (Figure 3B). To evaluate each SDL hit, HCI-010 

cells with and without Cas9 expression (Figure 3B) were transduced with pooled lentiviral 

particles expressing two independent sgRNAs in a single well. The cells were monitored over 

time to determine the viability of PLK1 overexpressing HCI-010 after gene knockout by 

automated image analyses (Figure 3C). The confluency of each well was calculated using 
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Molecular Devices MetaXpress image analysis software and used as a proxy measurement 

for cell viability. In total, 60 of the 105 genes queried reduced confluency by ~40% or more 

(Student t-test, p<0.0.5) (Figures 3D, FS3A and Table S6).  

In parallel, we also generated a pooled lentiviral library containing all 210 sgRNA 

sequences and transduced HCI-010 PDX cells with and without Cas9 in a manner mimicking 

the genome-wide pooled screen (Figure 3E). Following puromycin selection, the sgRNA 

transduced HCI-010 cells, were introduced into the mammary fat pad regions of female mice 

with over 4000-fold representation per sgRNA (3 million cells injected containing 210 library 

sgRNAs). Once the tumors were grown for three weeks they were harvested, and the genomic 

DNA extracted. The sgRNA sequences were PCR amplified with Illumina adapter sequences 

and sequenced to determine the dropout of sgRNAs from the HCI-010 Cas9-expressing 

samples, while HCI-010 tumors without Cas9-expression served as a baseline control. 

Replicates of the screen showed high correlation (Pearson correlation coefficient, r > 0.9) 

(Figure S3B) between seven tumors in each condition. This in vivo pooled CRISPR screen 

identified 15 SDL hits (p<0.05) (Figure 3F and Table S7). Overall, by these two 

complementing approaches, we validated 65 PLK1-SDL hits in the HCI-010 PDX model, with 

10 SDL hits overlapping in in vivo and in vitro experiments (Figure 3G). Cas9 genome editing 

was confirmed in these experiments to eliminate off target effects by using a cleavage 

detection assay (Figure S3C).  

 

Shortlisting top candidates using Perturb-seq with direct guide RNA capture. 

PLK1 overexpression is known to induce CIN and heterogeneity of tumor cells (21, 22, 84, 85). 

Thus, overexpression of PLK1 can be considered as a common feature of most cancer cells, 

beyond sub-clonal intra-tumor heterogeneity. Therefore, we next asked which of the 65 SDL 

hits, eliminated most of the PLK1 overexpressing single cells. The direct-capture Perturb-seq 

methodology not only queries the changes within the transcriptome at single cell level (49), but 

can also be used to evaluate the survival of individual CRISPR knock-outs at single cell level, 

akin to our negative selection genome-wide screen (Figure 1C and 1D). To take advantage 

of this approach, we constructed a new sgRNA library, targeting the 65 experimentally 

validated genes, into a Chromium Single Cell Gene Expression v3.1 (Next GEM) compatible 

LV13 vector backbone (U6-gRNA:EF1a-Puro-2a-BFP, MilliporeSigma) with 10x Genomics 

compatible capture sequence 1 (CS1: 5'-TTGCTAGGACCGGCCT TAAAGC-3’) at the stem-

loop position. In this system, the functionally expressed sgRNA incorporates a capture 

sequence directly into the guide scaffold to allow a direct capture of sgRNAs during single-cell 

RNAseq (49). Sixteen guide sequences targeting housekeeping genes such as RPL3, RPL11, 

RPL13 and RPL18 were used as positive controls, as described previously (69) and 15 non-

targeting guide sequences were used as negative controls (Table S8). This sub library of 161 

guides targeting 65 genes and the relevant controls were used to transduce innately PLK1 

overexpressing MCF7 breast cancer cells (86) (Figure 4A).  

Following transduction and selection, pooled knockout cells were cultured for four days 

and single cell gel beads in emulsion (GEMs) with barcoded polyadenylated mRNA primers 

and sgRNA capture sequences were generated to read through the single cell transcriptomes 

and CRISPR libraries construction. After sequencing and standard data processing using 10x 

Genomics cell ranger (ver. 6.1.2) software package, the UMI matrix of cells from each replicate 

with single guides were extracted and subjected to quality control and normalization, and then, 

imported into Loupe browser (ver. 6.0) for downstream analysis and t-sne plot generation 

(Figure 4B). We sequenced 22,041 single cells that yielded an average of 51,479 reads per 

cell with a median of ~4000 genes expressed per cell. Individual cells that had less than 5000 
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transcripts (<5000 UMI count per cell) or mapped to 0 or ≥ 2 guides in a single cell were 

eliminated. Overall, we considered 7434 single cells with at least 50 representative cells for 

most of the knockouts, when we mapped a single guide per cell (Figure S4A). The efficiency 

of each knockout was confirmed by comparing the expression of the corresponding knockout 

gene with negative controls (Figure S4B). Expression of six genes (LPL, CNN1, C19ORF35, 

CLPS, ATP4A and TMC) did not achieve a significant reduction and were excluded from further 

analyses (Figure S4B). The resulting t-SNE plot from the correlation of transcriptomic data 

across 65 gene knockouts outlined in 10 clusters (Figure 4B) with clusters 1 and 4 enriched 

for knockouts of eight genes (TJP3, IGF2BP2, CCDC18, RCOR2, DOCK6, GOLM1, PPP2R5D 

and CLK2), including positive controls (Figure 4C). As the housekeeping positive controls are 

expected to cause cell death, co-enrichment of these knockouts in clusters 1 and 4 with the 

positive controls indicated that the loss of functions of these genes aligns with the expected 

SDL phenotype. Moreover, enrichment for the knockout of PPP2R5D within these cluster also 

increases the confidence in our approach, as we previously reported PPP2R5D to exhibit SDL 

with PLK1 (27). Interestingly, cluster 2 was enriched for not only PLK1-overexpressing cells, 

but also for Aurora Kinases-overexpressing cells (Figure 4D) and therefore, we mapped 

individual gene knockouts separately to determine their relation to cell populations with 

different PLK1 levels (Figure 4E). We found knockouts of four genes (IGF2BP2, CRB3, DPP9 

and TJP3) that displayed a negative selection with decreased number of PLK1 overexpressing 

cells or increased lethality to cells with higher PLK1 levels (Figure 4E). Overall, these results 

indicate that Perturb-seq screen with direct guide RNA capture, efficiently shortlisted few 

potential candidates for further analyses. 

 

Loss of IGF2BP2 affects PLK1 expression and suppresses PLK1 overexpressing cells, 

tumorspheres and tumors. 

As PLK1 overexpressing cancer cells may become addicted to high PLK1 activity, we tested, 

if the loss of IGF2BP2, CRB3, DPP9 or TJP3 affects PLK1 mRNA levels. While CRB3, DPP9 

and TJP3 knockouts did not affect PLK1 expression, we found the expression of PLK1 to be 

decreased in cells with IGF2BP2 knockout (Figure 4F). To confirm this, we performed digital 

droplet PCR to get an absolute quantitation of both IGF2BP2 and PLK1 expression, after two 

days of IGF2BP2 knockdown. We found PLK1 expression to be significantly downregulated in 

response to IGF2BP2 silencing in PLK1 overexpressing MCF7 (p<0.001) and BT549 cells 

(p<0.05) (Figures 5A and S5A, S5B and S5C). In contrast, PLK1 transcript levels increased 

in MDA-MB-231 cells (P<0.001), when IGF2BP2 was knocked down (Figure 5A). Thus, it 

appears that loss of IGF2BP2 can regulate PLK1 mRNA differently in distinct biological 

contexts. Nevertheless, we observed a decrease in PLK1 protein levels (Figure 5B) following 

IGF2BP2 silencing in all tested cell lines, including MDA-MB-231. To determine if the functional 

relation between PLK1 and IGF2BP2 is restricted to specific cell line models, we monitored it 

at the protein level and also followed the correlation between PLK1 and IGF2BP2 mRNA levels 

in multiple tumor types using the cancer genome atlas (TCGA) data. We found a strong positive 

correlation between these two genes (Spearman-rank correlation coefficient, r ≥ 0.3) in multiple 

cancers (Figure 5C). This suggested that the SDL interaction between PLK1 and IGF2BP2 is 

based on the reduction in PLK1 activity in the absence of IGF2BP2, which preferentially affects 

PLK1 overexpressing cells that develop addiction to high levels of this kinase. It is important 

to note that, unlike direct PLK1 inhibition that leads to the complete disruption of PLK1 function 

and therefore, affects normal cells, downregulation of PLK1 by targeting IGF2BP2 still retains 

PLK1 protein levels to a minimal amount, possibly without abrogating its functions in normal 

cells. To assess this, we confirmed that the loss of IGF2BP2 does not affect non-malignant 
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Hs578Bst cells that do not overexpress PLK1 (Figures 3A and 5D). As Hs578Bst cells did not 

grow efficiently with lentiviral knockdown, we used siRNA to transfect these cells. The cells 

were transfected with siRNA and confluency was monitored using live-cell imaging S3-

Incucyte®. Knockdown of IGF2BP2 did not affect cell growth compared to the matching control 

cells, when monitored over seven days (Figure 5D). Using the same live cell imaging 

technique, we also used the HCT116-PLK1 inducible model cell line from the genome-wide 

screen and found that the loss of IGF2BP2 caused a decrease in viability only in the PLK1-

induced condition over a period of 10 days, which matched the results of the genome-wide 

screen (Figure 5E). Furthermore, knockdown of IGF2BP2 also produced a significant 

decrease in colony formation compared to the control transduced cells in the panel of breast 

cancer cell lines, including MDA-MB-231 that showed an increase in PLK1 mRNA and a 

decrease in PLK1 protein abundance upon IGF2BP2 knockdown (Figures 5F and S5D). 

Finally, to investigate how knockdown of IGF2BP2 affects cancer stem cells, we performed 

tumorsphere analysis in selected breast cancer cell lines (Figure 5G). Tumorsphere models 

were also employed, as they better simulate tumor biology than cells cultivated in monolayers 

and knockdown of IGF2BP2 effectively suppressed growth of breast cancer cells in 

tumorspheres. Following this finding, we next examined if IGF2BP2 loss reduces tumor growth 

in xenograft models. To test the ability of IGF2BP2 knockdown to reduce tumor size in vivo, 

we used individual shRNAs to silence IGF2BP2 in MDA-MB-231 cells and injected the cells 

into immunodeficient female NOD-SCID mice. Consistent with the effects observed in 

tumorsphere models, silencing of IGF2BP2 reduced growth of PLK1-overexpressing MDA-

MB-231 tumors, representing a model of human triple-negative breast cancer (Figure 5H).  

 

Pharmacological inhibition of IGF2BP2 affects PLK1 expression and decreases 

expansion of PLK1 overexpressing cells and tumors. 

Our team has recently described the first ever reported small molecule inhibitors of IGF2BP2 

(87). Taking advantage of our previous work, we tested four of these new compounds (Figure 

6A) and similar to IGF2BP2 silencing, they all showed a consistent reduction in PLK1 levels 

but not a complete elimination of this protein in cancer cells (Figure 6B). We also generated 

dose-response curves for these compounds in multiple PLK1-overexpressing breast cancer 

cell lines, to determine their IC50. While compound C4 and C9 inhibited more effectively at 

lower concentrations (Figure 6C), compound C4 showed the best in vivo pharmacokinetic (PK) 

profile of the tested IGFBP2 inhibitors. It exhibited the highest exposures in plasma, whole 

blood, blood cells, and urine after intravenous application in mice and a half-life of around 22 

hours. By contrast, C6 and C9 had a relatively low half-life of only 1 hour, whereas C1 had a 

half-life of around 9 hours. Moreover, C4 had a high C0 at approximately 1.5 µg/ml in plasma 

after a relatively low dose of 1 mg/kg IV. Additionally, C4 and C1 exhibited a low volume of 

distribution (~ 0.5 l/kg and 0.7 l/kg, respectively) and a low clearance of ~ 0.3 ml/min/kg and 

0.9 ml/min/kg, respectively. Compounds C6 and C9 had a moderate to low clearance with 25 

and 10 ml/min/kg, respectively (Figure 6D).  

As C4 exhibited the best PK parameters out of the four compounds tested in the 

cassette PK study, we explored the intraperitoneal route at 10 mg/kg to enable an 

administration over several days. Moreover, we tested C6 as it had a higher volume of 

distribution of around 2 l/kg after IV administration and we wanted to probe terminal compound 

levels in liver as well (Figure 6E). C4 showed sustained plasma levels above the IC50 (range 

of 47-82 nM in different cell lines) with a Cmax of 7.1 µg/ml and a mean residence time of around 

15 hours. No accumulation was observed as plasma levels decreased until 72 hours. This 

suggests that a dosing interval > 24 hours could be used for efficacy studies for C4. Compound 
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C4 was also found in urine up to 24 hours. Compound C6 had a Cmax of around 1.5 µg/ml with 

a Tmax of 0.4 h and a mean residence time of around 1.9 h. Compound C6 had terminal liver 

levels of around 32 ng/g tissue after 24 hours, whereas compound C4 still exhibited terminal 

liver levels of around 8.4 ng/g after 72 hours. Moreover, C4 had a bioavailability of around 

32 %, whereas C6 had a bioavailability of around 38 % after IP administration. Based on these 

PK features, we chose C4 for further studies. 

Using C4, we next assessed PLK1 and IGF2BP2 protein levels after 72h treatments 

with compound C4 at doses ranging from 5 M to 75 M. PLK1 protein levels consistently 

decreased after treatment with this inhibitor, although IGF2BP2 protein levels remained 

unaltered (Figure 6F). Finally, the PARP cleavage experiment was used to determine if 

apoptotic pathways were activated in cells following treatment with C4. Indeed, we observed 

cleaved PARP in all tested cancer cells treated with higher doses of the compound (Figure 

6F). To further evaluate the therapeutic potential of IGF2BP2 inhibition, we examined if 

treatment with C4 will reduce tumor development in xenograft models. These experiments 

revealed that C4 administration suppressed tumor growth in a triple-negative breast cancer 

xenografts generated with MDA-MB-231 cells (Figure 6G). Overall, these studies suggests 

that further optimization of IGF2BP2 inhibitors holds high therapeutic potential, as application 

of these compounds would allow to effectively tune down PLK1 protein levels and ultimately, 

inhibit PLK1-overexpressing cancer cells and tumors. To derive additional support for our 

findings, we took advantage of multiple previously described PDX models, representing 

different tissue types (62, 63). Briefly, we used tumor growth pattern of 174 PDX models that 

were not exposed to any drug treatment and classified them into two groups based on the 

expression pattern of PLK1 and IGF2BP2. The first group represents high PLK1 expression, 

but low in IGF2BP2, while the second group represents PDX tumors with both PLK1 and 

IGF2BP2 expression high. Analyzing doubling time and the slope of tumor growth, we found 

PDX models of Group 1 to have significantly higher doubling time and significantly decreased 

growth slope compared to Group 2 (p<0.05, unpaired t-test with Welch’s correction) (Figure 

6H). These results revealed that in agreement with our observations in cultured cancer cells, 

IGF2BP2 also displays an SDL interaction and selectively suppresses growth of PLK1 

overexpressing tumors in PDX models. In summary, our work indicates that PLK1 levels can 

be modulated by IGF2BP2, and its loss can decrease growth of tumors with elevated PLK1 

expression. 

 

Discussion 

Multiple PLK1-targeting compounds have been identified and are currently being assessed in 

clinical trials (88). The most notable trials have been with BI2536, BI6727 (Volasertib), and 

GSK461364A, which are all ATP-competitive inhibitors of PLK1. However, monotherapy with 

BI2536 had to be terminated because of a low objective response rate and poor survival (89)  

and GSK461364 was associated with a high incidence of venous thrombotic emboli in clinical 

studies (90). Volasterib, a derivative of BI2536, had initial success, gaining FDA Breakthrough 

Therapy status, but has not shown significant promising results since (91). New inhibitors of 

PLK1, such as TAK960 and NMS-P937, are still at early stages (88). These attempts and not 

yet encouraging results indicate the importance of PLK1 targeting and highlight the challenges 

associated with its direct inhibition.  

Here, we queried nearly the entire genome to identify genes that are selectively essential 

for the survival of PLK1 overexpressing cells. Our main goal is to take an unbiased systematic 

approach to pan the optimal target for future therapeutic approaches. Ideally, from an unbiased 

perspective, all PLK1 SDL hits identified in our initial genome-wide screen should be validated, 
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however testing 960 genes is practically not feasible. Therefore, several independent 

computational strategies were utilized to narrow down the most promising candidates from the 

list of the screening hits. For example, we shortlisted several candidates by using previously 

published genome-wide screens performed across multiple cell lines. Similarly, by using 

RNAseq data from TCGA, we shortlisted candidates associated with the improved patient 

survival in multiple cancer types. From a technical standpoint, we are also cognizant that 

genome editing tools have their shortcomings associated with concerns of off-target effects 

(92, 93). Our combined use of orthogonal shRNAs and sgRNAs reagents in validation 

approaches has mitigated potential false positives associated with our screening and validation 

strategies. Finally, a variety of PLK1 overexpressing models were employed, as relying on any 

single model of cancer in a laboratory setting is always associated with a set of limitations. 

PDX-based models better capture the heterogeneity of real patient tumors, representing 

improved alternative to cell lines (94). Therefore, we tested out hits in a compendium of cancer 

cell lines apart from the PDX model. By using complimentary and independent validations with 

different gene-silencing vs gene-editing techniques and model systems, confounding effects 

were filtered out. We also demonstrate optimal strategies to apply pooled in vivo CRISPR 

screens, by initially prioritizing our hits. Prioritizing candidates can reduce libraries to a 

manageable size for both in vitro and in vivo experimental work, while achieving meaningful 

results, with a sufficient representation of guide RNAs. 

Of the ten overlapping genes from the in vivo and in vitro PDX-based validation, a several 

have a role in cancer progression and regulating stemness. For example, in addition to its role 

in centrosome clustering and cytokinesis, KIF5B has been shown to regulate EMT and 

stemness of cancer cells (95). Similarly, FDPS has a role in maintaining tumor initiating cells 

(TICs) in glioma (96) and IGF2BP2 in maintaining TIC populations in both colon cancer and 

glioma (97, 98). To further shortlist the best candidate, in the context of PLK1 overexpression, 

we chose to use a Single-cell CRISPR screen (Perturb-seq) by direct guide RNA capture. The 

key reason for this is that PLK1 overexpression can induce CIN and the resulting intra-tumor 

heterogeneity. Hence, it is imperative to query the efficiency of the SDL target at a single cell 

level. This led eventually to the shortlisting of four best candidates. Among these, IGF2BP2 is 

an N6-methyladenosine (m6A) reader (monitoring the presence of a methyl group at the N6 

position of adenines in poly(A)+ RNA) that has been shown to bind m6A methylated mRNA 

molecules to enhance their stability and translation (99). As the mRNA of PLK1 has been 

previously reported to be m6A methylated (100), we speculate that one of the potential 

mechanisms by which IGF2BP2 can regulate PLK1 expression could be via the stabilization 

of the m6A methylated mRNA of PLK1 (Figure 6I). Consistent with this notion, while our work 

was in progress, a recent study showed that IGF2BP2 binds to m6A of PLK1 3' untranslated 

region and is involved in stabilizing PLK1 expression (101). Interestingly, the loss of IGF2BP2 

has not only affected PLK1 mRNA, but also reduced the abundance of the PLK1 protein in 

multiple models, including MDA-MB-231 breast cancer cells, where its inactivation does not 

decrease the abundance of PLK1 mRNA. Taken together, these data suggest that IGF2BP2 

operates in cancer cells in a context-dependent manner, but its SDL relation with PLK1 

universally relies on PLK1 suppression. This PLK1 inactivation causes eventually a selective 

elimination of PLK1-overexpressing cancer cells that developed dependence on elevated 

PLK1 activity.  

It is interesting to note that both PLK1 and Aurora Kinases are overexpressed within the 

same single cells and loss of IGF2BP2 appears to eliminate most of these single cells. Aurora 

kinases represent a family of therapeutic targets, as they are highly overexpressed in cancer 

cells and functionally linked to PLK1 (24). Although there are over 20 Aurora kinase inhibitors 



163 
 

in different stages of clinical development, prolonged treatment of patients has been shown to 

develop drug resistance (102). From this perspective, targeting IGF2BP2 should provide a 

potential opportunity to eliminate these cells that co-express both PLK1 and Aurora kinases. It 

is also important to note that while the concentration of C4 used to inhibit IGF2BP2 is relatively 

high, further development of this molecule or strategies to define combination therapies should 

potentially lead to increased efficacy at the nanomolar range in combination with good 

pharmacokinetic properties. Additionally, the PK results for C4 at 10 mg/kg IP suggest that 

already with this first hit compound sufficient concentrations in plasma could be reached so 

that efficacy studies should be envisaged. 

While we have focused on IGF2BP2, further exploration of the other three candidates is 

much needed to properly dissect their SDL relationships with PLK1. For example, CRB3 and 

TJP3 are involved in the establishment of tight junctions (103, 104) and may impact 

cytokinesis, as PLK1 also plays a key role in this process (105). In fact, among the pleiotropic 

defects caused by PLK1 overexpression (20, 23-26), failures in cytokinesis and abscission are 

reported to be the most abundant defects, resulting in aneuploidy (22). Further studies to 

explore the role of these proteins might also point towards new therapeutic venues. DPP9 on 

the other hand, is a peptidase that degrades most cytosolic proline containing peptides (106), 

has been shown to interact specifically with SUMO1 (107) and this may facilitate mitotic entry 

by affecting ubiquitination of the transcription factor Forkhead box protein M1b (FoxM1b), a 

known substrate of PLK1 (108). Thus, our work has led to several testable models towards 

discovery science, and we expect the research community to benefit from our extensive 

validation strategies. 

Our systematic integration of multiple unbiased platforms identified a large resource of 

PLK1-SDL hits that can be targeted to suppress the proliferation of PLK1 overexpressing cells. 

As PLK1 overexpression can lead to cellular heterogeneity, there is also a need to confirm if 

suppression of its SDL partner(s) truly eliminates PLK1 overexpressing individual cells. 

Application of direct-capture Perturb-seq identified IGF2BP2, loss of which affects PLK1 

protein levels, either genetically or pharmacologically. In this regard, we are actively working 

on optimizing our novel IGF2BP2 inhibitors to use them effectively in pre-clinical studies with 

an ultimate goal to progress them into clinical trials.  
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Figure Legends 

Figure 1: Genome-wide shRNA screening identifies synthetic dosage lethal partners of 

PLK1. 
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A. Schematic illustrating the expected outcome in PLK1-overexpressing cancer cells after 

inhibition of PLK1 or of PLK1 SDL target. PLK1 inhibition is expected to cause aneuploidy and 

potentially an increase in cell death. PLK1-SDL gene inhibition is expected to cause only cell 

death. B. Western blot analysis of the HCT116-PLK1 inducible cell line for PLK1 with and 

without induction with doxycycline. The upper band represents the constitutive phosphorylated 

form of PLK1-S137D mutant form. GAPDH is shown as a total protein loading control. C. 

Schematic illustration of the genome-wide screening workflow. Example microarray signal 

outcomes for non-essential (NE, green and yellow), synthetic dosage lethal (SDL, blue), and 

essential (E, red) genes are shown. D. Volcano plot representing results of the genome-wide 

pooled shRNA screen. Negative genetic interactions, or genes that significantly (p<0.05 and 

WDC score < 2-fold) decreased the fitness scores in the PLK1 overexpressing population over 

the PLK1 non-overexpressing, are indicated in red. Positive genetic interactions are in blue. 

The total number significant hits came to 960 genes and the full list is provided in Table S1. E. 

Precision Vs Recall (PR) curve calculated by measuring the Bayes factor for the genes 

previously described as general essential and non-essential genes from published screens. F-

measure > 0.75. F. Box plots summarizing microarray signals for all queried hairpin barcodes 

at different timepoints in PLK1-untreated (no induction) and PLK1-induced conditions. A 

decrease of 2.2-fold change in the induced population from T0 to T16 was observed 

(Kolmogorov-Smirnov test p<0.0001). G. Drop plots of microarray signal for best two individual 

hairpins targeting PPP2R5D gene over time in PLK1-uninduced and PLK1-induced. H. SDL-

hits that were also picked up from published mitosis-related screens. Only the top 45 genes 

with maximum overlaps are shown. Rows and columns are sorted by total number of overlaps 

in descending order. References for each row are: 1:PMID: 20360068, 2:PMID: 15616564, 

3:PMID: 20360735, 4, 5, 6:PMID: 24104479 in MUS81, BLM, and PTTG1 null cells 

respectively, 7:PMID: 27929715 in U2OS cells, 8:PMID: 14654843, 9:PMID: 27929715 in 

RPE1-hTERT cells, 10:PMID: 24104479 in PTEN null cells, 11:PMID: 16564017, and 

12:PMID: 17001007 I. Dendrogram of the Reactome pathways that are significantly enriched 

for the 960 PLK1-SDL candidate genes. FDR adjusted p-values are indicated in the Figure. 

 

Figure 2: Prioritization of the PLK1-SDL candidate genes using computational analyses. 

A. Hierarchical clustering of the correlation for the expression of PLK1 with the expression of 

each SDL hit across 33 cancer types from The Cancer Genome Atlas (TCGA) patient data 

obtained from Genomic Data Commons (GDC). B and C. Violin plots of the difference in 

essentiality scores for PLK1 SDL hits in different cell lines grouped by low versus high PLK1 

expression. Essentiality scores derived from published shRNA screens data Marcotte et al., 

(Highlighted in green) and Project Achilles database (https://depmap.org/portal/achilles/) 

(highlighted in orange). The p-value significance was calculated using non-parametric 

Wilcoxon Rank sum test. D. Schematic of identifying naturally occurring SDL interactions using 

Kaplan-Meier survival curves in breast cancer (BRCA). Log rank p-values were computed to 

calculate significance. E. Schematic summarizing gene prioritization for experimental 

validation. 

 

Figure 3: CRISPR-knockout validation of PLK1-SDL candidate genes in patient-derived 

breast cancer model. 

A. Western blot analysis of PLK1 and Cas9 in HCI-010, HCI-010 stably transduced with a Cas9 

expression vector, and in Hs578Bst non-malignant breast epithelial cells. GAPDH is shown as 

the total protein loading control. B. Schematic of the methodology for the CRISPR arrayed in 

vitro screening validation in PDX breast cancer cells with and without Cas9 using high-
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throughput imaging automation to determine lethality. C. Display of sample images acquired 

using automated imaging over time and analysis for different PLK1-SDL candidate gene 

sgRNA in -Cas9 and +Cas9 HCI-010 cells. MetaXpress object masking overlay is shown in 

blue for the day 6 images. D. Bar graph quantification of the imaging analysis over the course 

of 4 days. n = 3, * p-value < 0.05, student’s t-test. E. Schematic of the in vivo pooled CRISPR 

screening in a PDX breast cancer model with and without Cas9. Sequencing was done to 

capture sgRNA dropout.  F. Volcano plot of log10 p-value versus WDC fitness score for all 

queried genes from the in vivo pooled CRISPR screen. P-value cut-off < 0.05 based on WDC 

permutation shuffling. Significant essential genes are colored red. G. The final list of SDL hits 

identified from the in vitro arrayed CRISPR screen and in vivo pooled CRISPR screen. 

 

Figure 4: Shortlisting of top PLK1-SDL candidates using direct guide RNA capture 

Perturb-seq screening. 

A. Schematic overview of the Perturb-seq screening with direct capture of guide RNA workflow. 

Briefly, 10X compatible, guide library with direct capture sequence 1 in the stem loop region, 

was transduced in MCF7 cells and the cells were grown for four days following puromycin 

selection. Gene expression library and CRISPR KO library were prepared following barcoding 

and indexing single cells and sequenced with Novaseq. B. Single-cell k-means cluster 

projection of t-sne embedded pooled sgRNA screen showing 10 clusters (n=7434 cells). C. 

Hierarchal clustering using Pearson correlation of the percentage of knockout cells for each 

gene in the 10 different clusters. Knockouts of few genes that are enriched in clusters 1 and 4, 

along with positive controls are presented. D. Expression analyses of PLK1, AURKA and 

AURKB in individual cells in log2 scale (n=7434 cells) shows that they are highly co-expressed 

in cluster 2. E. Cells with high expression of PLK1 (marking cluster 2 with a box), were tracked 

for each of the 65 single knockouts. Knockouts of CRB2, DPP9, IGF2BP2, TJP3 are 

associated with lowest numbers of cells with high PLK1 levels (negative selection). F. Violin 

plots showing PLK1 levels in the aggregate of all single cells from 65 knockouts. The graph 

was generated by 10x Genomics Loupe Browser software. 

 

Figure 5: IGF2BP2 affects the expression of PLK1 and tumor growth. 

A. Absolute quantification results of ddPCR presented as Target/GAPDH ratios. After knocking 

down of IGF2BP2, PLK1 expression level was significantly downregulated in MCF7 (P<0.001) 

and BT549 cells (P<0.05). In contrast, PLK1 transcript levels increased in MDA-MB-231 cells 

(P<0.001). B. Western blot showing the levels of PLK1 following the knockdown of IGF2BP2. 

GAPDH was used as a loading control. C. Expression patterns of PLK1 and IGF2BP2 in 

multiple cancer types from TCGA show positive correlations. Spearman rank correlations were 

calculated using the RNA-Seq Expectation Maximization (RSEM) normalized expression of 

PLK1 and IGF2BP2 in log2 scale. The frequency plots along the x-axis (top) show the 

frequency of PLK1 expression and the frequency plots along the y-axis (right) shows the 

frequency of IGF2BP2 expression in each tissue type. Each patient is represented by a blue 

dot. Spearman correlation co-efficient (r), number of patients (n), p-value significance (p) are 

included in the graphs. The blue line represents the best linear fit of the distribution. D. Sample 

images with cell masking shown in orange and box plot of Hs578Bst breast epithelial cell 

confluency before and after transfection with IGF2BP2 targeting siRNA. No significant (n.s.) 

decrease in confluency was observed relative to the non-targeting siRNA control, and 

HS578Bst cells showed normal expansion. E. Sample images with cell masking shown in 

orange and quantitation of PLK1-inducible HCT116 cells, measured using S3- Incucyte® 

following knockdown of IGF2BP2. F. Colony formation assay performed with the indicated 
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breast cancer cells following knockdown of IGF2BP2. shRFP was used as a control. Colonies 

were quantified using ImageJ software for the area of the colonies representing the overall 

colony abundance compared to area of the control in MCF7 (p<0.01), MDA-MB-231 (p<0.01), 

BT549 (p<0,05), and HCC1143 (p<0,01). G. Representative images of tumorspheres formed 

by MCF7, MDA-MB-231, and BT549 cells (scale bar, 1000 m). Images of tumorspheres were 

taken using an EVOS m5000 images, and tumorsphere area was calculated using ImageJ 

software. The graph represents area of tumorspheres after knocking down of IGF2BP2 

compared to matching control in MCF7 (p<0.01), MDA-MB-231 (p<0.01), and BT549 (p<0,05). 

H. Graph representing effect of IGF2BP2 knockdown on tumor volume. MDA-MB-231 cells 

(2x106) transduced with shIGF2BP2 or shRFP (control) were injected into mammary fat pads 

of immunodeficient female NOD-SCID mice (n=10/group) and tumor volume was measured 

every 3 to 4 days. The graph shows the mean tumor volume (± standard error) at different time 

points post-injection. The IGF2BP2 knockdown group showed a significant decrease in tumor 

volume compared to control group (p<0.001, two-way ANOVA). 

 

Figure 6: Pharmacological inhibition of IGF2BP2 reduces tumor growth. 

A. Chemical structures of inhibitors of IGF2BP2. B. Western blot showing the levels of PLK1 

after treatment with IGF2BP2 inhibitors. Cells were treated with 30 µM concentration for four 

compounds over 24 hrs and subjected to western blot analyses. The bottom panel shows 

quantitation of the PLK1 levels as a ratio of tubulin. C. Dose-response curves of the 

compounds (C1, C4, C6 and C9) that show IGF2BP2 inhibition in PLK1-overexpressing cell 

lines. D. Concentration of compounds C1, C4, C6 and C9 in plasma, whole blood, blood cells 

at 0.25, 0.5, 1, 2, 3, 8, and 24 h as well as in urine at 1, 2 and 24 hours after IV administration 

(1 mg/kg). E. Concentration of compound C4 in plasma at 0.25, 0.5, 1, 6, 24, 48 and 72, in 

liver at 72 and at 0.25, 0.5, 1, 6 and 24 hours in urine after IP administration (10 mg/kg), 

Concentration of compound C6 in plasma at 0.25, 0.5, 1, 2, 4, 8 and 24, in liver at 24 and at 

0.5, 1 and 2 hours in urine after IP administration (10 mg/kg).  F. Western blot showing the 

levels of PLK1, IGF2BP2 and PARP after treatment with IGF2BP2 inhibitor (C4) in MCF7, 

MDA-MB-231 and BT-549 cell lines at doses ranging from 5 to 75 M for 72h. GAPDH was 

used as a loading control. G. Effect of IGF2BP2 inhibitor (C4) on tumor growth. MDA-MB-231 

cells (2x106) were injected into mammary fat pads of immunodeficient female NOD-SCID mice. 

Treatment with IGF2BP2 inhibitor at the dosage of 10 mg/kg was initiated the following day 

after the injection of cells. IGF2BP2 inhibitor and a matching volume of DMSO were dissolved 

in 2-hydroxypropyl--cyclodextrin and administered intraperitoneally (IP) for five consecutive 

days, followed by two days of rest, for a total of 30 days. Tumor volumes were measured with 

digital caliper in control group treated with DMSO (n=10) and group treated with IGF2BP2 

inhibitor (C4) (n=10) every 3 to 4 days after starting treatment. The graph shows the mean 

tumor volume (± standard error of the mean). The group treated with inhibitor showed a 

significant decrease in tumor volume compared to the control group (p<0.001, two-way 

ANOVA) H. PDX models were classified based on the expression levels of PLK1 and 

IGF2BP2. Following this tumor doubling times (left) and slopes of tumor growth (right) are 

presented for the two categories. I. Schematic model showing the regulation of PLK1 

expression by IGF2BP2. 

 

Supplementary Figure Legends 

Supplementary Figure 1:  

A. Correlation between replicates of uninduced and induced samples from the genome-wide 

shRNA screens. Correlations between multiple timepoints are presented. The left panel shows 
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correlation between uninduced samples, and the right panel shows correlation between 

induced samples.  B. Magnitudes of dropouts between uninduced and induced samples at 

different time points for each hairpin from the genome-wide shRNA screen are plotted. C. 

Cytoscape network of all the 960 SDL hits identified by the genome-wide shRNA screens. 

Each node represents a hit from the screen. They are color coded based on their gene 

ontology. Blue edges represent, previously published interactions downloaded from STRING 

database, showing crosstalk among the SDL hits. 

 

Supplementary Figure 2:  

A. IC50 curves of drug inhibitors of some of the SDL hits identified in the screen. The red 

sigmoidal curve represents the IC50 curve in PLK1 overexpressing cell lines and the blue 

sigmoidal curves are IC50 of cell lines with low PLK1 expression. B. Few representative 

examples of Kaplan-Meier plots for colon and pancreatic cancer patients displaying natural 

SDL expression pattern are presented. 

 

Supplementary Figure 3:  

A. Display of representative images acquired using automated imaging over time for different 

PLK1-SDL candidate knockout in Cas9- and Cas9+ HCI-010 cells. MetaXpress object masking 

overlay is shown in blue for the day 6 images. B. Correlation plots between the replicates of 

the in vivo pooled CRISPR screen. The left side panel is for the Cas9 negative samples, and 

the right-side panel is for the Cas9 positive samples. C. Representative cleavage assay 

confirming individual knockouts. 

 

Supplementary Figure 4:  

A. Bar graph showing number of cells with each individual knockout analyzed in the single-cell 

direct capture Perturb-seq screen. B. Knockout efficiency in the single cell CRISPR screen 

was confirmed by comparing the expression of the corresponding target gene between cells 

from negative controls and knockouts.  The percentage of knockout efficiency for each target 

is presented besides the heatmap.  

 

Supplementary Figure 5:  

A. Absolute quantification (concentration in copies/µL) of GAPDH (VIC labeled, green) and 

PLK1 (FAM labeled, blue) for 3 cell line shRFP control and shIGF2BP2 knockdown samples. 

B. Representative 1D plot showing the positive (blue) and negative (gray) droplets based on 

IGF2BP2 probe (FAM labeled) in shRFP control and shIGF2BP2 knockdown cell line samples. 

C. Representative 1D plot showing the positive (green) and negative (gray) droplets based on 

GAPDH probe (VIC labeled) in shRFP control and shIGF2BP2 knockdown cell line samples. 

D. Colony formation assay performed with the indicated breast cancer cells following 

knockdown of IGF2BP2. shRFP was used as a control. Colonies were quantified using ImageJ 

software for number of colonies. 

 

Supplementary Table Information 

Supplementary Table 1: List of SDL hits from genome-wide shRNA screen with significant 

weighted differential cumulative changes in PLK-induced versus PLK1-uninduced cells. 

 

Supplementary Table 2: Comparison of all 960 hits with previously published screens 

associated with mitosis and cell cycle progression. 
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Supplementary Table 3: List of genes with validated scores based on Marcotte et. al. or 

Project Achilles screens used to prioritize PLK1-SDL interactions. Significant p-values 

indicates SDL interactions of PLK1. 

 

Supplementary Table 4: List of genes prioritized using clinical data to capture "naturally 

occurring" SDL interactions in patients across multiple cancer types. 

 

Supplementary Table 5: List of genes prioritized from 1) ToppGene prioritization, 2) localized 

to the plasma membrane, and/or 3) were located on the cytoband 19p13.2-3. 

 

Supplementary Table 6: List of SDL hits validated by in vitro CRISPR screening approach. 

 

Supplementary Table 7: List of SDL hits validated by in vivo CRISPR screening approach. 

 

Supplementary Table 8: List of sgRNAs used as positive and negative controls in Perturb-

seq screening 

 

Supplementary Table 9: List of primer sequences used for genomic cleavage detection. 

 

Supplementary Table 10: Output from mass spectrometric experiments. 
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V. Chapter 5: Final Discussion 

 

As elucidated in previous chapters, RNA-binding proteins (RBP) play a crucial role in 

diverse biological processes within both bacterial and mammalian cells. Through their 

selective recognition and binding to specific RNA sequences, RBPs are able to 

regulate gene expression and influence the RNA metabolism. 

 

Discovery of inhibitors targeting RBPs including cellular validation of these potential hit 

scaffolds was the aim of this thesis. The first part (Chapter III.1 and 2 ) was focused 

on CsrA, which is widely spread and highly conserved in diverse gram-negative 

pathogens. Moreover, CsrA serves as a key regulator of gene expression, coordinating 

cellular responses to environmental changes and influencing important bacterial 

phenotypes, including carbon metabolism, biofilm formation and virulence. Especially 

as a promising target for anti-virulence therapy, it is important to find cell-active 

substances disrupting these CsrA-RNA interactions. 

 

The second part (Chapter IV.1 and 2 ) was focused on Insulin-like growth factor 2 

mRNA binding proteins (IMPs), particularly IMP2, which has been demonstrated to be 

overexpressed in various tumor types including liver and colon cancer. Furthermore, 

this RBP facilitates tumorigenesis, tumor progression and has also been implicated in 

contributing to worsen the disease outcome. Targeting IMP2 for anti-cancer therapy 

presents a viable approach to reduce tumor cell proliferation. Similar to the CsrA 

project, the discovery of inhibitors that interfere the IMP2-RNA associations is crucial 

in the study of IMP2. These inhibitors should have the potential to modulate IMP2's 

function and downstream regulatory effects, offering new avenues for therapeutic 

interventions and furthering the understanding of IMP2-mediated processes. 

 

For the sake of clarity, the compound codes mentioned in the following discussion 

section are derived from the capital letter of each chapter followed by the number within 

the respective manuscripts they belong to. 

 

1. Screening for potential inhibitors against CsrA 

Based on the previous findings, the FP-based assay proofed to be robust and reliable 
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methodology for screening new lead structures and determination of the inhibitory 

activity against labeled RNA in a cell-free setup.[31] Furthermore, our initial approach 

of using phage display technology to screen for cyclic peptides as a novel inhibitor 

scaffold was successful (Chapter III.1, A).[30] In both studies the CsrA target was from 

Yersinia pseudotuberculosis and included a specific biotin-modification within the 

construct. Biotinylated CsrA enabled the immobilization for the purpose of phage 

display. Details of the phage display-based screening have been already discussed in 

the thesis of Dr. Valentin Jakob[39], therefore this work will only discuss the most 

important findings that are relevant for the discussion of the following chapter. 

 

Phage display offered the distinct advantage of having a vast library containing millions 

of compound variants. In our study, we designed a phage library comprising 2.48 

million disulfide-constrained heptapeptide variants, encompassing a mass range 

spanning from 548 to 1193 Da. Out of 32 clones we could identify one sequence as a 

potential CsrA binder. This disulfide-bridged peptide A1 was chosen due to the 

presence of only one tryptophan. Higher amount of tryptophan usually leads to 

unspecific binding. The glutamic acid residue within the peptide structure is beneficial 

as well for binding the positively charged surface of CsrA. Further structure-activity 

relationships were determined through techniques such as Ala Scan, which resulted in 

the conclusion that both the macrocycle itself and the serine/tryptophan sidechains are 

essential for high affinity and activity. Together with the collaborators we solved the 

solution structure of the disulfide peptide by NMR, followed by a docking experiment 

based on the Yersina pseudotuberculosis CsrA homology model. The result of the 

docking experiment were in accordance with our SAR findings.[30] 

 

In order to achieve intracellular activity, the reductive linearization of the cysteine 

bridge in A1 was prevented by biomimetic replacement with non-natural amino acids 

bearing alkyne and azide functions in their sidechain for click chemistry-based 

macrocyclization. Both 1,4-disubsituted triazole bridging motifs A5a,b maintained their 

activity against the CsrA protein from Yersinia pseudotuberculosis and additionally 

demonstrated activity against E. coli and Pseudomonas aeruginosa protein as well. 

Particularly in E. coli, they exhibited IC50 values in the low micromolar range. These 

findings have encouraged us to proceed with the evaluation of these compounds in a 

cellular environment. 
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Since A1 and A5a,b are most active against E. coli CsrA, the development of an in 

bacterio assay for assessment of these hit compounds was the next logical 

step. (Chapter III.2, B) This study was the main focus of the current PhD. 

 

2. Development of an in bacterio assay for assessment of 
potential inhibitors 

Given that CsrA is a target for pathoblocker compounds, which are ideally devoid of 

bactericidal or bacteriostatic effects, conventional antibacterial assays such as 

minimum inhibitory concentration (MIC) assays are unsuitable. Thus far, a dedicated 

assay tailored for this purpose remains unavailable. 

 

The biggest challenge was to establish an in bacterio assay that not only allows for 

investigating but also enables quantification of the impact on CsrA-regulated cellular 

mechanisms. Initially, our choice was to employ a luminescence-based assay setup. 

The utilization of a luciferase reporter gene assay offers the advantage of enabling 

real-time investigation of inhibitory effects. This assay system allows for direct and 

notable changes in bioluminescence, facilitating the rapid and precise assessment of 

inhibitory activity. 

 

In case of targeting the CsrA, we used a designed vector called pvBE3 harboring the 

glgC-luxCDEAB reporter fusion. This fusion construct encompassed the complete 

promoter region of glgC, which is negatively regulated by CsrA as described in chapter 

I.3.2. In the presence of active pathoblocker compounds, an upregulation of glgC-lux 

expression is expected resulting in enhancement of the bioluminescence. 

 

The difficulty we had to face was the validation and interpretation of the results 

obtained from this inhibition assay. To ensure the functionality of the assay, a positive 

control is required. Initially, natural intracellularly expressed antagonists of CsrA were 

considered as suitable for this purpose. 

 

As outlined in chapter III.2 B, CsrA exhibits a higher affinity for sRNA antagonist CsrB 

compared to its own target mRNAs, therefore we prioritized the examination of CsrB 

being the positive control first. Inducing the overexpression of sRNA within different 

glglux fusion strains lead to a decline in luminescence unlike the expected results. Our 
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findings in qPCR gene expression assay proved that the overexpression of CsrB 

caused a significant increase in CsrA-encoding transcripts (p = 0,0128). Experiments 

involving CsrC resulted in a comparable outcome. Even in the absence of IPTG- 

mediated induction, the overexpression of sRNA antagonists was overcompensated 

by a 100- or 1000-fold upregulation in csrA expression. These results obtained from 

the qPCR analysis provided an explanation for the observations made in luciferase 

reporter gene assay. Furthermore, this indicated the sensitivity of the reporter gene 

assay towards the csrA transcripts level. 

 

The reasons for this (auto)regulatory mechanism that induces csrA upregulation 

through overexpression of the sRNA antagonists will be elucidated in the following 

section. As described in chapter I.3.3, the regulatory circuitry surrounding the Csr 

system in E. coli is undoubtedly complex, vast and not fully understood yet (Figure 18). 

According to previous studies, Csr system utilizes several negative feedback 

loops[32,34,60], which are beneficial for acceleration of regulatory responses[32,60,61], 

generation of graded responses thus effectively minimizing cell-cell variability[32,60,62]  

and reducing background noise.[32,60,63] Previous investigations of the Csr system in E. 

coli demonstrated the utilization of negative feedback to achieve reduction of response 

time.[32,64] 

 

 

Figure 18: illustration of the simplified regulation circuit in Csr (E. coli) system, originated from [65].  Regulatory interactions 
are labeled either in arrowhead (activation) or flathead (inhibition).Dash line symbolized the weak effect (2-fold) of cAMP-
CRP on the turnover of sRNAs.[65] 
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A main negative feedback loop within the Csr system in E. coli involves the indirect 

activation of CsrB/C transcription through CsrA via BarA-UvrY two-component signal 

transduction system (TCS).[32,38,40,60] For this purpose, CsrA positively influences UvrY 

expression and facilitates BarA kinase activity.[32,34] In this context, it is important to 

take into account the influence of carbon nutrients. This is because the BarA-UvrY 

signaling pathway is additionally activated by short-chain fatty acids (SCFAs), including 

formate and acetate, which are metabolic end products of carbon metabolism 

(Figure 18).[32,38,40,65] The depletion of the preferred carbon substrate (glucose) and 

accumulation of its end products lead to upregulation of CsrB/C expression.[65] In 

return, by sequestering CsrA through sRNAs, rapid reduction of CsrA's activity can be 

achieved without relying on dilution through growth.[32,64] 

 

Apart from the BarA-UvrY TCS, other factors such as nutrient starvation and stress 

conditions positively regulate CsrB/C transcription as well.[32,60] During stringent 

response, the intracellular concentration of alarmone molecules (nucleotide secondary 

messenger guanosine tetraphosphate, ppGpp) increases leading to activation of 10- 

fold CsrB/C expression in order to downregulate CsrA’s activity (Figure 18).[32,60] 

ppGpp and CsrA also have opposite effects on the mRNA targets glgC (glycogen 

synthesis) and flhDC (motility), which will be intensified due to the downregulation of 

CsrA’s activity.[60] 

 

All the investigations mentioned above confirmed the findings that upregulation of 

sRNAs leads to the inhibition of CsrA's activity. This has been supported by observed 

decreases in the expression of glycolytic genes and increases in the expression of 

genes related to gluconeogenesis and glycogen biosynthesis among others.[41,65,66] 

Additionally, physiological switch from the exponential phase to the stationary phase 

of growth and a stress-resistant phenotype are facilitated by the downregulation of 

CsrA.[60,65,67] None of these studies described the effect we observed and found in 

chapter III.2, B. regarding the induced upregulation of CsrA’s expression by sRNAs’ 

overexpression, which is contradictory in this context. 

 

In order to provide a potential explanation for our finding, it is necessary to revisit the 

regulatory circuitry and take into account the involvement of the second protein in the 

Csr system, CsrD. The role of CsrD will be described in the following section, and the 
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potential correlation to our findings will be elucidated.  

 

This predicted membrane protein has similar features of a signaling protein[32,67] 

containing an EAL domain(it is called after its conserved sequence motif Glu-Ala-Leu) 

that facilitates binding with glucose-specific enzyme IIA (EIIAGlc) and triggering the 

decay of CsrB/C (Figure 18).[65,67] Specifically, the dephosphorylated state of EIIAGlc, 

which is predominant during glucose transport via the phosphotransferase system 

(PTS), enables binding to the EAL domain of CsrD.[32,65,67] The turnover of CsrB/C 

involves the participation of endonuclease RNase E and the 3’- to 5’-exonuclease 

polynucleotide phosphorylase (PNPase).[32,65,67] In the absence of CsrD-EIIAGlc, 

RNase E is unable to trigger the decay of the sRNAs, due to the protective effect of 

CsrA, which binds to CsrB blocking the RNAse cleavage sites. The role of CsrD 

demonstrates that even in the presence of CsrA, the turnover of CsrB/C can be still 

activated by the availability of glucose and other carbon sources.[32,65,67] However, it 

also has been reported that CsrA represses CsrD as in a sperate negative feedback 

loop. Nevertheless, EIIAGlc–dependent regulatory pathways allow glucose to 

simultaneously stimulate both the turnover and synthesis pathways of CsrB/C.[60,68] 

 

Based on the background information mentioned above, a possible explanation is that 

the overexpression of CsrB/C leads to the upregulation of CsrA, which in turn affects 

the availability of glucose and activates another regulatory pathway. As CsrA 

represses gluconeogenesis, the absence of preferred carbon source such as glucose 

results in the phosphorylated form of EIIAGlc (P-EIIAGlc) binding to adenylate cyclase 

(CyaA) (Figure 18). [65]  This binding facilitates the synthesis of cyclic AMP (cAMP) and 

the formation of cAMP-cAMP receptor protein (CRP) complex.[65] The cAMP-CRP 

complex directly represses the transcription of CsrC and indirectly affects the 

transcription of CsrB.[65] It is not to be excluded that the overexpression of the sRNAs 

trigger other regulatory pathways to regulate and maintain the balance between CsrA 

and CsrB/C levels in the cells. Perhaps even as an defense mechanism aimed at 

conserving resources, considering that both turnover and synthesis of sRNAs require 

carbon sources. In summary, the proposed explanation for our findings emphasize the 

complexity of these regulatory circuits surrounding CsrA and the tightly interplay 

among the Csr components. It is crucial to recognize that regulatory mechanisms 

within the Csr system can vary between different bacterial species, further adding to 
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the complexity of understanding this intricate network. Due to the challenges 

encountered in utilizing CsrB/C as positive control, as discussed earlier, an alternative 

approach was adopted. We chose to investigate the protein antagonist CesT, a 

chaperone protein known to inhibit CsrA's activity, while not affecting the transcript 

level of CsrA.[42,43] With this positive control, we were able to start assessing the first 

inhibitor hits discovered in chapter III.1. The peptides B1 and B2 encountered difficulty 

in penetrating the Gram-negative cell membranes, hindering their ability to enter the 

cytoplasm and effectively target the desired protein. As a result, these peptides were 

unable to inhibit CsrA in the in bacterio assay. This was verified through subcellular 

quantification of uptake in E. coli. Despite an extracellular concentration of 28 µM being 

applied, the intracellular levels of B1 were only detected at nanomolar concentrations. 

These intracellular concentrations proved to be inadequate for disrupting the CsrA-

RNA interaction, considering the micromolar potency of the peptide demonstrated in 

the target-based FP assay. 

 

Nevertheless, the general reporter gene assay concept is now fit-for-purpose to 

facilitate quantitative compound evaluation aiming to identify novel inhibitors with 

cellular efficacy. Furthermore, high throughput screening of potential inhibitors can be 

achieved by this in bacterio assay as well using the 96-well format. 

 

3. Concluding remarks and outlook of CsrA project 

In the first part of this dissertation, we discovered a macrocyclic peptide that serves as 

a novel inhibitor scaffold specifically targeting CsrA. This discovery was achieved 

through a screening method utilizing phage display. The subsequent characterization 

involved conducting fluorescence polarization-based functional activity tests and 

binding assays using MST (microscale thermophoresis). The results demonstrated 

promising potency, with low micromolar IC50 values even against CsrA homologs in 

other gram-negative species. Furthermore, we conducted additional SAR (structure-

activity relationship) research to optimize the compounds and enhance their stability 

towards reductive linearization. 

 

We have successfully developed an in bacterio assay based on a luciferase reporter 

gene assay. As a positive control for the assay, we utilized the chaperone protein CesT, 
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which demonstrated the expected increase in bioluminescence in subsequent 

experiments. This approach allows us to assess the on-target effects of these 

compounds within bacterial cells. While we validated the peptide scaffolds identified 

through our initial phage display-based screening, we encountered a limitation 

regarding their penetration in this in bacterio assay. 

 

Further peptide optimizations to aim at improving penetration as one of the next steps 

to be considered. The idea is to use nanoparticles encapsulating the peptides, 

improving the targeted delivery. 

 

Furthermore, we are in the process of preparing a manuscript that highlights novel 

small molecule scaffolds discovered from a commercial compound library using in 

silico and fluorescence polarization (FP)-based screening. These hit compounds 

demonstrate a greater degree of diversity compared to the peptides, and their compact 

size and suitable physicochemical properties render penetration into bacterial cells 

possible. Additionally, these small molecules can be readily optimized to possess 

desired drug-like properties, including stability, solubility, metabolic stability, and low 

toxicity. The cellular efficacy of these potential inhibitors will be validated using the 

established reporter gene assay. 

 

The purpose of the in bacterio assay is not only validation but also presents a favorable 

opportunity to conduct phenotypic screening using commercial synthetic or natural 

product libraries. This is one of the major steps towards addressing the complexities 

of this virulence-modulating target. 

 

Another perspective for the CsrA project is to establish additional cell-based assays 

such as a motility assay for providing more comprehensive assessment of the 

inhibitor’s efficacy against flagellum biosynthesis. However, also identification of 

possible off-target effects and overall a better understanding of the mode of action in 

CsrA downstream regulation can be achieved. 

 

It would be also worth to optimize the expression in order to obtain enough yield for 

solving the (co-)crystal structures of E. coli CsrA, in order to unambiguously elucidate 

the binding mode of identified inhibitors. This includes key binding residues and 
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structural features that contribute to binding affinity and specificity. Moreover, the 

crystal structures would be valuable templates for further virtual screening and ligand-

based design approaches accelerating the development of effective and selective 

inhibitors. 

 

4. Screening for potential inhibitors against IMP2 

 

Chapter IV.1, C focused on achieving three primary goals. Firstly, the validation of 

IMP2 as a potential target for colorectal cancer, followed by the establishment of a 

screening assay specifically designed for the identification of small molecule inhibitors 

targeting IMP2. Lastly, the assessment of the identified hit compounds regarding their 

biological activity. 

 

One of the challenges in this work was establishing a FP-based assay for screening 

purposes. Unlike the CsrA project, a specific labeled RNA sequence had not been 

identified yet. Therefore, two sequences were selected based on published binding 

motifs of IMP2. To determine the biological efficacy of these sequences, a saturation 

experiment was conducted. The resulting EC50 values revealed that RNA_A exhibited 

a lower concentration required for potency leading to a higher affinity to IMP2 (EC50 of 

60.7 nM) compared to RNA_B (EC50 of 80.5 nM). Nevertheless, both RNA sequences 

were used in the FP-based screening as well as FP-based in vitro hit validation. 

 

In the FP-based screening of different compound libraries, two classes of compounds 

emerged as potential inhibitors with biological target specificity: the benzamidobenzoic 

acid class and the ureidothiophene class. To validate the screening results, additional 

assays were employed, including the thermal shift assay (TSA) and saturation transfer 

difference NMR (STD-NMR). These complementary techniques confirmed the binding 

affinity and target specificity of the identified hit compounds, especially the three most 

active ones (C4,C6 and C9). The discovery of these compound classes provides 

promising starting points for further optimization and development of specific inhibitors 

against IMP2. 

 

In addition, as outlined in chapter IV.2, D, it has been demonstrated that IMP2 
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possesses the ability to regulate the expression of polo-like kinase 1 (PLK1), which is 

commonly found to be overexpressed in various types of cancer. This dysregulation of 

PLK1 can lead to chromosomal instability (CIN), a characteristic feature of cancer cells. 

Through the Inhibition of IMP2 using the three hit compounds (D4, D6 and D9) 

identified from chapter IV.1, a notable reduction in the expansion of PLK1 

overexpressing cells and tumors was observed. The workflow employed in this side 

project shares similarities with the CsrA project, but it incorporates robust biological 

test systems for in vivo validation. For example, the MTT assay, a widely used cell 

viability assay, was employed to assess the impact of the identified hit compounds on 

cell viability and proliferation. Moreover, xenograft models (for example zebrafish 

embryos or triple-negative breast cancer (TNBC)) were utilized to evaluate the efficacy 

and potential anti-tumor effects of the scaffolds in a more complex and physiological 

setting. 

 

Besides in vivo validation, pharmacokinetic (PK) studies were conducted in chapter 

IV.2 in order to evaluate the absorption, distribution, metabolism, and excretion (ADME) 

properties of the identified compounds. After intravenous application in mice and a half- 

life of around 22 hours D4 exhibited the best PK profile the highest exposures in 

plasma, whole blood, blood cells, and urine. The findings from these studies suggest 

that further optimization of inhibitors targeting IMP2 holds substantial therapeutic 

potential, representing a significant step towards advancing anti-cancer therapy. 

 

5. Unpublished investigations in the IMP2 project 

Building upon the previous research described in the last chapter, our investigation 

continued in identifying novel inhibitor scaffolds, with a specific emphasis on targeting 

the KH34 domains. As outlined in chapter I.4.1, the C-terminal region of the KH34 

domains, along with the variable loop regions, play a crucial role in specific RNA 

recognition and stabilization. Instead of using the full length protein, further screening 

experiments and following assays were based on isolated KH34 domains. 

 

The subsequent section highlights the challenges encountered during these 

investigations. Our initial focus was to assess the binding affinity of KH34 domains 

towards the selected RNA_A and RNA_B sequences. However, the titration 
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experiments revealed a reduced affinity towards both RNA sequences with an 

Kd value in low micromolar range. This observation already indicated the difference 

between using KH34 domains alone and the full length protein. As described in 

chapter I.4.1, both RRM domains and all four KH domains are involved in stabilization 

of RNA-protein interaction. Consequently, the observed loss of affinity could be 

explained as followed: While the KH34 domains are crucial for RNA recognition and 

stabilization, it is likely that the presence of other domains and their intricate 

interactions also play a important role. This emphasizes the importance of considering 

the collective contribution of all domains in the IMP2 and their coordinated actions in 

maintaining proper RNA-protein interactions. 

 

Despite the decreased affinity observed with the isolated KH34 domains, we aimed to 

evaluate whether the three most active hit compounds (C4, C6, and C9) exhibited 

inhibitory activity against these domains alone as well. The results from the FP 

competition assay validated our previous findings with the full-length protein. The IC50 

values obtained were consistent within low micromolar range observed in chapter IV.1. 

However, we encountered difficulty with the stability of the KH34 domains over an 

extended period of six months. Additionally, issues related to the expression arose, 

including low yield, loss of RNA binding affinity and decrease of Z-factor for the 

robustness of FP assay. 

 

The observed low yield of the domains could be attributed to inappropriate expression 

and purification conditions, leading to solubility issues. In this case, the temperature 

used for purifying the KH34 domains may not have been optimal (alternating between 

room temperature and 4 degrees Celsius). As highlighted in chapter I.4.1, the anti- 

parallel pseudo-dimer conformation is essential for effective RNA interaction, and any 

disruptions in folding can impact the selectivity of RNA targets. The observed decrease 

in binding affinity towards the RNA sequences may occur due to the impaired folding 

and solubility issues of the KH34 domains. 

 

These findings also indicate that isolated KH34 domains are sensitive, particularly 

regarding their stability and activity. Another possible explanation for the loss of RNA 

binding affinity is the potential influence of the MBP tag on the conformation of the 

protein. While the construct used for the isolated KH34 domains is structurally identical 
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to the full-length protein (as shown in the figure 19), the presence of the MBP tag may 

introduce conformational changes that can affect the recognition, stabilization, and 

binding of RNA molecules. In contrast, the additional domains present in the full-length 

protein may contribute to stabilizing each other and preventing conformational changes. 

 
Figure 19: IMP2 protein domains (KH34) were inserted in pMAL vector. The construct contains an MBP-tag (N- terminal) 

and a 6XHis tag (C-terminal). The MBP-tag is followed by a TEV protease cleavage site. The expression system used was 

Rosetta 2 E. coli. 

 

While FP assays have various advantages, they also have some limitations to consider. 

These biophysical assays require ligand, in our case the RNA sequence, to be labeled 

with a fluorescence probe. The addition of the fluorescent label can potentially alter the 

binding affinity or behavior of the molecule. We also encountered many times that 

companies were not able to provide us with the labeled RNA sequences due to 

difficulties in RNA synthesis. In general, FP assays can be sensitive to environmental 

conditions, such as pH, temperature, and ionic strength. Variations in these factors can 

affect the polarization signal, potentially impacting the accuracy and reproducibility of 

the assay.[69] This could be one of the reasons why the quality of our FP assay 

decreased. 

 

However, the robustness of the FP assay mainly depends on the properties of the 

protein and the fluorescence probe used. Therefore, the focus of optimizations should 

center on these key elements to stabilize the assay's reliability, sensitivity, and 

accuracy. While environmental factors may still play a role and have to be taken care 

of, emphasizing improvements in the protein expression/purification and fluorescence 

probe components will be critical for achieving a robust FP assay and reliable results. 

 

6. Concluding remarks and outlook for IMP2 project 

The second part of this dissertation highlighted IMP2 as a promising anti-cancer target, 
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given its overexpression in cancer cells and its role in promoting tumorigenesis and 

tumor progression. Through a well-established FP-based screening assay, we 

successfully identified three active hit compounds from two inhibitor classes, namely 

benzamidobenzoic acid and ureidothiophene. Subsequent in vitro and in vivo 

assessments confirmed their target specificity, inhibitory activity, and cellular efficacy, 

revealing their significant therapeutic potential. Overall, these findings underscore the 

importance of exploring novel IMP2 inhibitor scaffolds. This leads to advancing the 

development of effective anti-cancer therapy. 

 

The next crucial step in this project involves evaluating the decision to focus only on 

the isolated KH34 domains. To ensure comprehensive validation of the hit compounds, 

it may be beneficial to continue verifying them with the full length protein together with 

the isolated KH34 domains. Another approach worth considering is to explore the 

activities of the hit compounds towards the other four domains (RRM12 and KH12). 

This investigation could provide valuable insights into the mode of action and 

interactions between these domains. Another idea is to investigate the activities of the 

hit compounds towards other four domains. This might be helpful for further 

understanding of the mode of interaction between the domains. 

 

To proceed with further (screening) experiments, it is important to optimize the 

expression and purification of the KH34 domains to obtain stable protein. Addressing 

temperature changes during purification is a crucial aspect of the optimization process, 

as all purification steps require a constant 4 degrees Celsius. Additionally, to 

investigate whether the MBP tag impacts the protein's conformation and stability, the 

cleavage of the tag using tobacco etch virus (TEV) protease should be conducted after 

the MBP purification step. Nonetheless, removing the MBP tag could potentially impact 

the outcomes of the FP assay due to the reduction in protein since after the MBP tag 

cleavage. It is important to additionally keep this in mind. 

 

As our collaborators in Switzerland have already initiated the (co-)crystallization 

process, it is worth to continue with these efforts to gain a deeper insight into the 

binding mechanism and interactions between the full length protein or the isolated 

domains and the hit compounds. The structural information obtained from the (co-) 

crystallization experiments will provide invaluable details about the precise binding 
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sites and confirm the mode of action of the inhibitors. This knowledge enables us to 

fine-tune the compounds for enhanced efficacy and selectivity. 

 

Another further perspective of the IMP2 project is the inclusion of IMP1 and IMP3. By 

incorporating these related proteins into the study, we can assess the inhibitory effects 

of the hit compounds across the IMP protein family, gaining a more comprehensive 

understanding of their selectivity. Additionally, investigating the possibility of dual- 

inhibitors, which can simultaneously target multiple IMP proteins, presents an potential 

opportunity to enhance therapeutic outcomes. This approach could open up new 

possibilities for developing combination therapies and broadening the scope of 

potential applications for the identified compounds. 
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