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Abstract

Helicases are special kind of ATPases, which are vital to all living organisms.
They facilitate nucleic acid strand separation and translocation. DEAH-
helicases are involved in the splicing pathway, where they are a part of the
spliceosome and facilitate various functions, such as release of mRNA, re-
cycling of spliceosome complexes and proofreading of RNA substrates. The
mechanistic function is carried out by the translocation of a single stranded
RNA (ssRNA) through the RNA cleft of the helicase facilitated by ATP
hydrolysis. This thesis employs molecular dynamics simulations to explore
DEAH-helicase conformations and transitions. We present a novel approach
by combining Simulated Tempering and Adaptive Sampling, which over-
comes the sampling challenge of such a complex system. The combination
of these techniques reveals the atomic-level sampling of a complete Prp43
translocation cycle by one nucleotide. Key findings include the role of molec-
ular switches in driving large conformational changes, such as helix-to-loop
transitions or small-scale hydrogen bond rearrangements, and the RNA’s im-
pact on helicase rigidity. In general, we gained important insights into the
impact of the ligands ATP, ADP, and RNA on the dynamics of helicases,
which are essential for further investigations and hypotheses. Furthermore,
the study validates the hypothesized exit tunnel for phosphate and examines
the influence of the G-patch cofactor on protein dynamics, particularly on
the modulattion of the enzyme’s ATPase activity.
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Zusammenfassung

Helikasen sind eine besondere Art von ATPasen, die für alle lebenden Or-
ganismen lebenswichtig sind. Sie erleichtern die Trennung und Translokation
von Nukleinsäuresträngen. DEAH-Helikasen sind am Spleissweg beteiligt, wo
sie Teil des Spleissosoms sind und verschiedene Funktionen wie die Freiset-
zung von mRNA, das Recycling von Spleissosom-Komplexen und das Kor-
rekturlesen von RNA-Substraten ermöglichen. Die mechanistische Funktion
wird durch die Translokation einer einzelsträngigen RNA (ssRNA) durch den
RNA-Spalt der Helikase ausgeführt, die durch ATP-Hydrolyse ermöglicht
wird. In dieser Arbeit werden Molekulardynamiksimulationen eingesetzt,
um Konformationen und Übergänge der DEAH-Helikase zu untersuchen.
Ein neuartiger Ansatz, der Simulated Tempering und Adaptive Sampling
kombiniert, überwindet die Herausforderung des Samplings in einem kom-
plexen System. Die Kombination dieser Techniken ermöglicht es, einen kom-
pletten Prp43-Translokationszyklus auf atomarer Ebene um ein Nukleotid
zu simulieren. Zu den wichtigsten Erkenntnissen gehört die Rolle moleku-
larer Schalter, wie Helix-zu-Schleife-Übergänge oder kleineren Umlagerungen
von Wasserstoffbrückenbindungen, die grosse Konformationsänderungen be-
wirken. Generell haben wir wichtige Erkenntnisse über die Auswirkungen der
Liganden ATP, ADP und RNA auf die Dynamik von Helikasen gewonnen,
die für weitere Untersuchungen und Hypothesen wichtig sind. Darüber hin-
aus bestätigt die Studie die Hypothese eines Ausgangstunnels für Phosphat
und untersucht den Einfluss des G-Patch-Cofaktors auf die Proteindynamik,
insbesondere durch Modulation der ATPase-Aktivität des Enzyms.
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Introduction

Nucleotides, such as ribonucleic acid (RNA), deoxyribonucleic acid (DNA),
and adenosine nucleoside triphosphates (NTPs), are unique molecules that
are essential for life. NTPs, for example, are the monomeric building units
of RNA and DNA, but they also facilitate a wide variety of protein mecha-
nisms within each cell. The most prominent member of the NTPs, adenosine
triphosphates (ATP), is particularly notable for providing energy to living
cells. As a result, many enzymes are ATPases, meaning they lower the ac-
tivation energy required for ATP hydrolysis and make use of the released
energy by the hydrolysis. Conclusively, the decomposition of ATP into ADP
and phosphate can release enough energy to drive a wide variety of cellular
processes.

RNA and DNA, on the other hand, contain genetic information, which
is essential for the function, reproduction, and development of all known
organisms, as well as for evolution itself. Crick postulated a fundamental
principle in genetics, known as ”the central dogma of molecular biology”
[1, 2]. In its most general form, this principle states that the flow of genetic
information proceeds in only one direction: DNA is transcribed into RNA,
and RNA is then translated into proteins. Once a protein has been produced,
it cannot be translated back into genetic information. As a result, the process
of transcription and translation must be maintained in a highly controlled
fashion to avoid errors during protein synthesis, since the errors cannot be
reversed.

To accomplish mostly immaculate transcription and translation, organ-
isms have developed large and complex machineries to perform and control
these tasks. For example, the transcription of DNA to RNA is carried out
by the RNA polymerase, an enzyme with a mass of over 400 kDa. Then,
special molecular machines known as ribosomes translate the RNA into pro-
teins, using the RNA sequence as a template for the primary structure of
the synthesized proteins. However, before RNA can be processed, it must be
prepared by the so-called spliceosomes in a pre-translation step. The spliceo-
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somes facilitate the production of mature messanger RNA (mature mRNA)
from pre-mRNA. This process is highly sensitive to errors, which can lead to
disease-causing mutations. Therefore, the multiple steps of splicing, includ-
ing assembly, activation, catalysis, and disassembly, must be supervised by
specialized enzymes.

One group of these supervising enzymes are the helicases. Helicases have
maintenance and proofreading function. They assist other proteins in bind-
ing to the RNA substrate, check for suboptimal substrates and suboptimal
substrate binding. If they encounter potential errors, they have the ability
to discard the substrate or the binding factor.

Since the stability of the genome depends on helicases, they may be in-
volved in the process of aging, cancerogenic cell alteration, and other genetic
diseases and disorders. As a result, helicases have gained increasing atten-
tion in scientific research over the last several decades and are considered
potential drug targets for preventing cancer formation or other age-related
diseases [3, 4].

In summary, helicases play a fundamental role in the functionality and
reproduction of all living organisms. These proteins are essential for the
flow of genetic information and the production of other proteins, and their
proper functionality is vital to the health and survival of cells. The machinery
responsible for the splicing of RNA and DNA is complex and multi-faceted
and requires the action of a wide variety of enzymes and other molecules to
ensure accuracy and efficiency. The study of helicases and their associated
machinery offers exciting opportunities for understanding the basic processes
of life and for developing potential treatments for a wide range of diseases.
Hence, we present a broad investigation of RNA helicases - more specifically
DEAH-helicases - via molecular dynamics.

1.1 History

Over 40 years of helicase research. Helicases were first discovered in
E. Coli by Hoffmann-Berling et al. in 1976 [5,6]. Back then, the only known
properties of this newly discovered enzyme were the abilities to hydrolyze
ATP and to unwind DNA. Thus, the enzyme was simply called “DNA un-
winding enzyme”. Independently in 1976, Mackay and Linn et al. pointed
out that the so-called RecBC enzyme in complex with a binding protein is
able to unwind DNA in an ATP-depended manner [7]. Two years later, in
two follow-up publications of Hoffmann-Berling et al., the enzymes were ex-
plicitly renamed to “DNA helicases” [8,9]. This date was the official birthday
of the term “helicase”.

2



1.1. HISTORY

Figure 1.1: A simplified timeline of helicase discoveries and isolations in various
specimen. Starting in the 70s until the early 2000s, helicases were isolated from
bacteria, phages, plants, mammals, and other organisms. In 2011, a big database
search was carried out, resulting in identification of 95 helicases. Picture was
highly inspired by the work of Brosh and Watson [19].

In the following 20 years, helicases were found in all kinds of procaryotic
and eucaryotic cells. The first isolation of an eucaryotic helicase from Lily
plants was achieved by Hotta and Stern in 1978 [10], the first bacteriophage
helicase was isolated by Nossal et al. in 1982 [11], followed by the first
mammal helicase from calf thymus by Stalder and Hubscher in 1985 [12].
Subsequently, in 1986 the first yeast helicase [13], in 1990 the first human
helicase [14] and in 1996 the first chloroplast helicase from pea [15] were
discovered. The first RNA helicase was found 1984 and 1985 when Grifo et
al. [16] and Ray et al. [17], respectively, identified a eukaryotic translation
initiation factor, which is named elF4A. Today, this factor is known to be
the ”godfather“ of the DEAD-box proteins [18], which represent one of the
most important helicase families by this date. The closely related DEAH-box
helicases are often combined to a more general DExD/H-box family because
of the high structural similarities. A simplified timeline of helicases is shown
in Fig. 1.1. For further and more detailed information about the uncovering
of helicase in various species, we refer to the review of Brosh and Watson [19].
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1.2 Classification of RNA helicases

Figure 1.2: A simplified classification tree of the two super families 1 and 2. The
investigated subfamily for this work is the DEAH-box helicases, which are closely
related to the DEAD-box helicases. The length of lines in this plot are not to
scale. Bold text indicating families which consists of RNA helicases. The picture
is adopted from Fairman-Williams et al. [20].

In 2011, Umate et al. performed a genome wide search and comparison
of DNA and RNA helicases to provide a foundation for the organization
and characterization of helicases. They identified 95 helicases in the human
genome, 31 of them being DNA helicases and 64 being RNA helicases [21].

In general, RNA helicases are characterized by the presence of seven to
eight highly conserved motifs, which play a crucial part in the NTP (mostly
ATP) hydrolysis [22]. All helicases can roughly be categorized by their qua-
ternary structure in two distinct groups: The ring-shaped hexameric helicases
and the monomeric helicases. Sequence analysis by Gorbalenya and Koonin
et al. [23] and further structure and function-based analyses by Wigley et al.
revealed that helicases can be further divided by their conserved motifs into
six superfamilies (SF) [24,25]. Thereby, the ring-shaped hexameric helicases
are members of the SF 3-6 and all other helicases are either members of the SF
1 or SF 2. The SF 2 forms the largest SF of helicases, and it includes, among
others, the DExD/H-box, RecQ-like, and Ski-like helicases [20, 22, 26, 27]. A
cladogram of the SF 1 and 2 is shown in Fig. 1.2. In addition, to distinguish
helicases even further, they can be grouped by their directionality into up-
and downstream helicases, denoted as type A and B, respectively, and addi-
tionally into helicases working on single- or double-stranded ligands, denoted
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1.3. FUNCTION

as α and β types, respectively [28].
Two such translocating SF2AαDEAH-box helicases are Prp22 and Prp43,

which move directionally along the RNA strand by binding to the RNA phos-
phodiester backbone. X-ray crystallographic studies revealed the structures
of Prp22 and Prp43 from C. thermophilum, providing insight into the ATP
binding and hydrolysis mechanism as well as into certain snapshots along
the RNA translocation cycle and give an idea of how they might work in
detail [29, 30].

In this work, we want to focus on DEAH-box helicases. Like the name
of the DEAD-box helicases, the name of the DEAH-box helicases is derived
from a highly conserved motif inside of the helicases core, which consists of
aspartic acid. Like the DEAD-box and Ski-like helicases, the DEAH-helicases
are key players in the splicing pathway. Their detailed function is discussed
in the following section.

1.3 Function

Helicases play crucial roles in any processes which involve DNA or RNA such
as transcription, translation, recombination, repair, proof-reading, ribosome
biogenesis, RNA transport, splicing, degradation, assembly, disassembly and
many more. In most cases, helicases use the energy released by nucleoside
triphosphate (NTP) hydrolysis either to unwind double-stranded RNA/DNA
or to drive forward the translocation of RNA/DNA [31–36]. Thus, the name
helicase is not always appropriate, since a lot of helicases neither cleave dou-
ble stranded DNA/RNA nor are involved in dsDNA/dsRNA in any way,
but rather translocate ssRNA. In fact, unwinding can be achieved with the
help of translocation [24,37,38], but there exists unwinding without translo-
cation [39–42] and translocation without unwinding [20, 28, 43–46]. In the
latter case, the so-called translocases couple the hydrolysis of ATP to the
directional movement of single-stranded or double-stranded nucleic acid.
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Figure 1.3: Prp43 connected to the intron lariat spliceosome. Prp43 domains
are colored in cyan (RecA2), blue (RecA1) and orange (CTD). The structure was
resolved by Wan et al. Wan et al. [47] and is available in the PDB database with
the PDB ID 5Y88.

DEAH-box helicases keep the genome stable. In general, DEAH-box
helicases are RNA translocases, which are involved in the activation, catal-
ysis and disassembly of the spliceosome complex during the splicing path-
way. Therefore, the helicases are tightly bound to the spliceosome(s) during
these processes, thus being an important part of the complete spliceosome
complex. For example, Prp43 is bound to the Syf1 domain of the intron
lariat spliceosome (ILS) complex as shown in Fig. 1.3 [47]. The major func-
tion of DEAH-box helicases in the splicing pathway is the translocation of
their substrate RNA by facilitating the conformational rearrangements of the
spliceosome. RNA helicases also facilitate the activation of the spliceosome,
modulating the connection and release of various splicing factors and disas-
semble spliceosome complexes. All changes in the spliceosome conformations

6



1.3. FUNCTION

and interaction with the co-factors is supposedly done for proofreading dur-
ing the whole mechanism of splicing. Hence, helicases protect the spliceosome
to interact with suboptimal substrates [48–50]. Such suboptimal substrates
can be pre-mRNA splicing sites, which are altered in their normal sequence,
disturbed RNA secondary structures, RNA with wrongly attached binding
proteins etc. [50–53]. It has been shown that the proofreading mechanism is
established in two different ways [53,54]. The so-called timer model connects
the time it takes for a helicase to interact with a substrate [50]. More pre-
cisely, the model states that the helicase has a limited time window to act on
the substrate during the splicing pathway. Thus, an optimal substrate will
interact with the helicase for a small amount of time, because the helicase is
built to interact with it in an efficient manner. But, if the substrate is not
an optimal interaction partner of the helicase, it will proceed more slowly.
Hence, the helicase has more time to act, and the substrate will be discarded.
The sensor model on the other hand, suggests that the helicase can reject
a non-optimal substrate faster than an optimal substrate, because of the
different stability of the resulting substrate-spliceosome complexes [50, 54].

Translocation rate of RNA helicases. The ATPase activity and its
turn-over rate are major factors for the speed of a helicase along DNA/RNA.
While some RNA helicases translocate just a few base pairs per second,
others are able to translocate up to thousands base pairs per second. The
variation in the rates is depending on two factors: 1. the helicase itself,
most importantly on its structure and 2. the regulation by co-factors. The
regulation is downright essential for all mechanisms involving DNA or RNA,
because the cells must keep the DNA/RNA strands most of the time in its
more stable duplex form than in the single-stranded form [28]. The number
of base pairs which are translocated during one cycle of an ATP hydrolysis
is called step size. The step size may not be confused with the term rate.
The step size is another important quantity to characterize helicases and is
essential for the understanding of the mechanism itself. Like the rate, the
step size can vary among helicases from 1 bp over to a few bps up to over 20
bps per ATP hydrolysis [55,56].

Although kinetic quantities can be measured via various experimental
approaches, the structural cause and connection is often unknown, because
many (intermediate) conformations along the cycle are not resolvable by ex-
periments. For example, due to a lack in RNA-bound crystal structures, the
understanding of the relevant domain motions and cascades of the molecular
switches remain limited. In the literature, there are two discussed hypotheses
for the translocation mechanism derived from the available structures.
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The first proposed mechanism is called the hand-over mechanism [57].
The hand-over mechanism is more applicable for the translocation of helicases
from the SF 3 to 6. During the hand-over mechanism, enzymes need to be
at least dimers or in the case of SF 3 to 6 helicases, hexamers. Since DEAH-
helicases are usually monomeric, we will not discuss this mechanism.

The second model is the famous and widely discussed inchworm model,
which describes RNA translocation as a stepping process [22,28,58]. Accord-
ingly, while a first RecA-like domain is tightly bound to the RNA, a second
RecA-like domain moves along the RNA driven by a power stroke from NTP
hydrolysis until it finds a new tightly-binding contact position on the sub-
strate. Next, by another change of the NTP binding state, the first RecA-like
domain is now only weakly bound, enabling it to follow the previously moved
RecA-like domain along the RNA. Thus, according to the inchworm model,
at least one RecA-like domain is tightly bound to the RNA at any time while
the other RecA-like domain changes its affinity to the RNA depending on
the NTP binding state.

1.4 Structure

As mentioned above, the SF 2 helicases do not appear as ring-shaped hex-
ametric structures. Instead, they are monomeric, with a highly conserved
core, which are composed of two ATPase recombination protein A (RecA) in
close proximity to each other. The domains sandwich an NTP molecule in
order to carry out their ATPase activity [28,59,60]. The two RecA domains
are referred as RecA1 and RecA2.

In 1982 Walker et al. already pointed out that the RecA protein shares
some amino acid regions with other known ATPases such as myosin, kinases
and more [61]. The findings led to the conclusion that there might be con-
served NTP binding motifs in the group of ATPases. Six years later, similar
amino acid motifs could be identified in helicases, highlighting the similarity
of helicases with other known ATPases [23]. The highly conserved motifs are
known as the Walker A and B motifs or P-Loop and consist of a beta-strand
and a glycine-rich loop, which is followed by an α-helix. In the Walker A
motif, a lysin sidechain and some of the backbone nitrogen atoms are inter-
acting with the β- and γ-phosphate of the NTP in the pocket, and therefor
are important nucleotide binding partners. Additionally, seven other con-
served motifs located at the interface between the two RecA domains were
identified. Thus, defining them as the nine conserved structural motifs Q,
I, Ia, Ib, II, III, IV, V and VI [21, 62]. Motif VI being the mentioned P-
loop. Motif Ia, Ib and IV are crucial for the binding and interaction with
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1.4. STRUCTURE

Figure 1.4: Prp43 in the closed state (PDB ID: 5LTA).
C-terminal domain (CTD, orange), RecA2 domain (cyan) and RecA1 domain
(blue). Boxes show close-up views on the hook-loop (top left), the hook-turn (top
right), and on the ATP-pocket (bottom).

the DNA or RNA ligand. In addition, motif III has been proposed to be an
important key player, which connects the unwinding process with the ATP
hydrolysis [63,64]. Furthermore, Prabu et al. and Ficner et al. identified the
distinct beta-hairpin motif and the hook-loop and hook-turn motifs, respec-
tively. Also, in motif V a serine is identified, which is hypothesized to play
a crucial role in sensing the catalytic state of the enzyme. In the absence of
ATP, the corresponding motif of the serine tends to form a helical structure
with the short helix in close proximity by flipping away from the ATP bind-
ing pocket. In the presence of ATP, the serine is in a loop structure, bent
towards to ATP. A comparison of the two different states is shown in Fig.
1.5. We will refer to this serine as ”sensor serine“ and the conformational
helix-to-loop (or loop-to-helix) transition as ”serine flip“ in this work. The
four last mentioned unique structural segments are believed to be involved
in the translocation and unwinding mechanism [29,30,65].

Besides the two RecA domains, which build the core of the enzymes,
SF 1 and 2 helicases often consists of C-terminal (CTD) and N-terminal
(NTD) domains, which can make up most of the enzymes entire mass. For
example, the DEAH-box helicases have a large CTD which is further di-

9



Figure 1.5: Behavior of the sensor serine in Motif V. When ATP is present in the
binding pocket (green), the sensor serine bends towards the ATP-water complex.
In the absence of ATP (cyan), the serine flips upwards and points to the RNA
strand, which leads eventually to interactions between the phosphate backbone and
the sensor serine.

vided into the winged-helix (WH) domain, a ratchet-like domain, and an
oligosaccharide-binding fold (OB) [66,67]. These CTD and NTD are often of
structural and functional importance. For example, the RNA tunnel of the
helicase Prp43 is defined as the space between the CTD and the two RecA
domains. Additionally, the CTD and NTD can promote oligomerization, fa-
cilitate protein-protein interactions, and control the enzymes function by, for
example, influencing the ligand specificity or recognition of specific nucleic
acid regions [20,28,68,69]. Usually, CTD and NTD are not conserved within
an SF but in some cases within subfamilies such as the DEAH-box helicases
or Ski-like helicases [66,70].
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1.5. REGULATION BY G-PATCHES

Figure 1.6: DHX15 in contact with the G-patch NKRF (red). The G-patch is
located on the ”back” of the enzyme. Here it is connected with a more defined
structure on two positions. One is a helix structure on top of the CTD domain on
the WH region and the other is a loop-like structure close to the β-hairpin and the
RecA2 domain.

1.5 Regulation by G-patches

Regulation of proteins is essential for most biological processes, because a
dysregulation can lead to dramatic failures in the fine-tuned apparatuses in
cells, which leads to diseases and/or disorders. In case of RNA helicases,
the dysregulation leads to cancer and other age-related diseases and dis-
orders [71]. Fortunately, helicases are regulated in a various ways. This
includes substrate-depended auto-inhibition [72, 73], post-translation mod-
ifications which renders the catalytic activity depended on specific condi-
tions [74–76], recognition of specific RNA features [77, 78] and most impor-
tantly cofactor-depended regulation [79, 80]. The ladder alters the catalytic
activity of a helicase by either creating an electrostatic environment which
assists the binding to RNA or by mediating direct RNA-protein interactions
by conformational changes. There is a large variety of different co-factors
for RNA helicases, which can enhance their otherwise poor helicase activ-
ity [79,81,82]. One family of those direct co-factors are the so-called G-patch
proteins. Their name is derived by their characteristic and highly conserved
glycine-rich sequence [83]. The overall motif consists of around 50 amino
acids with the conserved sequenceGx2hhx3Gax2GxGlGx3pxux3sx10−16GhG,
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where a is an aromatic, h an hydrophobic, l an aliphatic, s a small, u a tiny
and x a variable amino acid [80]. The helicases investigated in this study
have several different G-patch regulation proteins as binding partners. For
example, in yeast the G-patch co-factors Cmg1, Pxr1, Sqs1 and Ntr1 (also
called Spp382) associate with Prp43, the cofactor Spp2 binds to Prp2 and
the Prp43 human analogous helicase DHX15 has six other G-patch co-factors
including NKRF. Every G-patch protein has a unique role in different kind
of processes, like the G-patch Pfa1 of Prp43, which regulates the ATPase’s
unwinding and hydrolysis activity during the ribosome biogenesis or the G-
patch Ntr1 and Ntr2, which enhances the ATPase’s unwinding activity of
Prp43 during the pre-mRNA splicing.

In this study, for the investigation of G-patches, we will focus on the
human DEAH-box helicase DHX15, which is an analogous to the yeast and
thermophilum helicase Prp43. Two structures of the DHX15 with an at-
tached NKRF was recently resolved by Studer et al. [84] (Fig. 1.6), which
makes an investigation via MD simulations possible.

1.6 Malfunction and disease

80% of all viruses are RNA viruses and carry at least one gene encoding
a helicases in their genome. The other 20% usually hijack eucaryotic heli-
cases to maintain their reproduction cycle [71]. Thus, RNA helicases have
been associated with playing a essential role in bacterial and fungal infec-
tions. For example, studies showed that the deactivation of RNA helicases
in Borrelia burgdorferi (Lyme disease) [85] and in Cryptococcus neoformans
(Cryptococcosis) [86] drastically reduce their virulency in mice models [71].

In contrast, RNA helicases also play a crucial role in the antiviral defense
mechanism of our immune system. For further reading on the impact of
RNA helicases on viral infection we refer to the work of Ranji and Boris-
Lawrie et al. [87]. Due to their critical role in the genome maintenance, the
malfunction of helicases is involved in genetic diseases such as cancer or aging-
related disorders such as Bloom syndrome [88,89], Werner syndrome [90], and
others [91–95].

Studies showed that helicases are upregulated in tumor cells, which leads
to a faster growth rate of cancer cells than of regular cells, which further
underlines the impact of helicases in cancer formation. Hence, helicases might
be potential drug targets for cancer therapy [71].
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1.7. EXPERIMENTS

1.7 Experiments

Structural biology experiments, such as X-ray crystallography [96,97], NMR
[98,99], cryo-EM [100,101], fluorescence single molecular methods [102], and
others, play a pivotal role in elucidating the spatial arrangement of atoms in
proteins [103]. For instance, X-ray crystallography allows for the determina-
tion of protein structures in various conformations by crystallizing proteins
under distinct conditions. Meanwhile, cryo-EM enables the visualization of
protein complexes and their conformational changes in their native/solvated
state. Despite their widespread use and significant impact on understanding
proteins and enzymes, these structure determination experiments come with
inherent limitations.

One drawback of X-ray crystallography is its dependency on the success-
ful crystallization of the protein of interest, which can be a non-trivial and
challenging task, particularly for highly dynamic proteins with flexible do-
mains. Furthermore, the structures captured through crystallization might
differ from the proteins’ native state in solution, as the frozen unit cell may
favor a different conformation.

Cryo-EM, on the other hand, does overcome some of the disadvantages
of X-ray crystallography by providing native images of proteins in solution.
However, it is constrained by capturing snapshots of certain states of the
protein and yielding lower resolutions for the dynamic regions of proteins.
Despite these limitations, these techniques remain indispensable tools in the
field of structural biology, facilitating critical insights into the molecular ar-
chitecture and functional dynamics of proteins.

MD simulations can address these limitations by efficiently sampling the
configurational space of proteins, using structural data from the mentioned
experimental methods as a reference or starting point. For instance, MD
simulations can perturb a crystal structure by removing a ligand and ob-
serve the protein’s behavior in response to the perturbation over time. This
dynamic sampling allows the protein to explore stable states beyond the
initial structure by crossing energy barriers, yielding valuable information
about transitions between states stored in a trajectory. Consequently, MD
simulations provide more than just rigid structures of specific states; they of-
fer insights to make further predictions and build hypotheses about protein
dynamics.

However, MD simulations come with two main disadvantages. Firstly,
biological processes, such as large domain motions, can range from micro to
milliseconds or even a few seconds. Meaning these processes are relativley
slow, considering that the time step of MD simulations lies in the range of a
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few femtoseconds. Thus, the sampling problem arises especially for large and
complex systems, as the undertaking of micro- to millisecond simulations is
challenging even with state-of-the-art hardware. Secondly, MD simulations
are approximations of the real world, as the interactions are defined by force
fields, which rely on a collection of parameters from various sources. Nev-
ertheless, the advancement of high-performance computers, improved MD
software, and a vast array of enhanced sampling techniques have made sam-
pling and long time-scale simulations increasingly feasible. Additionally,
force fields have become more accurate due to parameters being derived from
more precise experimental and quantum calculation data [104,105].

To perform worthwhile MD simulations of complex or large systems on
conventional hardware, the appropriate sampling technique must be selected,
and the simulated data must be carefully compared to available experimental
data to ensure its biological and physical relevance. Simulations and exper-
iments complement each other effectively, with simulations providing cru-
cial details of protein dynamics and kinetics. The information gained from
simulations can make experimental observations more interpretable, particu-
larly as understanding atomistic dynamics and kinetics through experimental
methods remains challenging. Conversely, experiments play a paramount role
in providing direct data, insights, and visualizations of reality [106]. Hence,
MD would not be possible to conduct without the experiments as foundation.

1.8 Sampling problem

Molecular dynamics simulations have been used to follow conformational
transitions of enzymes in thousands of studies to this date. However, equi-
librium MD simulations of complex conformational cycles involving multiple
molecular transitions, including the interaction with one or more ligands, are
still challenging because the simulations typically do not cover the function-
ally relevant time scales. Out-of-equilibrium pulling simulations in principle
overcome high energy barriers which resemble transitions on long time scales,
but in some cases, they are not applicable because they require the defini-
tion of a good reaction coordinate for the process of interest, which is far
from trivial for complex, multi-step, non-linear conformational transitions.
Therefore, MD simulations face two problems for larger and more complex
systems:

1. Simple conventional equilibrium simulations are still not feasible for
large proteins which cross their barriers between biological and physical
relevant states only once in a few micro- to milliseconds.
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1.8. SAMPLING PROBLEM

2. Out of equilibrium simulations may not be suitable because of the exis-
tence of multiple orthogonal degrees of freedom in the protein’s dynam-
ics, which are essential to cover the functionally relevant conformational
space.

Fortunately, a lot of different approaches were invented to tackle the
omnipresent sampling problem. To name a few: meta dynamics, where the
user defines a collective variable (CV), which is a function of selected degrees
of freedom. Then, a history dependent bias potential is applied along this
CV [107]; accelerated MD, which introduces a bias potential for certain areas
in the potential energy landscape under a specific threshold, which makes
crossing barriers in the landscape much easier [108]; simulated tempering,
which lowers the energy barriers between states by using the temperature
of the system as a dynamical variable, which results in a more flat energy
landscape [109]; adaptive sampling, which samples a specific path in the
conformational space by stopping and restarting simulations during selected
and desired intermediates [110].

In this study, we obtained a complete conformational cycle of RNA translo-
cation by the helicase Prp43 by combining two enhanced sampling techniques,
namely simulated tempering (ST) and adaptive sampling (AS).

ST is able to accelerate the sampling of transitions by approximately one
order of magnitude while maintaining the correct Boltzmann distribution
and without the need of defining a reaction coordinate [109, 111]. Instead,
ST enhances the sampling by switching the temperature of the system along
a pre-defined temperature ladder via a Metropolis criterion. Because en-
thalpic barriers are flattened at higher temperature, the system may carry
out transitions in shorter simulation times as compared to a conventional
simulation at room temperature.

During AS, multiple rounds of short parallel simulations are carried out
[112]. After each round, the most promising simulations are selected as
seed for the next round based on their progress along a set of pre-selected
structural features such as presence of H-bonds, distances, angles etc. The
main advantage of the AS technique is the ability to trivially parallelize
simulations and guide the system in a specific direction. Both these factors
can lead to a drastic decrease in the overall wall time, i.e. the actual elapsed
real time. In addition, AS may enhance the sampling if the rate-limiting
transitions are slow and spatially clustered [110].
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1.9 Goals of the thesis

In this thesis, we aim to gain a detailed understanding of the overall mech-
anism of DEAH-helicases, especially for Prp2, Prp22, and Prp43. To study
the translocation process of Prp43, we first performed non-equilibrium sim-
ulations to find suitable reaction coordinates for the systems. Since this
approach does not lead to promising results due to the complexity of the sys-
tems, we introduce a combination of two enhance sampling methods, namely
simulated tempering, and adaptive sampling (mentioned above). The major
achievement of our project is the sampling of a complete translocation cycle
by one nucleotide of the helicase Prp43. The found pathway is plausible and
in line with earlier insights by experimental studies of Prp43. However, we
cannot guarantee that the sampled path is the minimal free energy path of
the helicase.

We could refine the current inchworm model by proposing a similar but
more detailed version of it. Additionally, we estimated the rates for important
transitions during the cycle and constructed a Markov State Model to get
insights into the energy landscape of the helicase. We investigated the exit
pathway of the phosphate ion, which is produced by the ATP hydrolysis.
Here, we could verify an exit tunnel on the back of the enzyme, which was
already suggested by crystallographic observations. At last, we investigated
the influence of the G-patch proteins on the helicases, providing insigt into
the role of G-patch proteins on RNA helicase modulation.

The RNA translocation. The ability of RNA helicases to translocate
RNA is essential for the maintenance of the genome because RNA has to
reach specific regions and proteins during the splicing pathway in order to be
processed. During this translocation process, RNA helicases perform various
tasks on RNA. Helicases can recognize errors in the RNA and subsequently
initiate a discard routine if they identify an inconsistency in their substrates.
This function is crucial for keeping the genome stable and therefore avoid
damage of the genetic code and malfunctions of proteins. Despite recent
advances in crystal and cryo-EM structures of RNA helicases, an in-depth
atomic mechanism is still not defined. Here, MD can help to shed light on
the order and behavior of the molecular switches, which control the large
domain dynamics and ligand interactions, as well as identifying intermediate
states and estimating the respective rates of transitions. It has been re-
ported that there are several important structural features which may drive
the mechanism of the RNA helicases forward. These features are, for ex-
ample, the sensor serine, hook-loop, and hook-turn, just to name the most
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important three. Additionally, it was proposed that the RNA translocation
is a stepwise process in which the RNA is translocated by one to a few nu-
cleotides (depending on the helicase) per ATP hydrolysis in the fashion of
the so-called inchworm process. The main part of this thesis concentrates on
the investigation of these hypotheses via MD simulations. Here, we present
the combination of adaptive sampling and simulated tempering as a strong
approach to observe long time-scale transitions in a feasible amount of time.
Further, we constructed a MSM from the gained trajectories of RNA translo-
cation to estimate the rates of the most important transitions.

The role of ATP and dissociation of ligands. Since RNA helicases
are ATPases, they hydrolyze ATP to ADP and phosphate to facilitate their
function. Consequently, ADP and phosphate must leave the enzyme at some
point during the mechanism. A potential exit tunnel was identified from
crystal structures by Ficner et al. We investigated the possibility for phos-
phate to exit DEAH-helicases through the proposed tunnel with the random
accelerated molecular dynamics method (RAMD).

The impact of G-patches. The influence of cofactors, especially the so-
called G-patches, onto the structural dynamics of DEAH-helicases is a major
issue of recent helicase research [80,84,113]. The G-patches play major roles
in the whole interaction of all members of the spliceosome complex and in
the modulation and regulation of helicases. Currently, there are only two
resolved structures of DEAH-helicases in complex with a G-patch protein,
without missing residues at the binding site, available (Apo structure and
ADP complex of DHX15 and ADP complex of Prp2) [84, 114], which makes
the investigation of the influence of G-patches via MD challenging. Thus, we
compared different DHX15 complexes and their dynamics during ST simula-
tions to the influence of the G-patch. In addition, despite the G-patch being
an IDP and the lose contacts with the helicase, we observed the necessity of
the whole G-patch being present in the simulations to form stable contacts
at the bracelet regions on DHX15.
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Theory

2.1 Molecular dynamics simulations

Over the last years and decades, MD simulations have been widely estab-
lished for studying and understanding biological systems in atomic detail.
For example, MD simulation help to understand the observations of biologi-
cal experiments by providing additional information of a protein’s dynamics.
In addition, MD is widely used in drug discovery [115], material science [116],
folding predication [117], and more.

In MD, single atoms or group of atoms are modeled as spherical ob-
jects with a distinct charge and mass applied to them. The bonds between
said atoms are described by the potential energy as a function of the atoms
positions. Hence, the potential energy of the bonds can be simplified as
harmonic bonds. In order to make the calculation of the behavior and in-
teractions feasible, the atoms are treated classically. This means MD solves
Newton’s equation of motion for all atoms. Thus, MD is less computational
costly than quantum calculations, which is crucial to make the calculations
of the dynamics of a system feasible. If one is interested in the dynamics
of a system and not in chemical processes, such as covalent bond creation
and breaking for example, the classical approach - instead of a quantum
approach -, can be justified by the following three approximations: (i) The
Born-Oppenheimer approximation, (ii) classical treatment of nuclei and (iii)
empirical force fields.

1. The Born-Oppenheimer approximation. The Born-Oppenheimer
approximation is widely used in molecular physics, to separate the motion of
the nuclei and electrons in a molecule. This approximation is based on the
fact that the nuclei are more inert than the electrons. The Born-Oppenheimer
approximation provides enables the description of the potential energy sur-
face of a molecule as a function of the nuclear positions, which is crucial for
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many applications in chemistry and physics, such as computing molecular
behavior, reaction rates, and thermal properties.

In general, the time evolution of a molecular system is described by the
time-dependent Schrödinger equation:

HΨ = ih̄
∂Ψ

∂t
(2.1)

where H denotes the Hamiltonian of the system, Ψ the wavefunction of
the system, h̄ the reduced Plank constant and t the time.

Because the Born-Oppenheimer approximation separates the motion of
the nuclei and the electrons, the corresponding total wavefunction of a molecule
is split into two parts: a wavefunction for the nuclei, and a wavefunction for
the electrons. The total wavefunction is then written as:

Ψ(R, r, t) = ΨN(R, t)Ψe(r;R) (2.2)

where R represents the positions of the nuclei, r represents the positions
of the electrons, t represents the time, ΨN(R, t) is the wavefunction of the
nuclei, and Ψe(r;R) is the wavefunction of the electrons depending on the
nuclei positions only parametrically.

The potential energy surface is calculated using the time-independent
Schrödinger equation for the electrons:

He(R)Ψe(r;R) = Ee(R)Ψe(r;R) (2.3)

where He is the Hamiltonian operator for the electrons and Ee(R) is the
electronic energy. More specific Ee(R) is the potential energy surface of the
molecule in the ground state and represent the potential which acts on the
nuclei during motion.

The electronic Hamiltonian equals to

He(R) = H− Tn, (2.4)

where H denotes the Hamiltonian of the complete system and Tn denotes the
kinetic energy operator for the nuclei. Considering equations 2.3 and 2.4, the
time-dependent Schrödinger equation for the nuclei is described by

(Tn + Ee(R))ΨN(R, t) = ih̄
∂ΨN(R, t)

∂t
. (2.5)

The Born-Oppenheimer approximation assumes that the electronic wave-
function is an accurate representation of the electronic structure of the mol-
ecule for a given set of nuclear positions. The wavefunction of the electrons
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is calculated for a fixed set of nuclear positions, R. The electronic energy
is an eigenvalue of the electronic wavefunction and is used to get the poten-
tial energy surface for the nuclei. The potential energy surface describes the
energy of the molecule as a function of the nuclear positions and provides
important information about the stability and reactivity of a molecule.

2. The classical treatment Since many biological systems contain usu-
ally ten to hundreds of thousands of atoms, solving the given Schrödinger
equation for such a system is not possible. Therefore, a classical approach is
applied in which the particles are treated as classical particles, which follow
Newton’s second law:

mi
∂2Ri

∂t2
= −∇Ri

V (R) (2.6)

miai = Fi (2.7)

Here, V (R) is equal to the potential energy surface Ee and mi, ai and Fi

denote the mass, acceleration and the force of and on the atom i, respectively.
This classical treatment is justified by the Ehrenfest theorem. The Ehren-

fest theorem describes - as a mathematical prove to the correspondence prin-
ciple - how the expectation values of quantum mechanical observables evolve
over time within a quantum system. Specifically, it states that the rate of
change of the expectation value of a quantum observable is related to the
commutator of that observable with the system’s Hamiltonian. In simpler
terms, it states that an expectation value of a physical observable can be
described classically. In addition, the phenomenon called decoherence justi-
fies the classical approach as well. Decoherence describes that the phase of
the wave function is averaged out when particles are constantly interacting
with their environment, which results in the classical behavior of macroscopic
systems. Proteins in vitro or in vivo are permanently in contact with their
environment, hence decoherence applies and classical treatment is justified.

3. Force fields Force fields are empirically computable potential energy
functions V (R) to approximate the potential energy surface Ee. The func-
tion V (R) is a sum of multiple different expressions, which describes the
interaction type accurate enough to create a satisfying approximation of the
true potential energy surface. A common force field takes the form of Eq.
2.8 [104,105,118].
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V (R) = Vb + Va + Vdih + Vimp. dih + VLJ + VCoul

=
∑

bonds i

ki
2
(li − li,0)

2

+
∑

angles i

fi
2
(φi − φi,0)

2

+
∑

dihedrals i

Vi
2
[1 + cos(nϕi − ϕi,0)]

+
∑

imp.dih. i

κi(ξi − ξi,0)
2

+
∑

pairs i,j

4ϵij

[(
σij
rij

)12

−
(
σij
rij

)6
]

+
qiqj

4πϵ0ϵrrij

(2.8)

Here, the bond stretching potential Vb, the bond angle potential Va and
the improper dihedral potential Vimp. dih are represented by harmonic po-
tential functions, which are similar to the description of classical springs.
The proper dihedral potential Vdih describes the potential of the out-of-plane
bending modes modeled by a cosine with periodicity n and potential barriers
Vi. These four terms represent the bonded interactions, which are followed
by the two non-bonded expressions VLJ and VCoul. The first modeling the
Lennard-Jones potential, which describes the short-range repulsive and at-
tractive dispersion interactions as a function of atomic positions to the power
of -12 and -6, respectively. The attractive interactions are derived from the
London-dispersion. Here, σij and ϵij describe the bond length and the depth
of the potential well, i.e. the strength of the interaction, respectively. The
VCoul term describes the electrostatic interactions and is represented by the
Coulomb equation, where qi denotes the partial charge and ϵr the relative
dielectric constant, which is usually set to 1 for simplicity. Usually, the pa-
rameters of all these terms are different depending on the force fields which
are used. If the application demands a different representation, the poten-
tial energy terms can differ from the ones in Eq. 2.8. The user usually has
various choices of force fields to choose from, for example there are AM-
BER [119–121], CHARMM [122–124], GROMOS [125–127], OPLS [128,129]
etc., which all differ from each other in the parameters which they use to
describe the interactions. Usually, the parameters come from fits to thermo-
dynamic quantities and quantum calculations. The parameters of different
force fields are purposely fitted to different data to make them more similar
to certain experiments. Thus, one force field might be more accurate for a
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specific molecule in a certain environment than another force field.
The Amber and CHARMM force fields are widely used for protein simula-

tions. Also, the CHARMM force fields [122,130] is most commonly the force
field of choice, when dealing with membrane simulations, which contain a
lot of small (macro-)molecules, e.g., lipids. The choice of the force field does
not only depend on the molecules which are simulated, but they may also
be used to reduce the computational cost by coarse graining specific parts
in the systems. For example, one of the used force fields for coarse-grained
simulations is the so-called MARTINI force field [131].

In this thesis, the AMBER14sb force field is used, because it is established
as an accurate and valid force field for protein systems containing parameters
for DNA or RNA ligands [132].

2.1.1 Time integration

The GROMACS package provides different types of time integration algo-
rithms to calculate iteratively the position and velocities of all atoms in the
system. In the present thesis, we want to focus on the leap-frog and the
velocity-verlet integrator. The leap-frog algorithm is a special version of the
Verlet algorithm. It computes the velocities at each half integration time
step and the according coordinates of the atoms are calculated every full
integration time step, according to Eq. 2.9 and 2.10.

v(t+
1

2
∆t) = v(t− 1

2
∆t) +

∆t

m
F(t) (2.9)

r(t+∆t) = r(t) + ∆tv(t+
1

2
∆t) (2.10)

Here, v is the velocity, r is the spatial coordinate vector and ∆t is the
integration time step.

We have to use the velocity Verlet integrator since the simulated temper-
ing method is not implemented with the conventional leap-frog algorithm in
GROMACS. In contrast to the leap-frog algorithm, the velocity-verlet algo-
rithm calculates the velocity and coordinates simultaneously as shown in Eq.
2.11 and 2.12.

v(t+∆t) = v(t) +
∆t

2m
[F(t) + F(t+∆t)] (2.11)

r(t+∆t) = r(t) + ∆tv +
∆t2

2m
F(t) (2.12)

Velocity Verlet and leap-frog algorithm are both symplectic, which means
they preserve the total energy of the system, and are time-reversible, which
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matches in most cases physical processes. The difference between the two
algorithms is that the Velocity Verlet algorithm provides a more accurate
energy conservation with a cost of extra computation. However, with corre-
sponding starting points, both algorithms will produce an identical trajec-
tory.

Since the fastest motions in molecules are usually the hydrogen atom vi-
bration modes, one has to choose the integrator frequency small enough to
minimize errors. Thus, in simulations which consider the hydrogen vibra-
tions, the time step must be at least 1 fs. However, the hydrogen vibrations
have very little impact on the overall motions of macromolecules. Thus, in
MD simulations the vibrations are usually constrained via the LINCS algo-
rithm [133] for all bonds except the water molecules and via the SETTLE
algorithm [134] for the water molecules. Those constrains allow the usage of
a 2 fs integration time step instead of a 1 fs.

2.1.2 Temperature and pressure coupling

Usually, MD simulations are performed in an isobaric and isothermal ensem-
ble, called NPT, to reproduce experimental conditions.

Isothermal treatment is necessary because of numerical inaccuracies, force
cut-offs or dissipative work in non-equilibrium simulations which may lead
to nonphysical heating or cooling in different areas of the system. Hence,
the simulation box must be coupled to a temperature bath. In this thesis,
we used the velocity-rescale scheme (v-rescale) [135], which is closely related
to the Berendsen thermostat [136], but introduces an additional stochastic
term [135]. The v-rescale method ensures that the temperature of the system
decays exponentially over time to a defined temperature [135,136].

In an NPT ensemble, the system is isobaric and hence it is coupled to a
pressure bath to ensure the pressure stays approximately constant over time,
similar to the isobaric treatment. In this thesis, the Parrinello-Rahman baro-
stat is used for the conventional (meaning without any enhanced sampling
method applied) production simulations, since it guarantees the correct NPT
ensemble. For equilibrium simulations and the simulated tempering simula-
tions the Berendsen barostat is used. However, it has been stated by Rizzi et
al. [137] that expanded ensemble simulations, such as simulated tempering
simulations, in combination with the Berendsen barostat can produce arti-
facts in the binding free energies. At the beginning of this project, before
GROMACS2020, it was only possible to combine the velocity-verlet integra-
tor with the Berendsen barostat for expanded ensemble NTP simulations.
Thus, this possible problem could not have been avoided. However, we do
not expect that the use of the Berendsen barostat will change the results of
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this work significantly, because no free energy calculation on basis of the en-
ergies during the simulations were performed. Instead we will try to calculate
free energies from transition rates, which will be explained later.

2.1.3 Computation of non-bonded interactions

As stated in the force field section, the non-bonded interactions require the
calculation of potentials of pairs of all particles and therefor scale quadrat-
ically with the number of particles N in the system. Thus, methods are
needed to reduce the computational cost of calculating non-bonded inter-
actions can be reduced by defining a spatial cut-off with a certain radius
around each atom, to reduce the number of interaction partners. Usually,
such a radius is chosen to be 1.0-1.4 nm. The cut-off is justified by the fast
r12 and r6 decay of the LJ potential.

The Coulomb interactions is not simply switched off with a cut-off because
that would cause artifacts during the simulation due to missing long-range
electrostatic interactions, since the Coulomb potential decays only relatively
slow with r. Thus, the prominent particle-mesh Ewald (PME) method was
developed, which handles the electrostatics by assigning the charges to a
grid [138]. Then, the long-rage potential is handled in reciprocal space as a
simple sum. This calculation can be done by a fast Fourier transformation,
which leads to a N logN scaling instead of a N3/2 scaling as the original
Ewald summation.

25



2.2 Simulated Tempering

Simulated tempering [109] (ST) is an enhanced sampling technique, which
we used to overcome the sampling problem of the DEAH-helicases. In ST,
the temperature is a dynamical variable rather than a static parameter. This
allows the system to be simulated at higher temperatures, which makes the
transition of barriers in conformational space more likely. The on-the-fly
changes in temperature render ST a so-called expanded ensemble technique.

In ST, we apply weights to the different temperature states to ensure
a uniform distribution of all states. The flat distribution ensures that the
ground state is visited frequently enough to ensure the sampling of new
minima in conformational space with the correct equilibrium probability.
The probability distribution P (x, i) is

P (x, i) ∝ e−βiH(x)+wi , (2.13)

where x is a configuration of the system, i is the corresponding temper-
ature state, βi = 1/kBTi, wi is the weight of state i and H(x) is the Hamil-
tonian of the system in the configuration x. Thus, the partition function Z
is

Z =
∑
i

∫
e−βiH(x)+widx =

∑
i

Zie
wi , (2.14)

where Zi is the partition function of temperature state i [139].
The transition of the temperature is realized via the Metropolis algorithm,

which performs a neighbor random walk on a pre-defined temperature-ladder
T0 < ... < TN−1 with N temperature states. The difference between two
neighboring temperature states ∆T is chosen small enough to ensure an over-
lap of the potential energy distributions of the system at both temperatures.
After a given time step a transition from temperature Ti to temperature Tj
is attempted, where i = 0, ..., N − 1 and j = i± 1. Following the Metropolis
criterion, if j becomes less than 0 or larger than N − 1, the transition is
immediately rejected. All other transitions have the acceptance probability
given by

pij = min
[
1,exp∆ij

]
, (2.15)

with

∆ij = [βiEi(x)− wi]− [βjEj(x)− wj], (2.16)

where Ek(x) is the potential energy function of a configuration x in the
temperature Tk.
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2.2. SIMULATED TEMPERING

One disadvantage of ST is the necessity of choosing of the right initial
weights. For an optimal choice, the free energies of the respective states
are required. However, these energies are not known a priori. To tackle
this problem, Pande et al. [140] published an approximation method for the
weights. At each temperature Tk a short simulation is performed after which
the average potential energies ⟨E⟩k of the respective temperature state is
determined. Then, the weights are estimated by

wj − wi = (βj − βi)
⟨Ei⟩+ ⟨Ej⟩

2
, (2.17)

where the sum of all wk are equal to an arbitrary constant. Because the
weights of each temperature state is only roughly estimated by this method,
there is still a so-called burn-in required in order to reach optimal weights
eventually. During simulations with larger conformational transitions, the
potential energies of the states can change significantly, which also affects
the corresponding weights. Therefore, the weights have to be constantly
updated at a fixed frequency to ensure a uniform sampling of states during
the whole simulation. An example of the burn-in and the temperature profile
during a ST run is shown in Fig. 5.1.

In summary, the used random walk in temperature space enables the sys-
tem to cross energy barriers between states much faster than in conventional
simulations, thus making ST a suited approach for systems with a rough
energy landscape. Shaw et al. [111] demonstrated a one order of magnitude
reduction in the computation time when using ST in comparison to conven-
tional simulations. A simplified flowchart of the ST procedure is shown in
Fig. 2.1.
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Figure 2.1: Simplified flow chart for the simulated tempering method. 1. Specify
temperature ladder T0, ..., Tk. (1.1 Optional: Initial weights estimation for each
temperature state) 2. Start simulation at T0. 3. Randomly move to Tk−1 or Tk+1

in temperature space after n steps. 4. Metropolis criterion. Simultaneously, update
the weights of temperature states with the Wang-Landau method to maintain a
uniform occupancy over temperature states. 5. Ending criterion.
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2.3. ADAPTIVE SAMPLING

2.3 Adaptive Sampling

The Adaptive Sampling method is a computational approach to enhance the
sampling of the conformational space. Unlike other methods, such as sim-
ulated tempering or replica exchange, this technique does not modify the
Hamiltonian of the system to facilitate accelerated sampling. Instead, it
employs a parallel execution of many conventional MD simulations, which
enhances the likelihood of observing rare events and/or transitions to other
local minima. In addition, multiple parallel simulations help to sample un-
derexplored regions in the conformational space.

Due to the short parallel simulations, a stop-and-go mechanism can be
exploited. Here, a reference conformation state is pre-defined and the goal
is to see a transition to this reference state. If the system is found to be in
a preferred conformational state, i.e., a state which is close to the reference,
at the end of one or more of the parallel simulation, the user may select this
state(s) as starting point for new N parallel simulations. Hence, the vicinity
of the conformational landscape of the chosen state is explored further. Re-
peated iteration of this process may lead to the discovery of multiple domains
in a ”divide and conquer” approach or to the pre-defined end state of interest
that is inaccessible in a single simulation due to multiple high-energy barri-
ers [110]. A flowchart depicting the adaptive sampling principle is presented
in Fig. 2.2.

The underlying principle of the Adaptive Sampling method involves the
periodic in-process evaluation of the short trajectories obtained from each
batch, enabling the user to guide the system towards desired states without
the use of a biasing potential during the simulations. Thus, increasing the
likelihood of escaping energy minima. This is possible because rare events,
which often occur after prolonged waiting times, are typically accompanied
by rapid transitions [141]. Hence, the reference conformational state must be
defined by features, such as atomic distances and angles, which are distinctly
different from their value in the starting state and have a long enough lifetime
to be observable.

The two main advantages of the technique are: 1. the ability to travel
along a path in the energy landscape in an unbiased and - if desired- a
user-controlled manner and 2. the reduction of the overall wall time and
computational time, because of the trivial parallelization of the simulations
and the guided exploration of the conformation space [141,142].

A disadvantage is the requirement a large cluster with many nodes, which
is able to parallelize a lot of simulations. Other disadvantages are: 1. the
complexity of the data can be hard to analyse because of the amount of data,
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that is produced, and 2. even though the Hamiltonian is not modified, the
system is driven by a certain selection criterion, when choosing a new starting
state. Hence, the sampled path in energy landscape is not guaranteed to be
the true minimal free energy path.

The method has been widely used in MD studies on proteins trying to
identify pathways on long time scales, like ligand binding, protein folding
and conformational transitions of proteins [110, 112, 142, 143]. Usually, an
additional analyzing technique can be used to take advantage of all the pro-
duced data after and during the adaptive sampling method. This way, a
lot of additional quantitative information about kinetics and dynamics can
be gained. One of the most famous techniques for the analysis of a adap-
tive sampling outcome is the construction of a Markov State Model (MSM),
which is described in section 2.7 Markov State Model in more detail.

Because Prp43 is large and complex system with a high probability of
containing a lot of different molecular switches, a single enhanced sampling
technique might not be enough to observe a complete translocation cycle of
translocation in a feasible amount of time. After a few test simulations, we
combine the ST and the AS method to further improve the sampling beyond
the ability of the two methods alone. The combination is easily achieved,
because both methods operate orthogonally to each other and do not require
the definition of complex reaction coordinates.
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2.3. ADAPTIVE SAMPLING

Starting 
state

Finished

Batch
n parallel simulations

Trajectory analysis 

Use end state as new
starting state

Target
 state?

No

Yes

find state which is closest to target 
state 

Figure 2.2: Simplified flowchart for the adaptive sampling routine. A batch of
a specified number of separate simulations is initiated using a starting structure.
Upon completion of the simulations, the resulting trajectories are evaluated and
compared with a pre-determined target structure or, more specifically, the target
values of selected features. If a simulation’s end state is deemed sufficiently close
to the target set, the adaptive sampling process is deemed complete. If not, a new
batch of simulations is performed by using the conformation closest to the target
state from the previous batch as the starting point.
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2.4 Random acceleration molecular dynam-

ics

The spontaneous entrance and exit of a ligand in and out of a protein usu-
ally happens on large timescales and therefore is extremely hard or even
impossible to observe during conventional MD simulations. It is shown by
experiments and computational studies, that the phosphate release in RNA
helicases and other proteins is a rate limiting factor during an ATP hydrolyza-
tion cycle with rate constants of a few releases of phosphate per second [144].
Hence, the observation of a spontaneous unbinding event of phosphate would
take seconds of simulation time, which is unfeasible in a limited amount of
time. Random acceleration molecular dynamics (RAMD) is able to overcome
this drastically high time scales by imposing a force with random orienta-
tion on the COM of the ligand of interest in addition to the acting forces
introduced by the MD force field [145]. In order to avoid disruption of the
secondary structure of the protein by the ligand, which can lead to unrea-
sonable exit tunnels and penetrations into inaccessibly areas of the protein,
a fine-tuning of the specific RAMD parameters has to be carried out. A
flowchart of the principle of this method is shown in Fig. 2.3.

In the current literature, RAMD has been proven to be an effective
method for ligand dissociation simulations, which would be computational
too costly to detect with conventional simulations [146]. To name only two,
the RAMD method has been used in the entry and exit pathways of carazolol
in a β2-adrenergic G-Protein [147] and in an unbinding study of vitamin D
from the vitamin D receptor [148]. Such studies are crucial for a more de-
tailed investigation of pathways for drug dissociation and binding. Hence,
the RAMD method can help to find potential drugs, that not only fit into
the ligand pocket but can also traverse in and out of the pocket. In addition,
RAMD can help to estimate one of the most important properties for drug ef-
ficiency, namely the lifetime of the drug-target complex. For example, Wade
et al. used an altered version of the RAMD method to estimate the residence
time of 70 different ligands of the N-terminal domain of HSP90α [149].

In our study, we use the RAMD method to investigate a potential exit
tunnel for the phosphate group after ATP hydrolysis. Hence, we applied
RAMD on a modeled structure of 5LTA, in which we altered the ATP into
an ADP plus phosphate ion.
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2.4. RANDOM ACCELERATION MOLECULAR DYNAMICS

Define rmin, R, F 

Continue with same 
orientation of F

impose F with random 
orientation on ligand COM

Finished

Starting 
structure

Yes

Yes

No

No ligand moved 
by R?

ligand moved 
by rmin?

Figure 2.3: Flowchart for the RAMD method. After defining minimal distance
rmin, maximal distance R and force F , the force is applied with random orientation
on the center of mass of the moveable ligand. After N steps, the algorithm checks
if the ligand moved by at least the minimal distance. If the minimal distance is
exceeded, the algorithm checks if the ligand moved more than the maximal distance
from its initial position. In this case, the dissociation is successful.
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2.5 Principal component analysis

The Principal Component Analysis (PCA) is an established approach for
dimensionality reduction in various fields, from economics to biophysics. It
can unravel low dimensional patterns from a statistical distribution of a high-
dimensional set of data [150–152]. In the field of MD, covariance matrix C
is constructed from the Cartesian coordinates of N atoms of a biological
system:

C = ⟨(ri − ⟨ri⟩)T (rj − ⟨rj⟩)⟩, (2.18)

where ri are the mass-weighted Cartesian coordinates and ⟨...⟩ are the
averages over all sampled structures. Solving the eigenvalue problem of C
leads to the eigenvectors vi and the eigenvalues λi, which describe the collec-
tive modes and their magnitudes, respectively. Projecting the original data
onto the eigenvectors leads to the projected data z:

zT = rTV, (2.19)

where V is the matrix with the eigenvectors vi as columns, sorted in
descending order by their corresponding eigenvalues λi and zT is the trans-
posed projected data on the eigenvectors. Thus, the Principal Component
with the largest corresponding eigenvalue represents the reduced represen-
tation of the motion with the largest contribution to the variance of atomic
fluctuations [153,154].
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2.6. TIME-STRUCTURE INDEPENDENT COMPONENTS ANALYSIS

2.6 Time-structure independent components

analysis

The time-structure independent components analysis (tiCA) is closely related
to the PCA, but instead of finding the motions, which maximize the variance
of the degrees of freedom, the tiCA method searches for the slowest motions in
the protein dynamics by maximize the auto-correlation time of these motions.
Here, a covariance matrix C of a n-dimensional time series is needed:

C = ⟨(r(t)− ⟨r(t)⟩)T (r(t)− ⟨r(t)⟩)⟩, (2.20)

where r(t) being the mass-weighted Cartesian coordinates. In addition,
a time-lagged covariance matrix C needs to be constructed as follows

C = ⟨(r(t)− ⟨r(t)⟩)T (r(t+∆t)− ⟨r(t)⟩)⟩, (2.21)

where ∆t is the respective lag time. Then, the following generalized
eigenvalue problem is solved:

CV = CV λ, (2.22)

where V and Λ are the eigenvector and eigenvalue matrices respectively.
Again, by projecting the eigenvectors which correspond to the slowest mo-
tions, e.g., the ones with the highest corresponding eigenvalues (highest auto-
correlation), onto the data, we yield a reduced dimensionality representation
of that data [155,156].

2.7 Markov State Model

Markov State Models (MSMs) are stochastic models widely used to describe
systems that transition between different states over time. They play a piv-
otal role in modeling the long-timescale dynamics of molecular systems within
the field of Molecular Dynamics (MD). These models provide valuable in-
sights into the conformational landscape of complex biomolecular systems,
shedding light on transitions between various states and the kinetics of these
processes. Markov Chains are defined by two fundamental properties: the
Markov property and the principle of detailed balance. The Markov property
states that the future state of the system depends solely on its current state
and is independent of its past states, given the current state. In other words,
the system’s future behavior is ”memoryless,” and the transition probabili-
ties between states are constant over time. The detailed balance property is
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a crucial concept in the context of Markov chains and is associated with sys-
tems in thermodynamic equilibrium. It refers to a specific balance between
transition rates, meaning the net probability flux between any two states
in the chain becomes zero, meaning that the system is in equilibrium and
not biased towards any particular direction. However, in MSMs, only the
Markov property must hold true, since the transitions between states in an
MSM are usually coming from non-equilibrium simulation and their kinetic
clustering, which leads to transitions that may not fulfill the detailed balance
requirement. In this work, we present the construction and the application
of an MSM on the use case of DEAH-helicases. While we won’t delve into all
the mathematical intricacies and theoretical underpinnings, interested read-
ers can refer to the comprehensive book by Pande, Bowman, and Noe [157]
and to the PyEmma [158] documentation, which was used in the construction
and analysis of the MSM.

To create an MSM, one typically combines data from multiple short MD
simulations, which may result from adaptive sampling procedures. The first
step in constructing an MSM involves clustering the sampled conformations
based on a geometric criterion. These clusters are termed microstates and
represent conformations that are either similar or closely related in the confor-
mational space. Various clustering algorithms can be employed for this task,
such as k-Means clustering [159], k-Center clustering [160], and k-Medoids
clustering [161].

Analyzing a large number microstates can be challenging, which can be
addressed by further aggregating them into larger entities called macrostates.
Kinetic clustering techniques, such as Perron-Cluster Cluster Analysis (PCCA)
[162, 163] and Robust PCCA (PCCA+) [164, 165], are commonly employed
to form these macrostates. This simplifies the phase space and makes it
more amenable to analysis and interpretation. These clustering approaches
are not performed on the raw spatial trajectories given by MD simulations,
but rather by a dimensional-reduced subspace of the raw data. High di-
mensional data can lead to the so-called “curse of dimensionality” and lead
to difficulties in the interpretation and representation of the results. The
curse of dimensionality describes the phenomenon of an exponential increase
of computational cost with the number of dimensions. To solve this issue,
tiCA [166,167] can be used to extract motions with the highest autocorrela-
tion time and plot the slowest motions on to each other in a 2D plot to have a
more interpretable representation of the spatial data. Then, the microstate
and macrostate clustering can be performed and projected onto these so-
called tiCs to gain additional insight into the connection and kinetics of the
different states. When constructing an MSM, several parameters need to be
carefully chosen, including the lag time, features for dimension reduction, the
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2.7. MARKOV STATE MODEL

number of clusters, and the number of macrostates. Moreover, a critical eval-
uation and validation of the constructed MSM are crucial. This validation
involves checking implied timescales, verifying Markovian behavior, ensuring
detailed balance (if applied), and confirming ergodicity. These checks are
essential to ensure that the resulting MSM is a physically meaningful and
interpretable model of the system. Once a valid MSM is constructed, it can
provide a wealth of additional information about the system and the relation-
ships between different states. For example, one can estimate the free energy
of each state using the expression Gi = −kT ln(Pi), where Pi represents the
population of the state i.

In summary, Markov State Models are powerful tools used in MD to
explore the long-timescale dynamics of molecular systems. By capturing
the essential conformational states and their kinetics, MSMs offer valuable
insights into complex biological processes and hold significant promise for
advancing our understanding of molecular behavior.
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Effects of ligands on the confor-
mations of DEAH helicases

Helicases are essential for life since they play major roles in the genome
stability. Thus, helicases were the subject of a lot of studies in the last
decades. Only recently, more and more structures of the monomeric DEAH
helicases were resolved by different groups via different methods, such as
crystallography and cryo-EM. These structures yield crucial insights into
the structure of helicases, which allow to construct hypotheses about their
dynamics. However, because such methods are only able to resolve single
pictures of an ensemble average or only states in a crystal unit cell, the real
dynamic of the enzymes remains hidden. Molecular dynamics simulations are
able to close this gap by producing possible trajectories of protein structures
which capture the motion of enzymes. Here, MD can corroborate the found
structures by simulating the enzyme’s native state and check the stability
of the complex, enforce a change in the enzyme’s structure by removal or
insertion of a ligand into or onto the protein or simply by applying an artificial
force on a part of the protein.

The following results are published in the journal Biological Chemistry
[168]. We investigated the influence of the removal or/and the replacement
of ligands from different crystal structures from various RNA helicases. This
approach is useful to get an overall understanding of the effects of the ligands
on the three main domains CTD, RecA1 and RecA2 of the corresponding
enzymes. Hence, we analyzed the RecA1–RecA2 distance and the CTD–
RecA2 distance. For the RecA1–RecA2 distance, we measured the distance
between the COM of five beta sheets in RecA1 and RecA2, respectively,
since they represent COMs which are stable against inner fluctuations of
loop regions and residue sidechains. For the CTD–RecA2 distance, we have
chosen to calculate the minimal distance between a LYS in the ratchet-like
domain (for example LYS605 in PDB ID 5LTA) and an ASP in the RecA2
domain (for example ASP321 in PDB ID 5LTA), since these amino acids
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tend to form hydrogen bonds if the RNA cleft gets disrupted.

3.1 Methods

MD simulations of the conventional simulations concerning the investigation
and analysis of the various crystal structures were set up as follows with
GROMACS 2018.1 [169]. The initial structures of Prp43, Prp22 and Prp2
were taken from the protein data bank (5LTA [29], 5D0U [170], 5LTK [170],
5LTJ [170], 6I3P [30]) representing Prp43 interacting with U7 RNA and ATP
(5LTA), with ADP (5D0U) and ATP (5LTK/5LTJ). Any missing residues
were added via Modeller [171]. The ligands were removed according to the
desired investigation as stated in the corresponding Results section. The
structures were placed into a simulation box of a dodecahedron with a mini-
mum distance of 1 nm between the protein and the box borders. The systems
were solvated with water and neutralized with K+ counter ions. Interactions
of protein and RNA were described with the Amber14SB force field [132].
The ATP, ADP, Mg2+ and water were positioned to match the positions of the
ATP and ADP analogues and the crystal water in the corresponding struc-
tures. Parameters of the ATP and ADP were taken from Carlson et al. [172],
translated into GROMACS format with the ACPYPE software [173]. Wa-
ter was modeled with the TIP3P model [174], and parameters for K+ were
taken from Joung et al. [175]. The energy of the system was minimized with
the steepest descent algorithm. Then, the system was equilibrated for 100
ps with position restraints acting on the heavy atoms including RNA and
Mg (k = 1000 kJmol−1nm−2). Electrostatic interactions were described with
the particle-mesh Ewald method [138]. Dispersion interactions and short-
range repulsion were described together with a Lennard-Jones potential with
a cut-off at 1 nm. The temperature was controlled at 300K using velocity-
scaling [135], thereby coupling protein, RNA, Mg2+, and ATP (if present) to
one heat bath while coupling water and K+ to a second heat bath (τ = 0.5 ps).
The pressure was controlled at 1 bar with the Parrinello-Rahman barostat
(τ = 5ps) [176]. The md-vv integrator was used for simulated tempering
(ST) simulations and the md integrator was used for all other simulations,
both with an integration time step of 2 fs. The geometry of water molecules
was constrained with SETTLE [134]. All other bonds were constrained with
P-LINCS [133].
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3.2. RESULTS

3.2 Results

3.2.1 Prp43

5LTA

Figure 3.1: The crystal struc-
ture 5LTA from Ficner et al.
[30]. The structure represents
the Prp43·RNA·ATP complex

The crystal structure with the PDB ID
5LTA resembles the Prp43 helicase in its
RNA and ATP loaded state. In this struc-
ture, the RNA cleft has a defined struc-
ture which forms a tunnel for the ssRNA.
The two RecA domains, RecA1 and RecA2,
are in proximity to each other and there-
fore form a closed interface with each other.
Here, ATP acts as a bridge between the two
domains.

We performed several different simula-
tions to identify the behavior of Prp43 after
removing or replacing its ligands, all start-
ing from the 5LTA crystal structure. More
precisely, we carried out four 200 ns of the
Prp43·RNA·ATP complex, ten 80 ns simula-
tions of the Prp43·RNA complex, six 300 ns
simulations of the Prp43·ATP complex, ten
800 ns simulations of the Prp43·ADP and ten 500 ns simulations of the Prp43
apo structure. The analysis of the domain movements is shown in Fig. 3.2.

The Prp43·RNA complex has a stable RecA distance and CTD–
RecA2 distance, which is shown in the two distance plots of Fig. 3.2A.
The slight CTD–RecA2 distance increase might occur due to the poor model
of RNA inside the RNA cleft of 5LTA. The other possibility might be that
the removal of ATP from the ATP pocket has a slight impact on the RNA
tunnel. We can conclude that the RNA strand has a strong impact in the
overall conformation, because the RNA itself defines the RNA tunnel and
has strong interaction points with both RecA domains. However, we would
expect a complete opening of the RecA domains after ATP removal. This
conformational transition is probably not observed, because it occurs on way
longer time scales than 80 ps.

The Prp43·RNA·ATP complex is the native state of the crystal struc-
ture. The RecA domain interface and the RNA cleft are overall stable over
the 200 ns simulations time. Higher fluctuations in the domain distances than
in the Prp43·RNA complex are observed.
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The Prp43·ATP complex possesses a stable ATP pocket even after the
removal of RNA as shown in the RecA distance plot in Fig. 3.2C. However, as
soon as RNA is removed from the complex, the RNA tunnel gets disturbed,
which is noticeable in five out of six simulations as a decrease in the CTD–
RecA2 distance of about 0.4–0.7 nm. In two simulations this leads to a H-
bond between the measured LYS605 and ASP321 and therefor to a left tilt
of the CTD domain towards the RecA2.

The Prp43·ADP complex experiences a small perturbation of the ATP
binding pocket which results in a small increase of the RecA distance. This
might happen because of the missing interaction link of the γ-phosphate
from the original ATP with the RecA2 domain. Similar to the Prp43·ATP
complex, the CTD–RecA2 distance is decreasing during the first 100 ns and
by the end of six out of ten simulations an H-bond form between LYS605
and ASP321 as seen in Fig. 3.2D.

The Prp43 apo structure carries out the most noticeable movement
out of all complex simulations of 5LTA. The CTD–RecA2 distance is much
more moving than in the Prp43·ATP and Prp43·ADP complexes. As shown
in Fig. 3.2E, the distance between the domains can increase, which indicates
an opening of the RNA tunnel. A similar trend in observed in the ATP
pocket, as in two out of ten simulations a large increase between the RecA
domains occurs. This increase of more than 0.6 nm can be seen as a full
rupture of the RecA interface. However, we did not observe a sensor serine
loop-to-helix transition in either simulation. Therefore, the two simulations
of the Prp43 apo structure, which undergo a rupture of the RecA interface,
cannot be seen as a true open state in the sense of the Prp43·RNA complex
open state during the translocation.
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Figure 3.2: The analysis of all 5LTA simulations. (A) The Prp43·RNA complex.
The helicase is overall rigid, and no large conformational change is observed. (B)
The Prp43·RNA·ATP complex. The helicase is in its native state as in the crystal
structure. The RecA distance and RNA-cleft opening are constant besides some
small fluctuations during the 200 ns. (C) The Prp43·ATP complex. The distance
between the CTD and RecA2 is decreasing while the RecA domains stay close to
each other. (D) The Prp43·ADP complex. The distance between the CTD and
RecA2 is decreasing and the RecA domains are more flexible, which results in a
small change in the RecA distance. (E) The Prp43 apo structure. The distance
between the CTD and the RecA2 is varying a lot. Also, the RecA distance is
changing drastically in two simulations
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5D0U

Figure 3.3: The crystal struc-
ture 5D0U from Ficner et al.
[170]. The structure represents
the Prp43·ADP complex

The crystal structure 5D0U resolved by Fic-
ner et al. [170] resembles the Prp43·ADP
complex. The complex is in a closed-like
state and the sensor serine sequence is al-
ready in the helix conformation. Thus, ac-
cording to this crystal structure, the loop-
to-helix transition occurs during or immedi-
ately after the ATP hydrolysis. Addition-
ally, the structure shows a clear open RNA
cleft at the proximity of the RecA2 domain.
In our study, starting from 5D0U, we per-
formed six 300 ns simulations of the native
Prp43·ADP complex and ten 500 ns simu-
lations of the Prp43 apo-state by removing
ADP from the complex. For analysis, we
tracked the change of the RecA domain dis-
tance and the size of the entrance of the
RNA cleft. In case of the RecA domain
distance, we measured the distance between
the COM of four β-sheets of the RecA2 do-
main and the COM of five β-sheets of the
RecA1 domain. In case of the RNA cleft
opening, we captured the distance between two crucial residues (E320 and
S614) close to the entrance of the RNA cleft which is formed by the CTD
and the RecA2 (Fig. 3.4).

The 5D0U Prp43·ADP complex shows a similar behavior like the
Prp43·ATP and Prp43·ADP complexes of 5LTA. (Fig. 3.4A) The RecA is
stable, but although, the complex is in its native crystal conformation, the
CTD and RecA2 domain come closer to each other by 0.2–0.7 nm. In contrast
to the Prp43·ADP complex of PDB ID 5LTA, only one simulation reaches
a CTD–RecA2 distance of ∼0.2 nm after 300 ns. The observation indicates
that the RNA tunnel formed between RecA2 and CTD in 5D0U is more
stable than in the 5LTA crystal structure after RNA removal. In 5LTA, the
RNA tunnel will break down after RNA removal, since the RNA gives it a
defined conformation, which is already near RecA2.

The 5D0U Prp43 apo-structure undergoes similar changes like the
5LTA apo structure. (Fig. 3.4B) The CTD–RecA2 distance domain show
high fluctuation in the end conformations of the 10 simulations, which indi-
cates a flexible CTD domain. The RecA interface tends to open due to the
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3.2. RESULTS

loss of the ADP contacts between the two domains. In one of the ten sim-
ulations, the RecA domains drift apart to a distance of ∼3.15 nm, which is
similar to the RecA domain distance of the open conformation of Prp22·RNA
complex (PDB ID: 6I3P). The opening of the RecA domains might be eas-
ier, because the 5D0U crystal structure resembles a conformation after the
loop-to-helix transition of the sensor serine. Thus, probably one of the rate-
limiting steps (ATP hydrolysis and/or serine flip) has already occurred during
or right after ATP hydrolysis.
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Figure 3.4: The analysis of the 5D0U simulations.
A) The Prp43·ADP complex of 5D0U. The helicase is overall rigid, and no large
conformational change is observed. B) The Prp43 apo-structure of 5D0U. The
distance between the CTD and RecA2 is decreasing while the RecA domains stay
close to each other.
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5LTJ & 5LTK

Open
RNA-cleft

5LTK

Figure 3.5: The crystal struc-
ture 5LTK from Ficner et al.
[29] in surface representation.
The structure represents the
Prp43·ATP complex with an
open RNA cleft.

The 5LTJ and 5LTK crystal structures re-
solved by Tauchert et al. [29] represent the
helicase Prp43 as ATP-complex. Accord-
ing to Tauchert et al. [29], the enzyme’s
CTD moved away from RecA2 and RecA1,
which results in an open RNA cleft with
no defined RNA tunnel (Fig. 3.5). Thus,
the conformations resemble the pre-catalytic
state of Prp43 before RNA binding. To
study the stability of the conformations of
5LTJ and 5LTK, we performed four 250 ns
5LTJ·ATP complex simulations, six 100 ns
5LTJ·ADP complex simulations, four 300 ns
5LTJ·ATP complex simulations, and four
300 ns 5LTJ·ADP complex simulations. As
mentioned above, we analyzed the RecA do-
main distance and the opening of the RNA
cleft (Fig. 3.6).

Generally, the RecA distance did not
vary significantly between the four different
setups. This indicates that the native ATP complexes of the two crystal
structures are stable at the RecA domain interface.

The 5TLJ and 5LTK Prp43·ADP complexes show a decrease of
the CTD–RecA2 distance of ∼0.3-0.9 nm. The large difference between the
distances suggests, either the CTD or RecA is highly flexible, or the confor-
mations have not reached equilibrium yet. After investigation of the trajec-
tories, we can conclude, that even a 0.3 nm decrease in the distance between
CTD and RecA2 is enough for a collapse of the open RNA tunnel as shown
in Fig. 3.5. Thus, the RNA tunnel opening is not stable in our simulations
(Fig. 3.6A/C).

The 5LTJ and 5LTK Prp43·ATP complexes undergo a decrease in
the CTD–RecA2 distance of ∼0.3-0.5 nm. In contrast to the Prp43·ADP
complexes, the CTD–RecA2 distance equilibrates after roughly 150 ns at an
average distance of ∼1.5 nm. Thus, although we observe a collapse of the
RNA opening in the ATP complexes, the conformation is equilibrating faster
than the ADP complex counterparts. Conclusively, the change from ATP to
ADP has a slight increase in the stability of the complex and/or the flexibility
of the CTD (Fig. 3.6B/D). However, a stable open RNA tunnel as proposed
in the crystal structures 5LTJ and 5LTK was not observed.
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3.2. RESULTS
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Figure 3.6: The analysis of the 5LTJ and 5LTK simulations. The RecA interface
is stable and the open RNA cleft collapses in all simulations.
A) The Prp43·ADP complex of 5LTJ and the trend of the RecA domain distance
and of the stability of the RNA cleft open state. B) The Prp43·ATP complex
of 5LTJ and the trend of the RecA domain distance and of the stability of the
RNA cleft open state. C) The Prp43·ADP complex of 5LTK and the trend of the
RecA domain distance and of the stability of the RNA cleft open state. D) The
Prp43·ATP complex of 5LTK and the trend of the RecA domain distance and of
the stability of the RNA cleft open state.
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3.2.2 Prp22

6I3P

Figure 3.7: The crystal struc-
ture 6I3P from Hamann et al.
[30]. The structure represents
the Prp22·RNA complex with an
open RecA interface.

The 6I3P crystal structure resolved by
Hamann et al. [30] represent the Prp22·RNA
complex. The structure has a defined RNA
tunnel in which ssRNA is bound. The struc-
ture forms an open RecA interface which
renders the enzyme in the open conforma-
tion. In this conformation the sensor ser-
ine is in contact with RNA. Additionally,
there is one more nucleotide inside the RNA
tunnel than in the closed conformation of
the Prp43·RNA·ATP 5LTA. Since the 6I3P
crystal structure has missing residues, we
modeled the residues with modeller by A.
Sali and T. Blundell [171] (more informa-
tion in Methods section). We performed
four 200 ns simulations of Prp22·RNA·ATP
complex by inserting ATP inside the ATP
binding pocket of 6I3P, four 200 ns simu-
lations of the Prp22·RNA complex starting
from the 6I3P crystal structure, four 300 ns
simulations of the Prp22·ATP complex by removing RNA and placing ATP
in the ATP binding pocket, four 1µs simulations of the Prp22·ADP complex
by removing RNA and placing ADP in the ATP binding pocket, and four
300 ns simulations of the Prp22 apo structure by removing RNA from the
crystal structure.

The Prp22·RNA complex shows a constant RecA1–RecA2 and CTD–
RecA2 distance, which is shown in in Fig. 3.8A. The protein behaves com-
pletely stable without any conformational changes, which is in-line with the
expectation since it is the original complex from the crystal structure.

The Prp22·RNA·ATP complex has an overall stable RecA interface
with only small fluctuations. The CTD–RecA2 distance is not changing
significantly during the 200 ns simulations time (Fig. 3.8B). Despite being
not the native state of the crystal structure, the insertion of ATP inside the
ATP pocket did not have an impact on the protein.

The Prp22·ATP complex shows in one of four simulations a decrease
in the RecA distance. All simulations carry out an increase in the CTD–
RecA2 distance (Fig. 3.8C). The change in the CTD–RecA distance indicates
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3.2. RESULTS

that the RNA tunnel becomes unstable after around 70 ns after removal of
RNA. Both, the disruption of the RecA interface in one simulation and the
CTD–RecA2 distance increase in four simulations indicate that the removal
of RNA has an impact on the ATP pocket and the RNA tunnel. After
removing RNA, the RecA2 domain becomes more flexible and can approach
the RecA1 domain, which might enable the formation/closing of the RecA
interface. However, in the relative short 300 ns simulation time, no such
interface formation can be observed in the case of Prp22.

The Prp22·ADP complex behaves similar to the Prp22·ATP com-
plex. After around 70 ns the CTD–RecA2 distance increases and after around
100 ns the RecA domain distance decreases significantly (Fig. 3.8D). Even-
tually, both distances converge to a similar value after 1 µs. Here, an average
RecA distance of 3.0 nm and an average CTD–RecA2 distance of ∼0.7 nm is
achieved. However, we do not observe a full closing of the RecA domains,
probably because no sensor serine helix-to-loop transition is occurred, which
seems to be essential for the closing process.

The Prp22 apo structure also shows a similar trend like the Prp22·ATP
complex. The RecA domain distance is decreasing in two out of four simula-
tions after 50 ns. The final conformations of these two simulations resemble
a semi closed state without a helix-to-loop transition of the sensor serine.
The CTD–RecA2 distance is increasing in two out of four simulations, which
shows the instability of the RNA tunnel after removal of RNA (Fig. 3.8E).
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Figure 3.8: The analysis of all 6I3P simulations. (A) The Prp22·RNA complex.
The helicase is overall rigid and no large conformational change is observed. (B)
The Prp22·RNA·ATP complex. The helicase is in its native state as in the crystal
structure. The RecA distance and RNA-cleft opening are constant besides some
small fluctuations during the 200 ns. (C) The Prp22·ATP complex. The distance
between the CTD and RecA2 is decreasing while the RecA domains stay close to
each other. (D) The Prp22·ADP complex. The distance between the CTD and
RecA2 is decreasing and the RecA domains are more flexible, which results in a
small change in the RecA distance. (E) The Prp22 apo structure. The distance
between the CTD and the RecA2 is varying a lot. Also, the RecA distance is
changing drastically in two simulations.
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3.3. DISCUSSION

3.3 Discussion

The simulations of the different complexes of various crystal structures re-
vealed the role of the ligands on the overall protein dynamics. The native
complexes from the crystal structures, except for 5LTK and 5LTJ, are sta-
ble in their RecA domain distance and in the CTD–RecA2 distance. Hence,
we can validate that those crystal structures are not in a state induced by
crystallographic artefacts for these complexes.

5LTK and 5LTJ take the form of a closed RecA interface and an open
RNA cleft, which seems to be a pre-RNA-loading state. In all our simula-
tions, the open RNA cleft always collapsed into a closed RNA cleft, in which
an RNA loading is unlikely. Tauchert et al. [29] highly emphasized on the
fact that these crystal structures are not crystallization artefacts, because
two open structures are resolved under two different experimental condi-
tions. Hence, the simulations may not be able to capture the state with an
open RNA cleft, due to one or more of the following reasons: 1. the force
field might be slightly inaccurate for some residues and therefore unable to
simulate the state correctly, 2. the open state is connected to a closed state
with a similar free energy and a small energy barrier between them or 3.
the open state is not stable due to a missing buffer solution. The ladder
issue is reasoned by the identification of the electrostatic surface of Prp43 by
Tauchert et al. [170], which shows negative charges in the ratchet-like domain
which encounters the positively charged part of the RecA2 domain. A buffer
solution may shield the two domains enough to hinder a favored interaction
between the domains.

Overall, RNA is a key player for the stability of the RNA tunnel and
the RecA interface. The RNA strand is defining the RNA tunnel by its
mere presence, because in our simulations no direct interactions are observed
between RNA and the CTD domain. All interactions between RNA and pro-
tein are formed via the phosphate backbone of RNA and the RecA domains.
Hence, also the RecA interface is influenced by RNA, because the H-bonds
holding the RecA domains in place. On the other hand, ATP and ADP only
seem to play a larger role for the RecA interface, because it bridges the RecA
domains together via strong coulomb interactions between positively charged
residues of the protein domains and negatively charged phosphate groups of
ATP/ADP.

In conclusion, our extensive MD simulations revealed that RNA plays a
significant role in determining the relative arrangements of CTD, RecA1, and
RecA2 in Prp43 and Prp22, leading to reduced conformational fluctuations.
While ATP and ADP primarily influence the stability of the RecA1-RecA2
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interface, their impact on the larger-scale domain fluctuations is relatively
minor.

However, we were not able to observe any conformational changes, which
would render the resulting conformation in a known state resolved by exper-
iments. Also, we did not detect a helix-to-loop or loop-to-helix transition of
the sensor serine sequence. This may indicate that the simulation time was
too short to sample rare conformational transitions. Hence, we must consider
other methods, which may be able to increase sampling enough to make the
observations of such rare events possible in a feasible amount of time.
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RecA1–RecA2 interface

Since the conventional MD simulations lacked larger domain motions and
critical conformational changes, e.g., the sensor serine flip, we had to try
different approaches to enforce these kinds of motions. The first approach
was the usage of non-equilibrium pulling. For non-equilibrium pulling a
good pulling/reaction coordinate is needed to reveal desired conformational
changes which resemble important and physical relevant transitions. For-
tunately, a rough mechanistic hypothesis was already proposed by Ficner et
al. [29,30,170,177] based on various crystal structures. First, we implemented
the RecA1–RecA2 distance as a reaction coordinate, which is the most di-
rect approach to initiate a RecA interface rupture. To check the stability of
the resulting conformation, we continue the pulling simulations by starting
new conventional simulations without a pull force from the last frames of the
pulling simulations as new start states.

According to the revealed structures, the serine flip is essential for the
opening process. In the second approach, we tried to enforce the opening
of the RecA domains by a pulling on the sensor serine. The resulting reac-
tion coordinate mimics a helix-to-loop transition by pulling the S318 residue
towards the RNA U5. To investigate the stability of the resulting conforma-
tions, we continued the pulling simulations without a pull force afterwards.

4.1 Methods

Non-equilibrium pulling simulations were set up as follows with GROMACS
2019.1. The initial coordinates were taken from the equilibrated crystal
structure 5LTA with removed ATP. Interactions of protein and RNA were
described with the Amber14SB force field [132].

Water was modeled with the TIP3P model [174], and parameters for K+

were taken from [175]. The energy of the system was minimized with the
steepest descent algorithm. Then, the system was equilibrated for 100 ps
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with position restraints acting on the heavy atoms including RNA and Mg
(k = 1000 kJmol−1nm−2). Electrostatic interactions were described with
the particle-mesh Ewald method [138]. Dispersion interactions and short-
range repulsion were described together with a Lennard-Jones potential with
a cut-off at 1 nm. The temperature was controlled at 300K using velocity-
scaling [135], thereby coupling protein, RNA, Mg2+, and ATP (if present) to
one heat bath while coupling water and K+ to a second heat bath (τ = 0.5 ps).
The pressure was controlled at 1 bar with the Parrinello-Rahman barostat
(τ = 5ps) [176]. The geometry of water molecules was constrained with
SETTLE [134]. All other bonds were constrained with P-LINCS [133].

For the first four pulling simulations, the COM distance between RecA1
and RecA2 was chosen as reaction coordinate. A force constant of 10000
kJ/mol·nm and pull rate of 0.005 nm/ns was applied for 100 ns to increase
the RecA1–RecA2 distance. After 100 ns, each simulation was continued
without restraints for an additional 100 ns. For the second four pulling sim-
ulations, the COM distance between S387 and U5 O1P atoms was chosen as
reaction coordinate. A force constant of 5000 kJ/mol·nm and a pull rate of -
0.012 nm/ns was applied for 100 ns to decrease the distance between S387 and
RNA-U5 and, thereby, drive the loop-to-helix transition of the sensor loop.
After these two 100 ns simulations, each was continued by four independent
400 ns without restraints.

4.2 Results

Starting from the closed Prp43-RNA complex (PDB ID: 5LTA; removed
ATP), a complete opening to 3.1 nm was achieved with the RecA1–RecA2
pull coordinate. The domains opened in a linear fashion and seemed to
be in a reasonable agreement with the open structure known from crystal
structure (PDB ID 6I3P). However, when continuing the simulations with-
out the pulling force, i.e., in conventional free simulations, the yielded open
structures fell back to an intermediate semi-open conformation, which shows
an average RecA distance of around 2.8 nm to 2.9 nm. Thus, we assume a
memory effect due to an incomplete opening. During closer investigation,
we spotted a difference between the secondary structure of the sensor serine
motif in the open states of the pulling simulations and the crystal structure
of Prp22 which resembles the native open state. In the crystal structure of
Prp22, the motif containing the sensor serine is in an alpha-helical state is in
an alpha-helix state, which is not the case after our pulling simulations. Con-
clusively, a loop-to-helix transition must occur during the opening process to
form a stable open conformation as suggested by Tauchert et al. [29].
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4.2. RESULTS

Figure 4.1: On the correlation between Prp43 opening and loop-to-helix transition
of the S387–G392 sensor loop.
RecA1–RecA2 distance versus simulation time during (A/C) pulling simulations
and (B/D) after releasing the pulling force. (A) Pulling along the RecA1–RecA2
center-of-mass (COM) distance leads to major memory effects, as shown by (B)
the partial re-closure of the RecA1/RecA2 interface after release of the force. (C)
Pulling along the S387–U5 distance, thereby driving the loop-to-helix transition
of the sensor loop, leads to opening of the RecA1–RecA2 interface and (D) does
not lead to memory effects. The absence of memory effects after the loop-to-helix
transition suggests that the sensor loop transitions are critical for Prp43 opening
and closing.

This hypothesis was tested by changing the pull force such that the sen-
sor serine S387 is pulled towards its interaction partner, the oxygen atom
of the phosphate group of the RNA backbone (O1P-U5). Here, the pulling
enforced a loop-to-helix transition of the serine motif, which led to a spon-
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taneous opening of the RecA domains suggested by a 3.1 nm RecA1–RecA2
end distance. Continuing the simulations from the resulted open structures
revealed the formation of stable open conformations, which do not fall back
to intermediate states. Hence, the memory effect has been eliminated. These
results confirm the importance of the sensor serine flip during the opening
process.

For the closing process, multiple pulling groups were tested to achieve
a closing transition including a shift in the RNA contacts with the protein.
The used pull coordinates on the Prp22 open crystal structure were the
following: 1. COM of both RecA domains pulled towards each other, 2. the
sensor serine pulled towards the magnesium ion and 3. The end of the RNA
strand pulled away from the enzyme. None of the listed pulling codes yielded
a successful closing or a successful shift of RNA contact by one nucleotide.

4.3 Discussion

The mechanism of the helicase’s opening is complex and hence cannot be
modelled with a simple one-dimensional reaction coordinate. Either a more
sophisticated reaction coordinate is needed, or other enhanced sampling tech-
niques might be more suitable for the project. Since we assumed that a lot of
different orthogonal molecular switches control the conformational changes,
we sticked with the latter idea, i.e., choosing other enhanced sampling meth-
ods to overcome the issues of poor sampling.
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Simulated Tempering efficiency

DEAH helicases are complex proteins for which sampling is a fundamen-
tal problem as proven by the previous two chapters. Hence, we will use
other enhanced sampling techniques which will not require the definition of
a reaction coordinate. First, we try to make use of the so-called Simulated
Tempering (ST) method. In ST, the temperature of the system is a dynamic
variable which can change over time in the boundaries of a pre-defined tem-
perature ladder. Transition from one temperature to another is performed
with the Metropolis algorithm. ST is able to accelerate the conformational
sampling of a system with a rough free energy landscape by one order of
magnitude [109, 111]. Shaw et al. showed that Simulated tempering (ST)
can reduce the computational time by one magnitude [111]. For more infor-
mation see the Theory chapter.

5.1 Methods

We used the ST implementation of GROMACS using a minimal temperature
of 300K and a maximum temperature of 348K. The temperature difference
between neighboring states was set to 4K resulting in 23 states. Attempts
for temperature transitions were carried out every 500 integration steps and
accepted or rejected with the Metropolis algorithm. The initial weights were
calculated using a preliminary simulated annealing simulations with the rou-
tine described by Park et al. [140]. The weights of the states were updated
every 500 steps throughout the simulations using the Wang-Landau algo-
rithm [178]. A representative example for the convergence of the weights and
for the transitions among temperature states over time is shown in Fig. 5.1.

Before using the ST method in the system of interest, we tested if ST
reduces the simulation time enough to capture the desired transitions. Thus,
we performed simulations of a spontaneous opening by removing ADP from
the crystal structure Prp43·ADP (PDB ID:5D0U), since here a serine flip
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Figure 5.1: Coverage of temperature states during simulated tempering.
Left: temperature state versus simulation time during an example simulated tem-
pering (ST) simulation. During the burn-in phase within the first 17 ns, states
with increasingly higher temperatures were visited, reflecting the gradual adapta-
tion of the weights. Right: weights of temperature states versus simulation time.
Only the higher weights were slightly adapted at the beginning of the simulation,
reflecting decent initial weights. After 17 ns, the weights were converged, and all
states are frequently visited.

already occurred. Ten conventional simulations and ten simulated temper-
ing simulations, each 300 ns run time, were carried out and analyzed. The
simulations were performed with GROMACS 2020.2. The initial coordinates
for these simulations were taken from PDB data bank (PDB ID 5D0U [29]),
representing the Prp43/ADP complex. A non-RNA-loaded structure was
chosen to ensure a higher flexibility of the RecA domains. ADP was re-
moved from the system to trigger the opening process, and the system was
solvated with 45800 water molecules and neutralized with 1 potassium ions.
All other parameters were chosen as described in the previous chapter. Then,
the progression of the RecA domain distances were analyzed after 300 ns. As
shown in Fig. 5.2, the partial opening of the RecA1/RecA2 interface is greatly
accelerated in ST simulations as compared to conventional simulations.

5.2 Results

Among 10 conventional simulations, only two simulations reached a semi-
open state within 300 ns, as indicated by the RecA1/RecA2 distance of over
3.0 nm. In contrast, among 10 ST simulations, four reached the semi-open
state within only 100 ns and six reached the semi-open state within 300 ns.
In addition, four ST reached a fully open state indicated by a distance larger
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5.3. DISCUSSION

Figure 5.2: Accelerated conformational sampling with simulated tempering (ST).
RecA1–RecA2 distance of Prp43 after removal of ADP in conventional simulations
(left) or ST simulations (right).

3.1 nm. Additionally, as shown in Fig. 5.2, the ST simulations sampled a
much broader RecA1–RecA2 distance range, indicated by larger standard
deviations than in the conventional simulations. The more rapid increase
of the average (thick lines) and of standard deviations (shaded areas) in ST
compared to conventional simulations indicate accelerated sampling of the
conformational space during a shorter simulation time.

The broad sampling and large-scale conformational fluctuations of the
RecA1 and RecA2 domains could be an indicator for the existence of a flexible
conformation, which is on average in a semi-open state. The high flexibility
may be a reason for the difficulties in the crystallization of a non-ATP/ADP
bound state of the proteins. This behavior was suggested by the apo crystal
structure of Prp22, because of a low resolution in the RecA2 domain [30].

5.3 Discussion

The ST method yields promising results during the sampling of the DEAH
helicase. However, the time of large domain dynamics and even more im-
portantly, ligand translocation, ranges from hundreds of microseconds to
milliseconds. Thus, even a one order of magnitude acceleration might still
not be sufficient to make the motions of interest visible in the ligand-bound
helicases by MD simulations. Therefore, we introduce the combination of ST
with the Adaptive Sampling approach in the next chapter.
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The RNA translocation cycle of
Prp43

As we demonstrated, a full opening or closing of the DEAH-box helicases is
not achieved by simple conventional simulations. Additionally, the system’s
behavior has proven to be too complex to be suited for simulations with non-
equilibrium techniques involving pre-defined reaction coordinates. Although,
we have shown that pulling enforces an open conformation and the rare
transition of the sensor serine loop-to-helix transition, the observation of a
complete translocation cycle of RNA is still challenging. The translocation
is too complex, because it involves not only a single transition, but rather
a series of transitions in a specific order. The ST approach, on the other
hand, showed promising results to enhance the sampling of the system by
implementing the temperature as a dynamic variable.

Since protein dynamics occur on the timescales of microseconds to mil-
liseconds, such as helix formation and ligand interactions [179], we would
need several months to a few years to simulate a full conformational domain
transition of a DEAH-box helicase with a single simulation on conventional
hardware. Although, ST can enhance the sampling by one magnitude, it
might not be sufficient for the observation of such dynamics in a feasible
amount of time. Therefore, we combined ST with the Adaptive Sampling
(AS) method to further enhance the sampling of the system.

Indeed, the combination approach yielded a complete translocation cycle
of RNA by one nucleotide of the DEAH-box helicase Prp43 via MD simu-
lations. In the following sections, we present the general outcome and the
analysis of the procedure in detail. This section and the included subsections
are based on our own publication [180].
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6.1 Methods

6.1.1 Simulation setup of the opening process

Molecular dynamics (MD) simulations of the opening process of the RNA
translocation cycle were set up as follows with GROMACS 2019.5 [169]. The
initial structure of Prp43 from C. thermophilum was taken from the protein
data bank (PDB ID 5LTA [29]), representing the complex of Prp43 with
U7-RNA and with the ATP analogue ADP-BeF3. The ATP analogue and
other inorganic molecules were removed from the structure, thereby modeling
Prp43�U7 after the dissociation of the hydrolyzed ATP. The structure was
placed into a simulation box of a dodecahedron. The box was solvated with
35350 water molecules and neutralized with 9 potassium ions. Interactions
of protein and RNA were described with the Amber14SB force field [132].
Water was modeled with the TIP3P model [174], and parameters for K+

were taken from [175]. The energy of the system was minimized with the
steepest descent algorithm. Then, the system was equilibrated for 100 ps
with position restraints acting on the heavy atoms including RNA and Mg
(k = 1000 kJmol−1nm−2).

The following parameters were used in all simulations. Electrostatic in-
teractions were described with the particle-mesh Ewald method [138]. Dis-
persion interactions and short-range repulsion were described together with
a Lennard-Jones potential with a cut-off at 1 nm. The temperature was con-
trolled at 300K using velocity-scaling [135], thereby coupling protein, RNA,
Mg2+, and ATP (if present) to one heat bath while coupling water and K+

to a second heat bath (τ = 0.5 ps). The pressure was controlled at 1 bar
with the Parrinello-Rahman barostat (τ = 5ps) [176]. The md-vv integrator
was used for simulated tempering (ST) simulations and the md integrator
was used for all other simulations, both with an integration time step of 2 fs.
The geometry of water molecules was constrained with SETTLE [134]. All
other bonds were constrained with P-LINCS [133]. To accelerate the con-
formational sampling of the Prp43 cycle, we used adaptive sampling (AS) in
combination with ST, as described in the following.

6.1.2 Simulation setup of the closing process

MD simulations of the closing process of the RNA translocation cycle were
set up as follow with GROMACS 2020.2. The initial coordinates of Prp43
were taken from the last successful AS simulation of the opening process,
representing the protein-RNA complex in the open configuration (Fig. 6.4D,
colored representation). The ATP–Mg2+–water complex was inserted by
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6.1. METHODS

first superimposing the RecA1 domain of the open complex onto the RecA1
domain of the crystal structure using a root mean-square deviation (RMSD)
fit (PDB ID 5LTA [29]). Then, the ATP, Mg2+ and water were positioned
to match at the position of the ATP analogue and of the crystal water in
the superimposed 5LTA structure. Parameters of the ATP were taken from
Carlson et al. [172], translated into GROMACS format with the ACPYPE
software [173]. All other parameters and equilibration steps were identical
to the opening process described above.

6.1.3 Adaptive sampling protocol

The Prp43 opening process required 9 rounds of AS, whereas the closing
process required 11 rounds to complete the cycle of RNA translocation by
one nucleotide. In each round, between 20 and 500 parallel simulations were
carried out, which were started from the final conformation of the most suc-
cessful simulation of the previous round. The parallel simulations were seeded
with new random velocities taken from a Maxwell-Boltzmann distribution,
thereby obtaining independent trajectories. The individual simulations were
carried out between 10 and 100 ns (Table 2). Thereby, the accumulated sim-
ulation time was 56.5µs for the opening process and 40.0µs for the closing
process.

A simulation of an AS round was taken as most successful, if the final
frame exhibited the highest similarity to a set of selected features of the
features of the reference state (target values). The selected features are
listed in Table 1. In this study, the analysis of each round was carried out by
plotting the structural features in a heat table as shown in Fig. 6.1. Here, the
first and second line in the heat table list the feature values of the starting
and the reference structure, respectively. Other lines show the feature values
of the independent simulations. The colors indicate the similarity of a feature
either to the starting structure (purple) or to the reference structure (yellow).
Since it was difficult to weight different features in an automated manner, we
selected the most successful simulation by human supervision. This way, from
AS round to round, the simulations gradually approached the conformation
of the reference state.
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RecA-Dist. G349-U5 T381-U5 R435-ATP K403-U4 E316-U4 S387-Mg S387-U5G349-U4-O1PG349-U4-O2PT381-U4-O1PT381-U4-O2P R180-H R153-H R180-C-U7 K403-U3 S387-Phi S387-Psi
E-value 2.65 0.7 0.81 0.38 1.0 0.7 0.26 1.58 0.17 0.32 0.16 0.4 0.18 0.19 0.9 0.33 59.0 -47.0
S-value 3.1 0.19 0.26 0.75 0.29 0.21 1.44 0.2 0.92 0.73 0.9 0.73 0.83 0.62 0.48 0.87 -70.0 -40.0
run1 2.7 0.63 0.75 0.4 1.01 0.82 0.52 1.23 0.18 0.33 0.17 0.41 0.23 0.18 1.04 0.27 -131.14 149.37
run2 2.74 0.64 0.81 0.39 0.9 0.8 0.5 1.21 0.19 0.31 0.18 0.42 0.2 0.19 1.05 0.28 -161.8 154.18
run3 2.71 0.6 0.8 0.38 0.96 0.78 0.56 1.11 0.18 0.33 0.18 0.41 0.2 0.19 1.06 0.27 -151.21 150.41
run4 2.73 0.62 0.78 0.39 0.89 0.82 0.49 1.22 0.18 0.31 0.18 0.43 0.2 0.18 1.05 0.27 -160.6 153.45
run5 2.75 0.62 0.82 0.4 1.03 0.78 0.5 1.16 0.18 0.32 0.17 0.42 0.2 0.19 1.05 0.28 -148.62 152.54
run6 2.77 0.63 0.75 0.4 0.95 0.83 0.56 1.23 0.19 0.31 0.18 0.41 0.21 0.18 1.03 0.27 -162.34 147.8
run7 2.76 0.61 0.77 0.39 0.96 0.8 0.52 1.14 0.18 0.32 0.17 0.42 0.2 0.19 1.06 0.27 -148.18 150.75
run8 2.72 0.63 0.79 0.39 0.9 0.82 0.51 1.23 0.19 0.31 0.18 0.42 0.22 0.19 1.04 0.28 -161.9 150.54
run9 2.74 0.62 0.78 0.4 0.94 0.8 0.5 1.23 0.18 0.32 0.18 0.42 0.21 0.18 1.02 0.27 -147.2 152.26
run10 2.73 0.63 0.8 0.4 0.9 0.83 0.52 1.25 0.19 0.3 0.18 0.43 0.21 0.18 1.0 0.28 -163.25 150.81
run11 2.74 0.6 0.8 0.39 0.93 0.8 0.53 1.12 0.18 0.31 0.18 0.42 0.2 0.19 1.03 0.27 -164.92 150.29
run12 2.73 0.6 0.79 0.38 0.96 0.83 0.54 1.13 0.18 0.32 0.18 0.42 0.21 0.18 1.06 0.28 -130.48 138.06
run13 2.72 0.64 0.78 0.4 0.94 0.77 0.51 1.23 0.18 0.33 0.18 0.42 0.22 0.18 1.05 0.28 -160.61 148.87
run14 2.76 0.64 0.8 0.39 0.92 0.81 0.56 1.25 0.19 0.32 0.17 0.42 0.2 0.18 0.99 0.27 -145.06 151.91
run15 2.72 0.61 0.78 0.4 0.94 0.81 0.53 1.24 0.18 0.32 0.17 0.41 0.2 0.18 1.06 0.28 -112.83 149.76
run16 2.72 0.63 0.84 0.38 0.95 0.81 0.55 1.12 0.19 0.3 0.17 0.39 0.2 0.19 1.05 0.28 -162.92 157.06
run17 2.72 0.61 0.8 0.39 0.94 0.8 0.54 1.09 0.18 0.32 0.18 0.42 0.21 0.18 1.05 0.27 -166.71 151.9
run18 2.74 0.61 0.79 0.4 0.89 0.8 0.49 1.24 0.18 0.32 0.18 0.43 0.2 0.19 1.07 0.27 -148.49 147.3
run19 2.73 0.62 0.82 0.4 0.93 0.77 0.54 1.09 0.18 0.33 0.18 0.42 0.21 0.2 1.03 0.27 -131.54 149.69
run20 2.74 0.63 0.78 0.4 0.95 0.76 0.53 1.08 0.18 0.3 0.18 0.42 0.21 0.19 1.04 0.28 -150.95 150.79
run21 2.72 0.64 0.82 0.39 0.93 0.8 0.52 1.09 0.19 0.31 0.17 0.41 0.2 0.19 1.05 0.28 -163.88 151.64
run22 2.73 0.61 0.78 0.39 0.92 0.81 0.53 1.08 0.18 0.32 0.17 0.42 0.21 0.18 1.07 0.28 -164.43 144.9
run23 2.73 0.62 0.79 0.39 0.83 0.76 0.52 1.13 0.19 0.31 0.18 0.43 0.21 0.18 1.05 0.28 -164.11 151.2
run24 2.74 0.74 0.88 0.4 0.92 0.81 0.49 1.2 0.35 0.23 0.18 0.29 0.21 0.18 1.07 0.28 -163.43 149.93
run25 2.72 0.63 0.79 0.38 0.88 0.74 0.56 1.1 0.19 0.34 0.18 0.41 0.2 0.19 1.04 0.28 -116.97 146.64
run26 2.72 0.61 0.79 0.4 0.89 0.83 0.52 1.12 0.19 0.3 0.18 0.42 0.21 0.18 1.06 0.28 -166.16 140.06
run27 2.71 0.69 0.78 0.4 0.82 0.8 0.53 1.24 0.19 0.32 0.18 0.43 0.21 0.18 1.05 0.28 -162.65 150.29
run28 2.74 0.61 0.77 0.4 0.92 0.78 0.53 1.23 0.18 0.32 0.18 0.43 0.21 0.18 1.05 0.28 -148.24 150.09
run29 2.71 0.73 0.88 0.38 0.92 0.84 0.53 1.03 0.32 0.24 0.17 0.31 0.2 0.18 1.05 0.28 -131.87 146.6
run30 2.74 0.65 0.81 0.4 0.88 0.78 0.56 1.24 0.19 0.3 0.18 0.43 0.21 0.18 1.04 0.28 -149.43 150.91
run31 2.71 0.64 0.77 0.4 0.96 0.82 0.53 1.25 0.18 0.31 0.17 0.42 0.21 0.18 0.99 0.28 -158.86 150.5
run32 2.72 0.6 0.78 0.38 0.89 0.82 0.53 1.19 0.18 0.31 0.18 0.43 0.2 0.19 0.99 0.28 -149.01 152.9
run33 2.73 0.59 0.79 0.4 0.91 0.76 0.52 1.11 0.18 0.32 0.17 0.42 0.21 0.19 1.0 0.27 -148.76 149.11
run34 2.77 0.64 0.78 0.4 0.89 0.83 0.54 1.24 0.19 0.33 0.19 0.43 0.21 0.18 1.03 0.27 -149.98 145.62
run35 2.73 0.62 0.81 0.39 0.93 0.79 0.55 1.07 0.18 0.33 0.17 0.42 0.21 0.19 1.03 0.28 -164.43 141.47
run36 2.75 0.64 0.82 0.39 0.95 0.76 0.52 1.08 0.18 0.32 0.17 0.41 0.2 0.19 1.06 0.27 -165.8 148.06
run37 2.73 0.64 0.83 0.38 0.96 0.76 0.55 1.11 0.22 0.3 0.17 0.38 0.21 0.2 1.07 0.28 -144.23 130.64
run38 2.71 0.62 0.77 0.39 0.99 0.78 0.51 1.25 0.18 0.32 0.17 0.42 0.21 0.19 1.03 0.27 -145.39 151.66
run39 2.67 0.62 0.81 0.38 0.92 0.75 0.55 1.09 0.18 0.32 0.17 0.41 0.2 0.19 1.04 0.27 -164.67 148.58
run40 2.75 0.71 0.87 0.39 0.9 0.79 0.53 1.16 0.33 0.24 0.17 0.3 0.21 0.18 1.07 0.28 36.3 61.5
run41 2.76 0.65 0.8 0.38 0.89 0.81 0.53 1.06 0.18 0.32 0.18 0.43 0.22 0.19 1.04 0.27 -119.08 143.61
run42 2.74 0.67 0.82 0.38 0.81 0.76 0.53 1.13 0.22 0.27 0.17 0.41 0.21 0.19 1.03 0.28 -98.64 147.45
run43 2.74 0.6 0.79 0.39 0.95 0.8 0.53 1.18 0.18 0.32 0.17 0.42 0.21 0.19 1.05 0.27 -146.06 146.37
run44 2.74 0.62 0.79 0.4 0.91 0.84 0.49 1.24 0.18 0.29 0.18 0.43 0.2 0.18 1.02 0.27 -131.91 145.61
run45 2.67 0.62 0.79 0.39 0.91 0.84 0.53 1.19 0.18 0.31 0.17 0.42 0.2 0.18 0.99 0.28 -162.12 149.31
run46 2.73 0.61 0.78 0.38 0.94 0.79 0.53 1.08 0.18 0.32 0.17 0.42 0.21 0.18 1.05 0.27 -31.91 144.47
run47 2.73 0.62 0.81 0.4 0.96 0.7 0.56 1.18 0.19 0.33 0.17 0.41 0.19 0.19 1.04 0.29 -165.88 147.11
run48 2.75 0.63 0.81 0.39 0.96 0.77 0.51 1.21 0.2 0.31 0.17 0.4 0.2 0.18 1.01 0.28 -165.3 150.54
run49 2.73 0.65 0.83 0.39 0.93 0.8 0.54 1.12 0.18 0.33 0.18 0.42 0.22 0.2 1.06 0.27 -147.62 151.2
run50 2.73 0.64 0.81 0.4 0.88 0.83 0.51 1.23 0.19 0.3 0.2 0.45 0.23 0.18 1.08 0.28 -114.69 150.83

Figure 6.1: Example heat table from the closing process, visualizing the progres-
sion of one round of AS simulations towards the target structure.
Rows correspond to 50 individual simulations of one round of AS. Top row: list
of structural features including distances, angles, and ϕ/ψ angles. Second row:
reference (target) values of the features, here taken from the 6I3P structure of
Prp43�U7�ATP. Third row: starting values of the features, taken from the open
simulation frame. Columns show the feature values at the end of this AS round.
The color indicates the similarity with the starting feature (purple) or with the ref-
erence/target feature (yellow). Such tables have been used extensively to monitor
the progression of the AS simulations and to select the most successful simulation
to be used a seed for the next round of AS.
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6.1.4 Selected features for adaptive sampling

The progression of the conformational transitions was monitored using the
following structural features, where the atom names follow the PDB names:
Distances between 1. the center of mass (COM) of RecA1 and RecA2, dis-
tances between the following pairs of atoms 2. G349-H and U5-O1P, 3.
T381-OG1 and U5-O1P, 4. N382-OD1 and U4-2HO, 5. K403-NZ and U4-
O1P, 6. E316-H and U4-O2P, 7. S387-HG and Mg, 8. S387-HG and U5-O1P,
9. G349-H and U4-O1P, 10. G349-H and U4-O2P, 11. T381-HG1 and U4-
O1P, 12. T381-HG1 and U4-O2P, 13. N382-OD1 and U3-2HO, 14. K403-NZ
and U3-O1P, 15./16. the ψ and ϕ angles of S387. More details are shown in
Table 1.

The helicase Prp22 is homologous to Prp43 studied here, as demonstrated
by sequence identity and similarity of 47% and 63%, respectively, according
to a FASTA sequence alignment [181]. Furthermore, residues of the selected
features are conserved among Prp22 and Prp43, except for G349 in Prp43
that is replaced with serine in Prp22. However, since G349 interacts with
the RNA mostly via the protein backbone, this replacement has only a minor
effect on the characterization of the opening transition. Hence, target values
for the selected features were taken from the open Prp22 structure (PDB ID
6I3P [30]).

6.1.5 Estimation of mean first passage times (MFPTs)

In this study, we focused on achieving successful opening and closing tran-
sitions of Prp43, rather than exhaustively sampling transitions between all
long-living intermediate states. Consequently, we estimated only the order
of magnitude of the MFPTs but do not aim towards a comprehensive kinetic
network of Prp43 dynamics. Since we applied ST during AS simulation runs,
we assume that the transition rates have been accelerated by one order of
magnitude [111].

The MFPTs were estimated based on the formalism by Pande and Sing-
hal [182], which involves the calculation of the transition rate matrix between
long-living intermediate states. We constructed the transition matrix using
the following assumptions: (i) Based on the AS simulations, we modeled
both the opening and the closing process as seven transitions between N = 7
states. The forward rates kn,n+1 were taken from the number of successful
forward transitions per total simulation time of the AS round (Table 6.1).
(ii) Since the transitions of molecular switches were found to be highly in-
terdependent, we assumed that the opening and closing transitions occurs
predominantly via the linear sequence of transitions described in the Re-
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6.1. METHODS

sults section, suggesting that the rate matrix is tridiagonal (kn,m = 0 if
|n−m| > 1). (iii) Because both the opening transition (in absence of ATP)
and the closing transition (in presence of ATP) occur down the free energy
landscape (∆G < 0), we assume that the backward rates kn+1,n are smaller
than the respective forward rates kn,n+1. To reveal the range of possible MF-
PTs, we considered the limiting cases where (a) the backward rates equal
the forward rates (kn,n+1 = kn+1,n), corresponding to ∆G = 0, or (b) the
backward rates equal 0.01 times the forward rates (kn,n+1 = 100kn+1,n), cor-
responding to a marked downhill process with ∆G≪ 0. These assumptions
lead to the following matrix equation:

p11 − 1 p12 0 . . . . . . 0
p21 p22 − 1 p23 0 . . . 0

0
. . . . . . . . . . . . 0

...
...

0 . . . 0 p65 p66 − 1 p67
0 . . . . . . 0 0 1





x1
x2
...
...
...
x8


=



−∆t
−∆t
...
...

−∆t
0


(6.1)

Here, pn,m denotes the probability of transitioning from state n to state m
(n,m = 1, . . . , 7) within the time delay ∆t = 1ns. Using other time delays
between 0.1 ns and 20 ns led to nearly identical estimates for the MFTPs.
The symbols xi denote the MFPTs from state i to the final state n = 7.
The probabilities obey pn,n + pn,n−1 + pn,n+1 = 1. For the two limiting
cases described above, we have pn,n−1 = c · pn,n+1 with c = 1 or c = 0.01,
respectively.

The simulation data used to compute the transition rates are summa-
rized in Table 6.1 for the opening and the closing process. The table lists,
for each round of AS, the overall simulation time of the round, the num-
ber of parallel simulations of the round, the number of successful forward
transitions taken from all parallel simulations, and the computed forward
rate pn,n+1. According to Table 6.1 the forward rates for the opening are
kn,n+1 = (0.10, 0.10, 0.90, 0.13, 2.41, 0.45)µs−1 and the forward rates for the
closing are kn,n+1 = (3.69, 0.29, 0.40, 1.00, 0.56, 0.06)µs−1. The transitions
were identified via the progression of structural features and validated by
extensive visual inspection of the simulations. In case that no successful for-
ward transition occurred within an initial set of parallel simulations, a new
set was simulated, thereby adding to the total simulation time of the AS
round. The probabilities in Eq. 6.1 can be estimated for small rates via

pn,n+1 =
N trans

n,n+1

Tn
∆t = kn,n+1 ∆t, (6.2)
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where N trans
n,n+1 is the number of forward transitions in AS round n, and Tn

is the overall simulation time of AS round n.

Upper/lower bounds and order of magnitude estimates of MFPTs

For the two limiting cases of (i) a nearly flat free energy landscape (kn,n+1 =
kn+1,n) or (ii) for a marked downhill process with ∆G ≪ 0 we obtained
the following MFPTs. For case (i), we obtained for the opening kopening =
141µs and closing process kclosing = 52µs, representing upper bounds of
the opening and closing rates. For the marked downhill process, we obtain
kopening = 32 µs and kclosing = 28 µs. As a more realistic intermediate case
of kn,n+1 = 2.5kn+1,n, which translate into ∆G ≈ −18 kJ/mol, we obtain
kopening = 50 µs and kclosing = 31 µs. These values imply orders of magnitudes
for the opening and closing rates of 100 µs and 50µs (see Results).

Increased computational efficiency due to adaptive sampling

The cumulative invested simulation time from all AS runs for the opening
and closing simulations were 56µs and 40µs, which are both in the order
of magnitude of the MFPTs. Hence, main benefit of AS was not to largely
reduce the cumulative computational cost for obtaining the cycle. Instead,
these values imply that the benefit of AS was the ability to trivially paral-
lelize and to monitor the progression of the simulations towards the target
state. As a numerical example, for the Prp43 system, we obtained a simula-
tion performance of 70 ns/day on a compute node with a six-core CPU and
a Nvidia RTX 2080Ti GPU. Hence, simulating 150 µs for the conformational
cycle (sum of MFPTs) on a single node would have required ∼6 years. With-
out ST, this value would increase by another order of magnitude. By combing
AS with ST, these unacceptable wall clock times were dramatically reduced
using only commodity hardware, enabling the study of complex enzymatic
cycles as described here.

6.1.6 Construction of the MSM

The construction of the MSM and its analysis were performed with PyEMMA
2.5.7 [183] on all trajectories of the open and closing simulations obtained by
the AS procedure. A sub-group of the features from the AS was chosen for
the first step of the MSM construction, called the “featurization”. We have
chosen the following features: RecA1–RecA2 distance, T381–U5 distance,
T381–U4 distance, G349–U5 distance, G349–U4 distance, K403–U4 distance,
K403–U3 distance, E316–U4 distance, S387–U5 distance, S387–I383 distance,
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G349–U4 distance, and RMSD towards starting structure. The featurization
coarse-grains the feature space of the protein dynamics and, thereby, sim-
plifies the further processing by using only a reduced dimensionality, while
keeping key dynamics of the feature space. Next, the time-lagged indepen-
dent component analysis was performed to further reduce the dimensionality
of the system [156, 167, 184], thus breaking the system down to the eight
slowest collective motions as a linear combination of all other features. The
lag-time used for our tICA decomposition was 5 ns. The resulting first two
independent components were chosen for the projection of the kinetically
based model obtained by the MSM, because those two components describe
the systems dynamics in a simplified fashion (Fig. 6.2A).

The conformational microstates were generated from the tiCA compo-
nents by the K-means clustering algorithm [185, 186]. We have chosen the
value of 100 for the number of cluster centers K. For an optimal number
of cluster centers, we calculated the VAMP-2 score as a function of K and
checked for convergence as shown in Fig. 6.2B. Another important parame-
ter for an MSM is the lag-time τ of the Markov Model. Here, the resulting
implied timescales (ITS) should converge as a function of lag-time to ensure
Markovianity, as found for lag times larger than 20 ns (Fig. 6.2C). Once the
appropriate parameters were chosen, we computed the free energy landscape
by re-weighting the trajectory frames with stationary probabilities from the
MSM and projected the resulting free energies (Fig. 6.6) on the first two tiCA
components as suggested by the PyEMMA workflow. The PCCA+ algorithm
was used to assign each microstate to a corresponding macrostate. In this
study, we have chosen to describe the system with five macrostates. The
corresponding Chapman-Kolmogorov test for validation is shown in Fig. 6.3.
The MFPTs between the macrostates were obtained using the PyEMMA
functionality.

6.1.7 Simulations and PCA of isolated RecA1 and RecA2
Domains

MD simulations of 1µs for the two isolated RecA-like domains were set
up as follows with GROMACS 2019.5. The initial coordinates of RecA1
(residues 97–273) and RecA2 (residues 274–458) were taken from the 5LTA
structure [29]. Each domain was placed into a dodecahedral simulation box.
The RecA1 box and the RecA2 box were filled with 6308 or 16592 waters
molecules and neutralized with one chloride or three sodium ions, respec-
tively. All other parameters and equilibration steps were chosen as described
above. PCA was performed to reveal large-scale motions in the isolated
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Figure 6.2: Further analysis and validation of MSM. (A) tiCA plot of the first
two independent components (ICs). (B) VAMP2 score versus the number of clus-
ter centers for the microstate assignment. The VAMP2 score converges for more
than 80 cluster centers. (C) Implied timescales versus lag time. The time scales
converge for lag times greater than approximately 20 ns.

RecA-like domains. The GROMACS module gmx covar was used to calcu-
late and to diagonalize to the covariance matrix. Here, the PCA was applied
to the backbone atoms excluding the heavy fluctuating residues T252-N264
of the RecA1 domain and the residues (including the β-hairpin) T401-I421
of the RecA2 domain. The interpolation between the extreme projections
of the free simulations onto the first PCA vector of RecA1 and RecA2 are
shown in Fig. 6.9.
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Figure 6.3: Chapman-Kolmogorov test for the validation of macrostates of the
MSM.

6.2 Results

6.2.1 Full translocation cycle of Prp43

We decomposed the translocation cycle into two major transitions: (i) the
“opening transition” involving the opening of the RecA1–RecA2 interface
and the sliding of RecA2 along the RNA by one base pair; and (ii) the “clos-
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ing transition”, characterized by the closure of the RecA1–RecA2 interface
and the sliding of the RNA along RecA1. AS of the opening process started
from the Prp43�U7�ATP structure (PDB code 5LTA [29], Fig. 1.4) and was
triggered by the removal of ATP, thereby modeling Prp43�U7 after the disso-
ciation of the hydrolyzed ATP. Since the presence of ATP stabilized cationic
moieties at the RecA1/RecA2 interface, removal of ATP led to a electrostatic
repulsion between the two RecA-like domains. To monitor the opening tran-
sition, we selected a set of 18 structural features whose target values were
taken from an open structure of the homologous Prp22 (Tab. 6.2, PDB ID
6I3P [30]). The opening process was completed after nine rounds of AS, as
evident from a reasonable agreement of the structural features with their
target values (Tab. 6.2, middle columns). Here, each round was composed of
40 to 500 simulated tempering simulations of 10 to 100 ns. The concatenated
successful simulations summed up to a simulation time of 580 ns, whereas
the invested overall simulation time was 56.5 µs.
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Table 6.2: Structural features used to monitor the progress of open-
ing and closing transitions. Opening: Starting values taken from the
closed crystal structure of Prp43 (PDB ID 5LTA), target values taken from
open structure of Prp22 (PDB ID 6I3P), and final values of simulated open-
ing process (FoO). Closing: Starting values from the final opening simulation
frame (FoO), target values from the closed crystal structure of Prp43 with
the RNA shifted by one nucleotide, and final values of the simulated clos-
ing process (FoC). Overall, the features of the final simulation frames of the
opening and closing are in good agreement with the reference values for the
corresponding features.

Opening Closing
Feature [unit] 5LTA 6I3P FoO FoO s5LTA* FoC
RecA1 COM – COM RecA2 [nm] 2.65 3.15 3.12 3.12 2.65 2.67
G349 H – O1A U5 [nm] 0.19 0.71 0.70 0.70 0.70 0.74
T381 Hγ – O1A U5 [nm] 0.26 0.75 0.87 0.87 0.81 1.03
R435 Hη – ATP [nm] – – – 0.75 0.38 0.40
K403 Hζ – O1A U4 [nm] 0.29 0.96 0.77 0.77 0.91 0.93
E316 H – O1A U4 [nm] 0.21 0.72 0.71 0.71 0.70 0.73
S387 Hγ – Mg [nm] – – – 1.44 0.26 0.49
S387 Hγ – O1A U5 [nm] 1.58 0.19 0.17 0.17 1.42 1.18
G349 H – O1A U4 [nm] 0.92 0.24 0.21 0.21 0.17 0.20
G349 H – O2A U4 [nm] 0.73 0.31 0.30 0.30 0.32 0.32
T381 Hγ – O1A U4 [nm] 0.90 0.17 0.17 0.17 0.16 0.18
T381 Hγ – O2A U4 [nm] 0.73 0.38 0.42 0.42 0.40 0.42
R180 H – O1A U5 [nm] – – – 0.83 0.18 0.20
R153 H – O1A U5 [nm] – – – 0.62 0.19 0.18
R180 C – O1A U7 [nm] – – – 0.48 0.90 1.04
K403 Hζ – O1A U3 [nm] 0.87 0.27 0.28 0.28 0.33 0.28
S387 Phi [°] 59 -65 -68 -68 59 51
S387 Psi [°] -47 -47 -33 -33 -47 43

The closing simulation started from the final frame of the opening sim-
ulation and was triggered by inserting ATP into the binding pocket of the
RecA1 domain. We monitored the progression of the closing transitions by
comparing the selected structural features with their values in the closed
Prp43�U7�ATP complex (PDB code 5LTA). The closing transition was com-
pleted after 13 rounds of AS, again revealed by a reasonable agreement of
the structural features with their respective target values (Tab. 6.2, last
columns). A typical table used to monitor the progression of the structural
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features is shown in Fig. 6.1 in the corresponding Methods and Material sec-
tion. Here, each round involved 10 to 50 individual simulations of 10 to 100
ns each, summing up to an total simulation time of 40 µs, while the concate-
nated successful simulations summed up to 1.2 µs. The increased simulation
time of the concatenated trajectory as compared to the opening simulation
likely reflects that the formation of a well-defined protein–protein interface
is more challenging than the rupture of an interface.

In summary, by using AS augmented with ST, we obtained a complete
conformational cycle of the motor enzyme Prp43. As described in the fol-
lowing, the concatenated successful simulations provided an unprecedented
atomic view on the function of a helicase, involving large-scale domain mo-
tions as well as the atomic-level rearrangements that were required for RNA
translocation.

Figure 6.4: Domain movements during the conformational cycle.
(A–C) Opening transition and (D–F) closing transition of Prp43. (A/D) Front
view and (B/E) top view at the beginning (grey) and end (multi-colored) of the
respective process taken from the initial and final frames of the opening or closing
trajectory, respectively. Arrows highlight the motions of RecA2 domain (cyan) and
CTD domain (orange) relative to RecA1 domain (blue). (C) Center-of-mass dis-
tance between RecA1 and RecA2 domains during opening and (F) during closing.
Dashed lines indicate the RecA1–RecA2 distances in the closed Prp43 structure
(green, pdb code 5LTA) or in the open structure of the homologous Prp22 (blue,
pdb code 6I3P).
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6.2.2 Large-scale domain motions

Fig. 6.4A–C shows the motions of the RecA2 and the C-terminal domain
relative to the RecA1 domain during the opening transition. After release
of the ATP, the center-of-mass (COM) distance between RecA1 and RecA2
increased rapidly by 0.3 nm within the first 80 ns of the cumulative simulation
time of successful AS simulations. Here, the cumulative simulation time of
successful AS runs should not be confused with the by far longer physical time
that would be required to observe such transition by a single conventional MD
simulation (Fig. 6.4C). The RecA1–RecA2 COM distance exhibited a second
sudden increase at 200 ns, followed by a gradual relaxation towards the value
of the open conformation of the homologous Prp22 structure. The ongoing
fluctuations of the open state are in line with the crystallographic data by
Ficner et al. [30], who observed high B-factors of the RecA2 domains in the
open Prp22 structure. The sudden changes of the RecA1–RecA2 distance
correlate with transitions of molecular switches discussed below, suggesting
that large-scale domain motions are controlled by atomic-scale transitions of
molecular switches.

Previous crystallographic data revealed that the C-terminal domain (CTD)
may carry out large-scale motions relative to RecA1 and RecA2, which are
likely required for loading of the RNA into the RNA tunnel along the in-
terface between CTD and RecA1/RecA2 (proposed by Tauchert et al. [29],
see also Fig. 6.4A/D). By visual inspection of the simulations and by ana-
lyzing the center-of-mass motions of the CTD relative to RecA1 and RecA2,
we found that CTD and RecA2 translate concertedly along the RNA during
the opening transition while RecA1 remains bound to the RNA (Fig. 6.4A,
arrows; Fig. 6.5). In addition to the center-of-mass displacement of the CTD
relative to RecA1, the CTD carried out a rotation around a hinge located
at the backside of the enzyme (Fig. 6.4B, arrows). This rotation is com-
patible with the presence of different CTD arrangements observed by X-ray
crystallography in different ligand states of Prp43 [29].

During the closing process, the overall domain motions were reversed rel-
ative to the opening transition, characterized by a concerted motion of CTD
and RecA2 relative to RecA1 (Fig. 6.5). However, in contrast to the opening
process, the RNA was tightly bound to RecA2 in the closing process, thereby
translocating by one nucleotide along RecA1. The RecA1–RecA2 distance
decreased in three major steps at 300 ns, 750 ns, and at 880 ns (Fig. 6.4F),
which again correlated with transitions of molecular switches discussed be-
low. The final RecA1–RecA2 distance was in excellent agreement with the
Prp43�U7�ATP structure, suggesting that the RNA translocation cycle was
completed.
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Figure 6.5: Center-of-mass distances between C-terminal domain relative to
RecA-like domains.
(A) RecA1–CTD distance versus RecA1–RecA2 distance during opening and (B)
during closing. Here, the center of mass of CTD was defined with the helices S544–
S555, D583–R600, and Y615–K629. The color indicates the cumulative simulation
time from start (purple) to end (red). During both the opening (A) and (B) closing
process, the RecA1–CTD distance was correlated with the RecA1–RecA2 distance,
illustrating that the CTD domain moved concertedly with RecA2 along the RNA,
as shown in Figure 2 in the paper.

6.2.3 Kinetic models of opening and closing processes

We used two complementary models to obtain the approximate kinetics of
the opening and closing process. First, based on the formalism by Pande
and Singhal [182], we modeled the Prp43 dynamics by a linear sequence
of transitions, providing an intuitive, simple, and numerically robust kinetic
model of the opening and closing processes. Second, we constructed a Markov
state model (MSM) which provides, in addition to the approximate kinetics,
a view on the underlying free energy landscape and on the conformations
of metastable states [156, 157, 187–189]. While MSMs rely on an elaborate
theory for dimensionality reduction and kinetic modeling, MSM have been
shown to be sensitive with respect to limited sampling, as common when
simulating complex protein dynamics [190].

Based on the formalism by Pande and Singhal [182], we modeled both the
opening and closing process as seven-step processes, and we estimated the
transition state matrix from the successful AS simulations (see Methods and
Materials). For the opening and closing processes, we obtained MFPTs in
the order of ∼100µs and ∼50µs respectively. Assuming ST accelerates the
kinetics by one order of magnitude [111], these values translate into physical
MFPTs in the order of 1ms and 0.5ms, respectively. This implies a max-
imum translocation speed of ∼600 base pairs per second (bp/s). Owing to
contributions from ATP binding, hydrolysis, and release, which may even be
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rate-limiting for the overall cycle, the translocation speed of Prp43 is likely
lower than the maximum value of ∼600 bp/s estimated from our simulations.
Notably, assuming some reduction of the translocation speed from ATP bind-
ing, hydrolysis and release, our value is in reasonable agreement with translo-
cation speeds of 100 to 300 bp/s observed for other helicases. [27,191,192]

Complementary, we derived a MSM of the overall conformational cycle by
combining all AS trajectories. The free energy landscape projected onto two
independent components revealed several well-separated metastable states,
as visualized in Fig. 6.6. The MSM suggested a MFPT of the closing pro-
cess of ∼40µs, in reasonable agreement with the value of 50µs obtained by
the linear kinetic model. Furthermore, our MSM passed widely used qual-
ity controls, indicating reasonably Markovian dynamics (Figs. 6.2 and 6.3 in
Material section). However, the MSM suggested a MFPT of only ∼10µs for
the opening process, which is tenfold lower than the value of 100µs obtained
by the linear kinetic model. This bias in the MSM is likely explained by
insufficient sampling of the rate-liming loop-to-helix transition of the sen-
sor serine described below. Hence, whereas the MSM and the free energy
landscape presented here should be interpreted with care, the linear kinetic
model from successful AS simulations provided a simple and numerically
robust approximation to the Prp43 kinetics.
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Figure 6.6: Estimate of the free energy landscape calculated from the stationary
distribution during the construction of the MSM. Five macrostates are encircled
with black lines, each connected with a representative Prp43 conformation. The
translocation path is indicated by arrows with the corresponding MFPT from state
to state as suggested by the MSM. The metastable states corresponding to the free
energy basins are clearly revealed by the MSM.
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6.2.4 Molecular switches of the opening transition

Transition of the RecA2 β-hairpin and RNA backbone rotation.

As the first critical transition after removal of the ATP, the β-hairpin of
RecA2 carried out a rapid rearrangement within the first nanoseconds of the
AS simulations (Fig. 6.7A–C). The rearrangement involved a cleavage of the
K403–U4 H-bond and a sudden drop of the K403–U3 distance from 0.9 nm
to 0.4 nm (Fig. 6.7C). This rapid transition is an indicator of a strong tension
in the RNA–RecA2 interface of the closed state, which was likely stabilized
by electrostatic interactions of the ATP with RecA1 and RecA2. Hence, the
tension was released in an instant after ATP release.

Cleavage of the K403–U4 H-bond allowed the formation of the K403–U3
H-bond after 180 ns of the cumulative simulation time, as required for sliding
of RecA2 along the RNA by one base pair (Fig. 6.7C, 180 ns). To enable the
formation of the K403–U3 H-bond, a rotation of the RNA backbone around
the P–P axis between U3 and U4 was strictly required, thereby pointing the
H-bond acceptor O1A of U3 towards K403 (Fig. 6.7C, black arrow). This
RNA backbone rotation was, in turn, only enabled by the major opening
step during the first 100 ns described above, which rendered RecA2 more
flexible and provided the RNA with increased conformational freedom. The
successful shift of K403 from U4 to U3 left the U4 phosphate vacant, which
enabled the U4 phosphate to rotate and to form a critical connection of U4
with the hook-loop and with T381 described below (Fig. 6.7I).

Arginine finger R435 of RecA2 as anchor for the S387–G392 sensor
loop.

Arginine fingers are a reoccurring motif of NTP binding sites, where they
are crucial for stabilizing the NTP hydrolysis complex ( [193–195]). In the
closed conformation of Prp43, the arginine finger R435 of RecA2 is part of
the ATP binding pocket and interacts with the β- and γ-phosphate of ATP,
thereby bridging the two RecA-like domains (Fig. 1.4). The nearby residue
T389 interacts with R435 and with the adenosine moiety of ATP (Fig. 1.4,
Fig. 6.7D). After release of the ATP, the arginine finger shifted away from the
RecA1 domain and broke the contact with T389 (Fig. 6.7E). Cleavage of the
R435–T389 contact allowed increased flexibility of the loop S387–G392, to
which we refer as “sensor loop” since it contains the sensor serine S387 [30].
This led to an unfavorable steric clash of the sensor loop with the R153–L167
helix of RecA1, possibly contributing to a repulsion between the two RecA-
like domains. At this stage, any further transition of the sensor loop towards
its conformation in the open state was obstructed by the current H-bond of

79



Figure 6.7: Molecular switches of the opening process. Conformational transi-
tions of (A–C) the β-hairpin, (D–G) the arginine finger, (H–K) the hook-loop, and
(L–O) the sensor loop during Prp43 opening. (A/D/H/L) Molecular switches in
the initial and (B/F/I/M) final frames of adaptive sampling of the open process.
(C/G/J/K/N) Dashed lines indicate the distances in the 5LTA and 6I3P crystal
structures. (A) View from the backside of Prp43: K403 of the β-hairpin hydrogen
bound to U4 in closed conformation and (B) shifted from U4 to U3 in open con-
formation. (C) K403–U3 distance versus cumulative simulation time. (D) Closed
RecA1–RecA2 interface with the Arginine finger R435 hydrogen bound to T389
and located on top of the P-loop. (E) Broken R435–T389 hydrogen bond after 5 ns.
(F) Final conformation with distant R435 and T389 residues and with the arginine
finger located underneath the P-loop. (G) R435–T389 distance versus cumulative
simulation time. (H) Closed conformation, hook-loop bound to U5 via G349 and
T381. (I) Open conformation, G349 and T381 shifted from U5 to U4. S387 formed
an H-bond to U5 similar to the conformation in panel M. (J) G349–U4 distance
and (K) T381–U4 versus cumulative simulation time. (L) Serine finger S387 bent
towards the ATP in closed conformation and (M) pointing towards the RNA form-
ing an H-bond with U5. (N) S387–U5 distance versus cumulative simulation time.
(O) S387–I383 distance vs. RecA1–RecA2 distance.
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U5 with the hook-loop and with T381 (Fig. 6.7H).

Upstream motion of the hook-loop and T381 from U5 to U4.

The hook-loop is an important anchor between the RecA2 domain and the
RNA. At the beginning of the cycle in the closed state, G349 of the hook-
loop and the nearby T381 form H-bonds with the U5 phosphate of the RNA
(Fig. 6.7H). During the opening transition, these H-bonds shift by one nu-
cleotide upstream from U5 to U4 (Fig. 6.7I). As illustrated in the G349–U4
and T381–U4 distances in Fig. 6.7J/K, the upstream motion of G349 and
T381 occurred in two steps: the first step started at 180 ns and correlated
with the RNA backbone rotation between U3 and U4 and the formation of the
K403–U3 H-bond described above (Fig. 6.7B/C). The second step at 400 ns,
accompanied by a rotation of U4, finalized the upstream motion of G349
and T381 (Fig. 6.7I). This transition left U5 vacant, henceforth allowing the
H-bond formation by the sensor serine with U5.

Loop-to-helix transition of sensor loop and binding of sensor serine
S387 to U5.

Previous crystallographic data suggested that transitions of the “sensor ser-
ine” S387 are critical for RNA translocation [30]. After the cleavage of the
H-bond between the arginine finger with T389 described above, the sensor
serine S387 (as part of the sensor loop S387–G392) carried out a loop-to-helix
transition, decreasing the S387–U5 distance by ≈7 Å (Fig. 6.7N, 100 ns, black
arrow). However, only after the upstream motion of the β-hairpin from U4 to
U3 (Fig. 6.7A–C, 180 ns) and of the hook-loop from U5 to U4 (Fig. 6.7H–K,
400 ns), the U5 phosphate was vacant, enabling the sensor serine to form a
new H-bond with the RNA (Fig. 6.7M/N). The formation of the S387–U5
H-bond finalized the successful opening transition.

Notably, simulating the loop-to-helix transition of S387 with AS was chal-
lenging. Among 100 simulation of 100 ns, we observed only a single successful
loop-to-helix transition, likely because such changes of secondary structure
are slow in sterically tight environments (Fig. 6.8). Hence, the loop-to-helix
transition was a rate-limiting step of the opening transition after the release
of ATP.

We found that the degree of opening, as given by the RecA1–RecA2 dis-
tance, is correlated with the loop-to-helix transition of sensor serine. Namely,
a large RecA1–RecA2 distance of ∼3.1 nm could be maintained only if the
sensor loop was in the helical state (Fig. 6.7O). As mentioned, we performed
an independent test for this correlation in section 4 These simulations confirm
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Figure 6.8: Ramachandran plot of sensor serine S387.
Grey crosses: ϕ and ψ angles of S387 during free 1µs simulations starting from
the 6I3P structure (left), corresponding to the open conformation, or starting from
the 5LTA structure (right), corresponding to the closed conformation. According to
the ϕ/ψ angles, S387 remained in the helical or in a loop state in the simulations
of the open or closed state, respectively. No transition was observed. Colored dots:
ϕ/ψ angles during a AS simulation with a successful loop-to-helix transition of the
sensor serine. The color indicates the simulation time of the successful AS run
from purple to red.

the findings from AS (Fig. 6.7O), namely that the loop-to-helix transition
by the sensor loop is strictly required for a successful opening transition of
Prp43.

Hook-loop and serine loop translocations are encoded in the RecA2
dynamics.

As described above, both the hook-loop and serine loop transitions are strictly
required for a successful Prp43 opening. Hence, we asked whether these dy-
namics are guided by the RecA2 interactions with the RNA, or whether they
are intrinsically encoded in the dynamics of the RecA2 structure. To this end,
we carried out an additional microsecond simulation of the isolated RecA2
domain and analyzed the intrinsic dynamics using principal component anal-
ysis (PCA; Fig. 6.9A). The PCA revealed that both the hook-loop and serine
loop are highly dynamic in the isolated RecA2 domain, and the first PCA
vector describes transitions as observed during the upstream sliding along the
RNA. This finding suggests that the RecA2 structure and its intrinsic dy-
namics have been optimized for enabling the critical H-bonds shifts descried
above and, thereby, for RecA2 sliding along the RNA.

82



6.2. RESULTS

Figure 6.9: PCA of isolated RecA1 and RecA2.
A: Motion along the first PCA vector of the isolated RecA2 domain visualized as
6 frames from blue to orange. The hook-loop and sensor serine exhibit the largest
contributions to RecA2 fluctuations after excluding the highly mobile β-hairpin
from PCA. B: Motion along the first PCA vector of the isolated RecA1 domain.
The hook-turn largely contributes to RecA1 fluctuations.

6.2.5 Molecular switches of the closing transition

Anchoring the arginine finger to the ATP.

We triggered the closing process by inserting ATP into the binding pocket of
the RecA1 domain of the final frame of the opening simulations. The arginine
finger R435 formed a stable contact with the β and γ phosphates of ATP
within only 40 ns of a successful AS simulation (Fig. 6.10A–C). This rapid
transition, driven by strong electrostatic R435–ATP interactions, anchored
the RecA2 domain to the RecA1 domain via the ATP.

Reverse transition of the sensor serine S387 is critical for closing
the RecA1/RecA2 interface.

The sensor serine S387 played multiple critical roles during the closing pro-
cess. S387 rapidly lost contact with U5 (Fig. 6.10D/F), thereby enabling
U5 to form an H-bond with R153 of the RecA1 domain, as required for
sliding the RNA along the RecA1 domain (Fig. 6.10H–J). In addition, the
sensor loop carried out a helix-to-loop transition, thereby extending S387
underneath the R153–L167 helix of RecA1 where S387 interacts with a wa-
ter molecule of the ATP–Mg2+–water complex to stabilize the closed state.
Notably, arrangement of water in the final closed state resembled the struc-
ture identified by crystallography [29, 170] (Fig. 6.11). The Mg2+ ion was
coordinated with three water molecules, thereby bridging interactions with
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Figure 6.10: Molecular switches of the closing process.
Conformational transitions of (A–C) the arginine finger, (D–G) sensor serine,
(H–L) RecA1–RNA interactions, and (M–P) β-hairpin during Prp43 closing.
(A/D/H/M) Molecular switches in the initial and (B/E/I/N) final frames of adap-
tive sampling of the closing process. (C/F/J–L/O/P) Critical atomic distances
that quantify the progression of the closing transition. Dashed lines indicate the dis-
tances in the 5LTA and 6I3P crystal structures. (A) Open RecA1/RecA2 interface
with distant R435 and T389 residues. (B) Closed conformation with ATP in the
binding pocket, thereby bridging the closed RecA1/RecA2 interface. (C) R435/Cζ–
ATP/O3B distance, revealing an R435–ATP H-bond formation early during the
closing process. (D) Open conformation with the sensor serine S387 in the helical
state and forming an H-bond with U5 of the RNA. (E) Closed conformation with
S387 in the loop conformation, bound to the ATP–Mg2+ complex, and reaching
underneath the RecA1 R152–L167 helix. (F) R435–U5 distance during the closing
process. (G) S387–I383 distance versus RecA1–RecA2 distance. (H) Open confor-
mation with R153 and R180 of RecA2 hydrogen bound to U6 and U7, respectively.
(I) Closed conformation with R153 and R180 hydrogen bound to U5 and U6, re-
spectively. (J–L) R153–U5, R180–U6, and T195–U6 distances during the closing
process. (M) Open conformation with N382 interacting with the β-hairpin. (N)
Closed conformation with N382 interacting with R152. (O/P) R152–N382 dis-
tance and N382–β-hairpin distance.
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nearby residues D218, E219, and S387. R432 and R435 interacted with water
in the ATP pocked and directly with the phosphate moieties of the ATP, as
observed by Tauchert et al. [29, 170]

Figure 6.11: Close-up view on the water complex and network during the end of
the closing process. The network is similar to the network proposed by Tauchert et
al. for the closed crystal structure 5LTJ. However, the water molecule in position
for a SN2 attack shown by Tauchert et al. was not observed in our simulations.
Three water molecules coordinating the Mg2+ ions are shown as thick sticks, all
other water molecules as thin sticks.

The helix-to-loop transition of the S387–G392 segment was strictly corre-
lated with the closing of the RecA1–RecA2 interface, in line with the corre-
lation between the loop-to-helix transition and the Prp43 opening described
above (Fig. 6.10G and Fig. 6.7O). Namely, only after the transition to the
loop state, as evident from an increased S387–I383 distance in Fig. 6.10G
(red dots), a tight RecA1–RecA2 interface could form as indicated by a
small RecA1–RecA2 distance. Additional support for this correlation was
given by visual inspection of the simulations, confirming that the helix-to-
loop transition followed by the extension of S387 beneath R152–L167 helix
was required to enable tight packing of the RecA1/RecA2 interface without
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atomic clashes, as suggested previously from crystallographic data [29,30].

RecA domain sliding along RNA. Sliding of the RecA1 domain along
the RNA involves the upstream motion of both the hook-turn and the R152–
L167 helix, characterized by the transition of the backbone amine groups
of R153 from U6 to U5, of T195 from U7 to U6, and of R180 from U7 to
U6 (Fig. 6.10H–L). However, these transitions were initiated only after the
sensor loop carried out the helix-to-loop transition, and they were completed
only after the sensor serine bound to the ATP-Mg2+-water complex at 400 ns
(Fig. 6.10D–F). In addition to the backbone interactions of R153 and R180
with the RNA, the guanidinium moieties of these arginines frequently bound
to the RNA backbone. The occasional release of these guanidinium–RNA
H-bonds were required for a successful upstream motion. This may indicate
that a fine balance in strength and number of RecA1–RNA versus RecA2–
RNA H-bonds dictates the upstream motion of Prp43.

To test whether the hook-turn dynamics are intrinsically encoded into
the RecA2 domain, we carried out a microsecond simulation of the isolated
RecA1 domain, analogous to the simulations of the isolated RecA2 domain
discussed above. PCA revealed that fluctuations of the RecA1 domain are
dominated by fluctuations of the hook-turn, while the hook-turn transition
during RecA1 sliding observed during AS occurred approximately along the
first PCA vector (Fig. 6.9B). This analysis complements the PCA of the
RecA2 domain described above, together suggesting the largest-scale fluctu-
ation of both RecA-like domains are optimized for enabling RNA sliding.

Visual inspection of the closing trajectory revealed that RecA1–RecA2
interactions are not exclusively established via the ATP. Instead, after sliding
of RecA1 along the RNA, R152 of RecA1 frequently interacted with N382
of RecA2, while N382 occasionally interacted with the β-hairpin of RecA2
during the closing transition, which contributes to the tight packing of the
RecA1–RecA2 interface and, thereby, to driving the upstream motion along
the RNA (Fig. 6.10M–P). In summary, after the formation of the interface
of RecA2 with the RecA1/ATP complex and the sliding of RecA1 along the
RNA, the closing transition was completed.

Concerning the free energy landscape from the constructed MSM.
In the following paragraph, we mainly discuss the free energy landscape
obtained by the constructed MSM (6.6). The assigned the corresponding
macrostates to the observed energy minima in the plotted free energy land-
scape. Thus, we add qualitative details to the free energy landscape to shed
light on the individual transitions and their relation to each other. Usually,
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Figure 6.12: A) Schematic hypothesis of the complete translocation cycle.
(a) Apo structure. (b) ATP-binding triggers opening of the CTD/RecA interface,
allowing (c) binding of ssRNA and formation of the Protein–ATP–RNA complex,
represented by PDB ID 5LTA. (d) ADP bound state after ATP hydrolysis phosphate
release. (e) RNA-bound state with open RecA interface and weak RecA2–RNA con-
tacts. (f) Stable open structure, represented by PDB ID 6I3P. (g) ATP-binding
triggers closure of the RecA interface and sliding of RecA1 along the RNA. (h)
Protein–ATP–RNA complex translocated by one nucleotide relative to panel (c).
(i) Transition back to the apo-structure after finalizing multiple RNA transloca-
tions.
B) The classical inchworm model.
C) Proposed inchworm/caterpillar model to illustrate both the center-of-mass mo-
tion of the RecA-like domains (dark blue and cyan) and the crawling of RecA-like
along the RNA. Hydrogen bond partners of protein and RNA are sketched as cater-
pillar legs and as red lines, respectively. Since the RecA-like domains bind the RNA
with four or five H-bonds in the closed and open state, respectively, the caterpillar
requires five legs. The central leg, modelling the sensor serine S387, carries out a
rotation to bind the free nucleotide binding site before reaching the open state.
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this intend is difficult to achieve, since in the majority of studies, the curcial
features for the dynamics are unknown a priori. In this study, we leverage
the identification and sampling of the most crucial features, achieved by the
combination of ST and AS, to drastically reduce the dimensionality of the
feature space on which the MSM is constructed.

The following construction, analysis and validation were performed with
the PyEMMA 2.5.7. [183]. For the construction of the MSM, we used all
simulations obtained from the AS of the opening and closing process. Thus,
the underlying data of the MSM contains more than 96µs of simulation time.
In the first step, we featurized the trajectories similar to the features of the
AS procedure (see Methods section). The resulting dynamics-related data
was reduced in dimensionality by using the tiCA and plotted onto the first
two resulting independent components (ICs). These two ICs describe the
two slowest motions according to the tiCA [156,167,184]. The Markovianity
was validated with the convergence of the implied timescale estimations and
the Chapman-Kolmogorov test [196, 197]. Then, we clustered the featurized
data into 70 microstates with the k-means clustering algorithm. As suggested
by the PyEMMA workflow, we confirmed the VAMP2 convergence of the
number of cluster centers (Fig. 6.2B).

For the MSM construction, we used a lag time of 20 ns, because the
implied time scales showed convergence beyond this lag time (Fig. 6.2C).

Afterwards, we can calculate the stationary probability distribution over
the first two ICs. With this, we can calculate the free energy from the
stationary probability p as follows

∆G = −kBT lnΣpi (6.3)

where pi is the stationary weight of the ith microstate. The resulting free
energy plot projected onto the tICA components is shown in Fig. 6.6. The
constructed MSM revealed five metastable states - also known as macrostates
- after the Perron-cluster cluster analysis (PCCA+). Beforehand, we also
checked the validation of the 5 metastable states using the Chapman-Kolmogorov
test (Fig. 6.2D). With this result, we can calculate the MFPTs between the
five macrostates. The free energy landscape, the macrostates, the confor-
mations belonging to each macrostate and the calculated MFPTs from one
state to the next state are shown in Fig. 6.6.

The high energy state S1 can transition into the S5 state with an MFPT
of 4.3 µs. The transition region might not be sampled enough, because it
contains the rare but fast loop-to-helix transition of the serine loop.

In the S5 region, we have multiple energy minima (Fig. 6.6), which all
resemble states which are not yet fully open and not fully closed anymore,
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meaning they represent states of the transition from the closed conformation
to the open conformation. However, the serine loop flip already occurred in
all those conformations.

Then, from the S5 state, the helicase transitions with an MFPT of 5.8 µs
into the lower energy state S2, which only contains open conformations.
Therefore, the S1 to S5 to S2 represents the closed to open pathway, which
was simulated in the AS opening process.

The S2 also contains conformations from the beginning of the AS closing
process. Here, the S2 will traverse to the S3 state with an MFPT of 2.8 µs,
which resembles another transition region from the closed to the open state.
All the conformations in S3 represent a mix state of a closed state and a open
state before and after the closing-defining Hook-Turn shift.

The last observed transition is observed from S3 to the S4 state with a
large MFPT of 41.2µs. S4 is in an energy minimum and only contains fully
closed conformations after the Hook-Turn shift.

Conclusively, we see a transition from S1 to S5 to S2 for the opening
process and a transition from S2 to S3 to S4 for the closing process. S1
and S4 have a large energy difference, which might be explained by the fact
that S1 is in a perturbed state - because of the removal of ATP - and S4 is
its native state - bound to ATP. Therefore, the removal of ATP destabilizes
the conformation and raised S1 to higher energy. The free energy of S2
might lay between the free energy of S1 and S4 because it is a mix state
from simulations with and without ATP, where the simulations without ATP
represent its open native state and the simulations with ATP represent the
perturbed conformation.

The transition from S1 to S2 has an MFPT of around 10µs, which is
an order of magnitude lower than the MFPT calculated by the approach of
Pande et al. However, the MFPT from the MSM of the closing process, i.e.,
from S2 to S4, is in total 44 µs and thereby in the same range as the MFPT
from the linear approach (50 µs). The large difference in the opening MFPTs
could result from the lack of sampling in the transition region from S1 to S2.

In summary, from our MSM, we gained interesting insights in the kinetics
of the helicase Prp43. In our study, the most impact on the IC 2 of our tiCA
decomposition most likely has the RecA1–RecA2 distance since a movement
in this coordinate changes the protein from a closed to open conformation
and vice versa. The IC 1 on the other hand may describes a combination of
the distances of the contacts points between protein and RNA. Although S1
and S4 both describing the “same” closed state, they do not have to overlap
in the free energy plot, since our definition of the features, describing the
protein–RNA contacts, are dependent on the distance to the next contact
point and not on the number of contact points alone. Therefore, a shift of
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H-bonds will lead to a separation of the two closed conformations in tiCA
space.

6.2.6 Discussion

All-atom simulations of complete conformational cycles of complex processes
of enzymes, such as translocations, are still rare in the literature. Here we
showed that AS simulations augmented with ST were capable of obtaining a
complete RNA translocation cycle of the 80 kDa helicase Prp43. The simu-
lations together with crystallographic studies suggest a translocation mecha-
nism involving the domain rearrangements shown in Fig. 6.12A. Accordingly,
ATP binding to apo Prp43 opens the RNA cleft, thereby allowing the binding
of RNA (Fig. 6.12A(a–c)) [29]. The hydrolysis of ATP enables the release of
ADP and phosphate, while the phosphate ion is predominantly released via
a tunnel on the backside of Prp43 [177]. Removal of these negative charges
leads to a spring-like conformational change in the ATP binding pocket, driv-
ing the movement of RecA2 by one RNA base upstream (Fig. 6.12A(d–f)).
Binding of the next ATP triggers the closure of the RecA1–RecA2 interface
by moving RecA1 along the RNA (Fig. 6.12A(g–h)). In our simulations, the
CTD moved concertedly with the RecA2 domain (Fig. 6.12A(e–h)).

The simulations revealed that the key domain transitions are by no means
characterized as diffusive center-of-mass movement of the entire domains. In-
stead, the large-scale domain dynamics are controlled by atomic-scale molec-
ular switches that occur stochastically along orthogonal degrees of freedom
of a highly rugged free energy landscape. Such dynamics have been studied
extensively in the context of protein folding, yet much less for conformational
cycles of motor enzymes such as Prp43 [198,199]. Because the transitions of
the molecular switches are interdependent, they occurred in a defined tem-
poral order. Hence, our study highlights that large-scale domain motions of
enzymes like Prp43 are controlled by atomic-scale molecular switches. This
further implies that a mechanistic understanding of the enzyme kinetics,
for instance involving the regulation by G-patches [80, 84, 200, 201], requires
identification of the molecular switches and understanding of their kinetics.

The overall domain displacement of Prp43 is compatible with an inch-
worm model [22]. However, an inchworm-like picture may imply that, during
upstream motions, the RecA1 and RecA2 domains would fully detach from
the RNA and re-bind one nucleotide upstream [30], which is not observed in
our simulations (Fig. 6.12B). Instead, RecA1 and RecA2 remain bound to
the RNA throughout the cycle and individually crawl along RNA by shift-
ing protein–RNA H-bonds one-by-one, similar caterpillar walking. Hence,
we suggest an inchworm/caterpillar model to describe both the relative do-
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main displacements (inchworm) as well as the upstream movements of the
individual RecA–RNA contacts (caterpillar; Fig. 6.12C).

In this study, we did not simulate ATP binding or hydrolysis or the release
of ADP and phosphate, but instead focused on the domain motions initiated
by the insertion and removal of ATP. Hence, the simulations demonstrate
that the mere presence or absence of ATP is sufficient to trigger closing or
opening of Prp43, respectively, thereby driving RNA translocation on the
hundreds of microsecond timescale. This finding suggests that the energy
from ATP hydrolysis is not required to generate a “kinetic push” towards
Prp43 opening but merely to allow dissociation of the ADP/phosphate prod-
ucts. Together, binding and release of ATP modulates the minima of the
rugged free energy landscape, on which the domains move in a stochastic
fashion.

Since the overall kinetics of RNA translocation are limited by transitions
of molecular switches and not by diffusion of the overall domains, simulat-
ing such enzymatic cycles is challenging. Specifically, enhanced sampling
techniques that merely enhance the diffusion of the complete domains or
steer center-of-mass distances between domains are barely useful for such a
system, since all the rate-limiting transitions occur in conformational space
orthogonally to the domain center-of-mass distances [202]. Instead, methods
such as milestoning [203] or, as used here, AS are suitable for sampling large-
scale domain motions of enzymes in rugged energy landscapes as it does not
require the definition of reaction coordinates [110]. As a disadvantage, AS
may bias the ensemble owing to the selection of the successful simulations,
which may lead to over-representation of states with higher free energy; in
this study, the enhanced sampling using ST likely reduces such bias as ST
accelerates the re-equilibration of the simulations at the beginning of the
next AS round.

In addition, AS is suitable for estimating the kinetics of the overall path-
way by collecting the rates between neighboring metastable states. For the
successful sequence of transitions, using a simple linear kinetic model, we
estimated the MFPTs of the opening and closing transitions in the order of
1ms or 0.5ms, respectively (assuming tenfold accelerated rates owing to the
use of ST). These values are in reasonable agreement with experimental data
for other helicases. [27,191,192] Complementary, we constructed a MSM for
the conformational cycle. While the MSM suggested a closing rate in reason-
able agreement with the linear kinetic model, the MSM overestimated the
opening rate, which we ascribe to insufficient sampling of the rate-limiting
loop-to-helix transition of the sensor serine. Hence, for complex transitions as
studied here, for which constructing a converged MSM remains challenging,
the linear kinetic model provides a numerically robust and useful alternative.
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Notably, by using AS, the computational cost for obtaining a conforma-
tional cycle was reduced only by a factor of approximately two compared to
using few long simulations, primarily because the opening and closing pro-
cesses occur down the gradient of the free energy landscape (Materials and
Methods for details). Hence, a key advantage of AS for the present study
was also the ability to trivially parallelize the simulations with commodity
hardware, thereby drastically reducing the elapsed real time (or wall clock
time) for completing the first conformational cycle. Another key for obtain-
ing the Prp43 cycle with acceptable computational costs was to augment
AS simulations with ST. In line with the enhanced sampling of conforma-
tional transitions of small domains [111], we obtained significantly improved
sampling of the enzyme dynamics (Fig. 5.2), which rendered the simulations
feasible. We expect that the combination of AS with ST will be useful for a
wide range of future enzyme simulations.
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Impact of G-patch on helicase
dynamics

Activator or cofactor proteins are needed to enhance and regulate the ac-
tivity of helicases. Different cofactor proteins carry out different functions
for the corresponding enzymes which they are attached to [79, 81, 82]. For
example, DEAH-box helicases have a diverse group of cofactor proteins, the
so-called G-patch proteins [83]. The G-patch proteins are mostly intrinsi-
cally disordered proteins (IDPs), which are connected to the outer surface of
a helicase. Here, they are believed to influence the conformational dynamics
of a helicase, which enhances or regulates its activity in specific situations.

In this study, we investigated the DHX15 apo-structure resolved by Studer
et al. [84] (PDB ID 6SH7). To get a better understanding of the influence
of the NKRF G-patch on the DHX15 helicase structure, we performed ten
1µs ST simulations of the native crystal structure with G-patch attached and
ten 1µs ST simulations with the NKRF G-patch removed from the crystal
structure. We have chosen the apo-structure of the DHX15 helicase, because
the apo structure is the most flexible and therefore has the lowest timescales
on domain transitions of all DEAH-box helicase complexes. The reason be-
hind this might be the missing ligands which usually provide stability to the
structures. Thus, the chosen structure is a suitable test system to study the
influence of the G-patch on the domain movements. The following sections
are based on our published work about the influence of the various ligands
on the dynamics of helicases [168].

7.1 Methods

MD simulations of the simulations concerning the investigation of the G-
patch structure (6SH7) were set up as follows. First, we used Modeller to
fix the missing residues of the 6SH7 structure from the PDB database. For
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the comparable apo-structure system the G-patch was removed from the
crystal structure. In GROMACS 2020.2 [169], the structures were placed
into a simulation box of a dodecahedron. The energy of the systems was
minimized with the steepest descent algorithm. Then, the systems were
equilibrated for 100 ps with position restraints acting on the heavy atoms
including present ligands (k = 1000 kJmol−1nm−2). Water was modeled
with the TIP3P model [174], and parameters for K+ were taken from [175].
The energy of the system was minimized with the steepest descent algorithm.
Then, the system was equilibrated for 100 ps with position restraints acting
on the heavy atoms including RNA and Mg (k = 1000 kJmol−1nm−2).

Electrostatic interactions were described with the particle-mesh Ewald
method [138]. Dispersion interactions and short-range repulsion were de-
scribed together with a Lennard-Jones potential with a cut-off at 1 nm. The
temperature was controlled at 300K using velocity-scaling [135], thereby cou-
pling protein, RNA, Mg2+, and ATP (if present) to one heat bath while cou-
pling water and K+ to a second heat bath (τ = 0.5 ps). The pressure was
controlled at 1 bar with the Parrinello-Rahman barostat (τ = 5ps) [176]. The
md-vv integrator was used for simulated tempering (ST) simulations and the
md integrator was used for all other simulations, both with an integration
time step of 2 fs. The geometry of water molecules was constrained with
SETTLE [134]. All other bonds were constrained with P-LINCS [133]. For
the ST parameters, we used a temperature ladder from 300K to 348K with
a temperature difference of 2K between the states, resulting in 24 different
temperatures states. The weights were determined using the SA approach
mentioned above. With this setup, we performed ten 1µs ST simulations of
the apo-structure of DHX15 and ten 1µs ST simulations of the DHX15 with
attached G-patch.

7.2 Results

The simulations of the two different systems showed a significant difference in
the domain dynamics. We first plotted the COM distance of the two RecA
domains over time as shown in Fig. 7.1A and Fig. 7.1B. They show the
time evolution of the RecA domains of DHX15 with G-patch and without
G-patch, respectively. At first glance, the time evolution of these distances
looks rather chaotic. But, taking a look on the corresponding histograms,
two distinct states are observed. One of the states in the protein–G-patch
complex represents the native closed state of the crystal structure with a
RecA distance of around 2.8-2.9 nm. The other state has a RecA1–RecA2
distance of 3.15-3.25 nm. The data suggests, the enzyme with an attached G-
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patch prefers both states (Fig. 7.1D), while the other system behaves rather
random and diffusive as seen in Fig. 7.1C. The G-patch might stabilize
the two captured states by restricting the overall flexibility of the RecA
domains. This hypothesis is also proposed by Studer et al. [84] during the
analysis of crystal structures. They claim that NKRF acts as a brace on
the domains of the enzyme, which ultimately leads to less extreme open and
closed states, which results in a higher ATPase activity. Conclusively, for
the G-patch bound structure, at any given time, there are more proteins in a
conformation with higher ATP affinity than in the more flexible non-G-patch
conformations.

Figure 7.1: RecA domain distance of DHX15 and DHX15·G-patch complex. (A)
Time evolution of the RecA distance of the DHX15 apo-structure. (B) Time evo-
lution of the RecA distance of the DHX15·G-patch complex. (C) Distance distri-
bution of the RecA distances for DHX15 apo-structure. (D) Distance distribution
of the RecA distances for DHX15·G-patch complex.

Additionally, we investigated the influence of the G-patch on the CTD do-
main. Here, we measured the time evolution of the distance between GLU497
in the ratchet-like domain and two positively charged LYS259 and ARG263
in an outer helix of the RecA2 domain. The helix and the GLU497 are
important interaction partner between CTD and RecA2. As shown in Fig.
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7.2A/B, the domains show a similar trend like the RecA domains, because
in the G-patch bound structure, two distinct states are taken in, while in
the non-G-Patch structure a rather diffuse behaviour of the domains is ob-
served. The first state at around 0.2 nm is an H-bond between GLU497
and LYS259 or between GLU497 and ARG263 as shown in Fig. 7.2C. In
contrast, the DHX15 apo-structure ends up in a state which represents a
disconnection between CTD and RecA2 domain as shown in Fig. 7.2D. The
second distinct state is a conformation with a different contact point between
RecA2 and ratchet-like domain, e.g., the residue pairs LYS259/TYR537 and
ARG544/ASP255 form an stable H-bonds which leads to a long living con-
formation.

We can further distinguish the G-patch and the apo-structure by compar-
ing the opening of the RNA tunnel formed by the RecA2 and CTD domain.
We plot the time evolution of distances between the residues ARG640 and
PRO495 in Fig. 7.3A-B. The distance between the two residues describes
the nearness of the ratchet-like domain to the inner RNA tunnel and there-
for estimates a the tightness of the RNA tunnel. For clarity, the two residues,
at specific times during the DHX15 apo-structure and the DHX15·G-patch
complex simulations, are shown in Fig. 7.3C-D, respectively. Figs. 7.3A/B
show a clear difference between the G-patch structure and the apo-structure.
In case of the apo-structure the two residues approach each other right at the
beginning of the simulations, which indicates a tight RNA tunnel. In con-
trast, the G-patch structure follows a more constant evolution of the distance
between the residues, which resembles a rather stable RNA tunnel.

7.3 Discussion

Overall, the protein–G-patch complex shows to be more rigid than the apo-
protein, because the ensemble adopted by the G-patch-protein complex shows
two distinct states while the apo-protein has more diffusive and flexible do-
main movements. These observations are in line with the results from the
structural study of Studer et al. [84] and from the FRET study of the Prp43-
pfa1 complex by Ficner et al. [204]. In the latter study, Ficner et al. observed
a distinct open state in addition to the closed state in the G-patch bound
structure of Prp43. In contrast, the open state is not seen in the apo-structure
of Prp43 during the FRET experiments. But, the results of our study are
a strong indication that the G-patch modulates the enzymes kinetics in a
way that leads to the stabilization of a distinct closed state alongside the
open state. This closed state could have a higher ATP affinity than the open
state, which would explain the higher ATPase activity of the G-patch bound
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Figure 7.2: GLU497/RecA2 distance distribution of the DHX15 apo-structure
(A) and of the DHX15·G-patch complex (B). (C) Specific chosen snapshot of a
DHX15 apo-structure simulation representing a large distance between the RecA2
and the outer residue E497 of the ratchet-like domain. (D) Specific chosen snapshot
of a DHX15·G-patch simulation representing a connection between the RecA2 and
the outer residue E497 of the ratchet-like domain.

complex in contrast to the non-bound complex.
Additional simulations and experimental studies are required to fully

resolve the effect of G-patch proteins on the conformational dynamics of
DEAH-box helicases, especially during ATP binding.
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Figure 7.3: (A) Time evolution of R640/P495 distance of the DHX15 apo-
structure simulations. The average over all simulations is shown as red line with
the standard deviation represented by the orange area. (B) Time evolution of
R640/P495 distance of the DHX15·G-patch simulations. The average over all
simulations is shown as red line with the standard deviation represented by the
orange area. (C) Specific chosen snapshot of a DHX15 apo-structure simulation
representing a low distance between R640 and P495. (D) Specific chosen snapshot
of a DHX15 apo-structure simulation representing a large distance between R640
and P495.
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Phosphate exit tunnel of Prp22
and Prp43

Hydrolysis and product release are processes which occur on long timescales
and therefore are often the time limiting steps during a complete mechanism.
Thus, it is of great importance to gain more knowledge about the exit paths a
product might take when leaving the enzyme. Crystallographic structures of
Prp22, resolved by Hamann et al., already revealed a possible exit pathway
on the back of the protein. To substantiate the hypothesis of the existence of
the exit path way, we carried out RAMD simulations of the phosphate which
is produced after the hydrolysis of ATP. The following results have been
published in a joint experimental and computational study in Ref. [177].

8.1 Methods

MD simulations of the phosphate release from the ATP-binding pocket were
set up as follow. In the simulations, the Prp2 and the Prp43 structure were
used, both representing the complex of the respective enzyme with U7 RNA
and the ATP analog ADP− BeF−

3 . The ATP analog was replaced with ADP
and dihydrogen phosphate (DHP). The structure was placed into a simula-
tion box with the shape of a dodecahedron. The box was solvated with 24 798
water molecules for Prp2 and 36 616 water molecules for Prp43. Each system
was then neutralized by 13 potassium counter-ions. Interactions of protein
and RNA were described with the Amber14SB force field ( [132]). Water was
modeled with the TIP3P model [174]. Parameters for ADP and DHP were
taken from Meagher et al. [172] and Kashefolgheta & Vila Verde [205], respec-
tively. The parameters were translated into the GROMACS format via the
ACPYPE software [206]. The parameters for K+ ions were taken from Joung
& Cheathma [175]. For the interactions between Mg2+ and DHP:O (the
negative-charged O atom of DHP), the combination rule for Lennard–Jones

99



interactions was overwritten with the nonbonded interactions suggested by
Panteva et al. [207]. The energy of the system was minimized with the
steepest-descent algorithm. The system was then equilibrated for 100 ps
with positional restraints acting on the heavy atoms, including RNA, ADP
and DHP (k = 1000 kJmol−1nm−1). Electrostatic interactions were described
with the particle mesh Ewald. Dispersion interactions and short-range repul-
sion were described together using a Lennard–Jones potential with a cutoff at
1 nm. The temperature was controlled at 300K using velocity scaling [135]
by coupling protein/RNA/ADP/DHP and water/K+ to two separate heat
baths (τ = 0.5ps). The pressure was controlled at 1 bar with the Parrinello–
Rahman barostat (τ = 5ps [176]). An integration time step of 2 fs was used.
The geometry of water molecules was constrained with SETTLE [134], while
all other bonds were constrained with P-LINCS [133]. To accelerate the dis-
sociation of DHP from the complex, we used random-accelerated MD sim-
ulations (RAMD; [145]. The GROMACS code (version 2020.1) extended
for RAMD was taken from https://github.com/HITS-MCM/gromacs-ramd
[208]. For the simulations reported in this study, we used the following
RAMD settings. Mg2+ and DPH were considered as the receptor and the
ligand, respectively. An accelerating force of 585.2 kJmol−1nm−1 was used,
and simulations were evaluated every 50 steps. A different random seed
was used for each simulation. If the ligand had traveled less than 0.005 nm
within 50 steps, the direction of force was changed. The simulation stopped
at a ligand–receptor distance of 4 nm. For Prp2 30 RAMD simulations were
performed with these parameters, and 15 RAMD simulations were carried
out for Prp43. In addition, we tested 5 RAMD simulations with a force of
635 kJmol−1nm−1 and 5 RAMD simulations with a force of 700 kJmol−1nm−1

for Prp43. Notably, we tested various alternative RAMD settings; in the case
of successful dissociation events, these simulations revealed similar DHP-exit
pathways.

8.2 Results

We used the RAMD method to proof the existence of a γ-phosphate exit
tunnel on the back of the enzymes Prp2 and Prp43. The usage of RAMD
was necessary because dissociation events usually occur on large time scales.
In RAMD an additional force in a random direction is applied to a defined
ligand. This force is updated in a different direction if the ligand cannot
travel a certain distance in a specific time interval. This is done to avoid the
unproductive movement against a dead end.

Among 30 RAMD simulations that successfully led to DHP dissociation
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8.2. RESULTS

Figure 8.1: (A) Exit path of the DHP on the back of the enzyme. This path has
shown to be the predominant exit tunnel in our simulations. (B) The alternative
exit path on the front of the enzyme. Here, the DHP has to find a way to pass the
negative charged moiety of the ADP molecule. (C) The small change in the loop
location of the motifs I and III are sufficient to enable an exit of DHP.

from Prp2, 24 of them resulted in exit through the pathway between motifs
I and III (Fig. 8.1A). Only 4 out of 30 simulations showed an exit through
the ATP-binding site in the opposite direction (Fig. 8.1B). Similar results
were observed in Prp43, with DHP exiting through the proposed channel in
18 of 25 simulations and an alternative pathway being present in 4 simula-
tions. These findings suggest that the pathway between motifs I and III has
the lowest energy barrier, while alternative pathways would require larger
structural rearrangements with higher energetic costs. Our visual inspection
of the trajectories showed that minor fluctuations of motifs I and III were
sufficient for DHP dissociation (Fig. 8.1C). Our simulations provide strong
evidence that the pathway between motifs I and III is the predominant exit
pathway for DHP in Prp2 and Prp43 and may be conserved in other members
of the family.
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Summary and Conclusion

Helicases perform translocation and unwinding mechanisms to control cer-
tain key points in the splicing pathway. Therefore, they are crucial for the
stability of our genome and conclusively the protein synthesis. One family of
RNA helicases are the so-called DEAH-box helicases, named after a highly
conserved motif in their structural core. Three prominent members of the
DEAH-box family are the Prp43/DHX15, Prp22 and Prp2. Their main func-
tion is the proof reading and discarding process during splicing. Structural
studies suggested that these DEAH-box helicases translocate ssRNA during
the execution of their function. In the last ten years, RNA helicases became
a highly investigated field of research, since a variety of different structures
were resolved during the last decade. Thus, new hypotheses about their
mechanism were proposed actively. Especially in the last few years, studies
of the influence of G-patches onto the structure and function of helicases
have raised considerable attention. Despite the past efforts, a detailed un-
derstanding of the mechanism of such a complex motor enzyme has not yet
been obtained.

Simulating complex conformational cycles in atomic detail has been a
long-standing goal of computational biophysics. This study provides detailed
structural, kinetic, and energetic insights of the function of DEAH-box heli-
cases. These results are made possible by overcoming the sampling problem
of our system with the combination of two enhanced sampling techniques.
Thereby, we achieved the simulation of a transition pathway which leads to a
complete and continuous translocation cycle with a shift of the H-bonds be-
tween RNA and protein by one nucleotide upstream in atomistic detail. This
complete cycle provided important insights into the dynamics and kinetics
of the individual domains and smaller features/residues. Thereby, the thesis
is offering a refined inchworm mechanism as an alternative to the classical
inchworm model. Our work highlights the significance of small molecular
switches in driving large-scale domain dynamics. Hence, the sampling prob-
lem arises from the fact that multiple atomic features, rather than large-scale
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domain motions, are the rate-limiting steps for the overall process. A typi-
cal example of such a molecular switch is the loop-to-helix (or helix-to-loop)
transition of the sensor serine of RecA2 (Chapter 6).

The success in accomplishing this goal was not without challenges. Con-
ventional pulling simulations along simple reaction coordinates - such as
domain-domain center-of-mass pulling - proved insufficient to induce pro-
ductive conformational changes. As mentioned, we introduced a novel com-
bination of Simulated Tempering (ST) and Adaptive Sampling (AS) tech-
niques as a solution to the sampling problem. This innovative approach
yielded a complete conformational cycle of the motor protein Prp43, pro-
viding atomic-level details. We anticipate that the ST and AS combination
will prove valuable for a wide range of future MD studies aiming to uncover
protein conformational transitions, especially when the transitions are too
complex for reaction coordinates and appear on very long timescales.

Apart from the conformational cycle of Prp43, we studied several ad-
ditional aspects of the helicase dynamics and functions. For example, we
showed the importance of RNA in the maintenance of the structural integrity
of the whole enzyme, the responsibility of the G-patch for the modulation of
the DEAH-helicases ATPase activity and the existence of an exit tunnel for
phosphate after the ATP hydrolysis.

More precisely, we found that removing ATP from the complex or replac-
ing it with ADP yielded limited changes. However, the removal of RNA from
the complex triggered notable movements in the CTD, leading to the collapse
of the original RNA tunnel. Remarkably, if ATP was kept in the complex
during RNA removal, it had no large impact on the relative positions of the
RecA domains. On the other hand, in apo structure simulations, substantial
movements were observed in both the RNA cleft and the ATP core, resulting
in conformational changes. These observations suggested that RNA played
a crucial role in stabilizing all three domains, as any alteration in the RNA
tunnel led to major movements. This observation aligned with findings from
crystal structures, where RNA defined the RNA cleft and created a defined
and rigid protein structure.

For the study on the influence of G-patch on the helicases, we com-
pared the behavior of a DHX15-G-patch complex to the behavior of an apo-
structure. Here, we removed the G-patch from the complex. Then, we ran
ten 1 µs simulations of the G-patch bound native structure and ten 1 µs simu-
lations of the apo-structure. The results indicate that the G-patch influences
the rigidity and fine tunes the conformational movements such that distinct
states are taken in. The apo-structure instead behaves more diffusive and
flexible. These results are in line with recent studies like the structural study
of Studer et al. itself and the FRET analysis of the Prp43-pfa1 performed
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by Ficner et al. [84, 204]
While the thesis successfully captures a full translocation cycle by one

nucleotide and provides additional details on the influence of atomic-scale
switches and ligands, some critical steps of the helicase mechanism remain
unobserved. Future research should focus on investigating the open RNA
tunnel during the RNA-loading step, considering changes in the mechanism
due to different RNA compositions, and determining the polarity of helicases.
Additionally, further exploration of the influence of G-patches on domain
movements and the roles of different G-patches in the spliceosome’s mecha-
nism are essential steps toward unraveling the complexity of DEAH helicases
in splicing. Here, more structures from experimental studies, especially RNA
and/or G-patch bound conformations, are needed.

Further studies on the modulation of helicases, e.g., by investigating more
cofactors or mutations of crucial features, may shed light into the emergence
of related diseases and disorders. The present study provides information,
which could be used in cell line studies by mutating specific features of the
helicases. The provided insights could also be used for a high-throughput
screening to find potential compounds which might modulate the helicase
dynamics.

An additional long-term goal is the study of the spliceosome. Since
there are structures of helicases bound to the larger spliceosome complex,
it would be a milestone to investigate the impact of the found dynamics on
the whole spliceosome complex. Of course, for an observation with compu-
tational methods, this would require even more sophisticated techniques or
much stronger hardware. However, the possible insights could yield crucial
information about the function of the spliceosome in general.

Overall, this work lays the foundation for a deeper understanding of these
molecular machines and their crucial roles in RNA translocation and in the
spliceosome in general.
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[113] Julien Robert-Paganin, Stéphane Réty, and Nicolas Leulliot. Regula-
tion of DEAH/RHA helicases by G-patch proteins. BioMed Res. Int.,
2015, 2015.

[114] Florian Hamann, Andreas Schmitt, Filippo Favretto, Romina Hofele,
Piotr Neumann, ShengQi Xiang, Henning Urlaub, Markus Zweckstet-
ter, and Ralf Ficner. Structural analysis of the intrinsically disordered
splicing factor Spp2 and its binding to the DEAH-box ATPase Prp2.
Proc. Natl. Acad. Sci., 117(6):2948–2956, 2020.
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Musil, Hans-Peter Buchstaller, Matthias K Dreyer, Matthias Frech,
Maryse Lowinski, Francois Vallee, et al. Estimation of drug-target res-
idence times by τ -random acceleration molecular dynamics simulations.
J. Chem. Theory Comput., 14(7):3859–3869, 2018.

[150] Karl Pearson. LIII. On lines and planes of closest fit to systems of
points in space. Lond. Edinb. Dublin Philos. Mag. J. Sci., 2(11):559–
572, 1901.

[151] Harold Hotelling. Analysis of a complex of statistical variables into
principal components. J. Educ. Psychol., 24(6):417, 1933.

[152] Ian T Jolliffe and Jorge Cadima. Principal component analysis: A
review and recent developments. Philos. Trans. R. Soc. Math. Phys.
Eng. Sci., 374(2065):20150202, 2016.

[153] Manel A Balsera, Willy Wriggers, Yoshitsugu Oono, and Klaus Schul-
ten. Principal component analysis and long time protein dynamics. J.
Phys. Chem., 100(7):2567–2572, 1996.

[154] Florian Sittel, Abhinav Jain, and Gerhard Stock. Principal component
analysis of molecular dynamics: On the use of Cartesian vs. internal
coordinates. J. Chem. Phys., 141(1):07B605 1, 2014.

[155] Yusuke Naritomi and Sotaro Fuchigami. Slow dynamics in protein
fluctuations revealed by time-structure based independent component
analysis: The case of domain motions. J. Chem. Phys., 134(6):02B617,
2011.

[156] Christian R Schwantes and Vijay S Pande. Improvements in Markov
state model construction reveal many non-native interactions in the
folding of NTL9. J. Chem. Theory Comput., 9(4):2000–2009, 2013.

[157] Gregory R Bowman, Vijay S Pande, and Frank Noé. An Introduc-
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[163] Ch Schütte, Alexander Fischer, Wilhelm Huisinga, and Peter Deufl-
hard. A direct approach to conformational dynamics based on hybrid
Monte Carlo. J. Comput. Phys., 151(1):146–168, 1999.

[164] Peter Deuflhard and Marcus Weber. Robust Perron cluster analysis in
conformation dynamics. Linear Algebra Its Appl., 398:161–184, 2005.

[165] Frank Noé, Illia Horenko, Christof Schütte, and Jeremy C Smith. Hi-
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Klaus Gerwert, and Carsten Kötting. Mechanism of the intrinsic
arginine finger in heterotrimeric G proteins. Proc. Natl. Acad. Sci.,
113(50):E8041–E8050, 2016.

[195] Gergely N Nagy, Reynier Suard́ıaz, Anna Lopata, Olivér Ozohanics,
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