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1 Introduction 

The existence (and computability) of a normal form is a very pleasant 

property of mathematical structures. It guarantees the decidability of the 
word problem and it also overcomes the difficulty with choosing the 
simplicity criterion for simplification procedures. The existence of a normal 
form usually comes along with the existence of a convergent (Le. 

terminating and confluent) term rewriting system. Knuth & Bendix (1970) 

introduced a method to construct convergent term rewriting systems from 
given equational theories. Their approach, however, fails for 

commutativity axioms, since equations like fxy =fyx cannot be employed as 

reductions without violating the finite terminating condition. Equational 

term rewriting systems have been introduced by Lankford & Ballantyne 

(1977) and Peterson & Stiekel (1981), in order to overcome the difficulties 

with such equations. Equational term rewriting systems are composed of a 

rewriting system R and an equational system E, which contains those 

axioms that cannot be used as rules. Equational rewriting can be seen as 

rewriting on the equivalence classes of terms modulo an equational system. 

Such equational rewriting systems modulo associativity and commutativity 
exist, for instance, for abelian groups or boolean rings. It is not, however, for 
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1 Introduction

The existence (and computability) of a normal form is a very pleasant
property of mathematical structures. It guarantees the decidability of the
word problem and it also overcomes the difficulty with choosing the
simplicity criterion for simplification procedures. The existence of a normal
form usually comes along with the existence of a convergent (i.e.
terminating and confluent) term rewriting system. Knuth & Bendix (1970)
introduced a method to construct convergent term rewriting systems from
given equational  theories.  Their approach,  however, fails  for
commutativity axioms, since equations like fxy = fyx cannot be employed as
reductions without violating the finite terminating condition. Equational
term rewriting systems have been introduced by Lankford & Ballantyne
(1977) and Peterson & Stickel (1981), in order to overcome the difficulties
with such equations. Equational term rewriting systems are composed of a
rewriting system R and an equational system E, which contains those
axioms that cannot be used as rules. Equational rewriting can be seen as
rewriting on the equivalence classes of terms modulo an equational system.
Such equational rewriting systems modulo associafivity and commutativity
exist, for instance, for abelian groups or boolean rings. It is not, however, for





the theory of boolean algebra (BA). Since the 1950s it is known that boolean . 

algebra admits a normal form, which is called the set of prime implicants. 
There exists, however, no term rewriting system that rewrites a given BA

term into this normal form. The set of prime implicants can only be 

produced on an algorithmic way. It was Quine (1952) and (1959), who first 

developed such an algorithm, and others (Slagle, Chang & Lee 1970, Tison 

1969) followed. The non-existence of a convergent system for boolean 

algebra is well-known. It seems, however, that there does not exist any 

formal proof of this fact as yet. Sometimes it is argued that the minimal set 

of prime implicants is not unique for boolean algebra terms. This argument 

only provides some intuition, it lacks, however, the formal proof that 

clausal form could be the only possible normal form for boolean algebra 

terms. It is, for instance, not obvious that the boolean algebra equation 

"'(xvy) ="')CA"'y 
should be directed from left to right, which is required for the clausal form 

transformation. 

Hullot (1980) and Peterson & Stickel (1981) report attempts to find a 

convergent system for BA using the Knuth-Bendix (1970) completion proce

dure, which failed to terminate in all experiments. Why then does there 

exist an algorithm for transforming BA-terms into normal form, but not a 

term rewriting system? The deeper reason seems to be the essential role that 

resolution plays in the algorithm. A resolution rewrite rule had to look like 

(XVY)A("'XVZ) ~ (XVY)A("'XVZ)A(YVZ) 

Such a rule, however, obviously violates the condition of being noetherian. 

In the following we will give a formal proof that a convergent term 

rewiting system for boolean algebra cannot exist. 

2 Boolean Algebra and Term Rewriting Systems 

In the following we assume a term set 'T= '1(7',0/) over a signature 1" and a 

variable set 0/. For any object 0, let 0/(0) denote the set of all variables 

occurring in o. 

2.1 Definition <Equational System): 

An equational system E is a set of termpairs s=t. This system yenerates an 

equality relation =E in the following way: We define a relation =E bys =~t, iff 
there exists an occurrence u in s, an equation s'=t' or t'=s' in E, and a 

substitution cr, such that slu = s'cr and t = s[u~t'cr]. The relation =E is defined 
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the theory of boolean algebra (BA). Since the 19505 it  is known that boolean '
algebra admits a normal form, which is called the set of prime implicants.
There exists, however, no term rewriting system that rewrites a given BA-
term into this normal form. The set of prime implicants can only be
produced on an algorithmic way. It was Quine (1952) and (1959), who first
developed such an algorithm, and others (Slagle, Chang & Lee 1970, Tison
1969) followed. The non-existence of a convergent system for boolean
algebra is well-known. It seems, however, that there does not exist any
formal proof of this fact as yet. Sometimes it is argued that the minimal set
of prime implicants is not unique for boolean algebra terms. This argument
only provides some intuition, i t  lacks, however, the formal proof that

clausal form could be the only possible normal form for boolean algebra
terms. I t  is, for instance, not obvious that the boolean algebra equation

_l(xvy) = HXA-wy _

should be" directed from left to right, which is required for the clausal form
transformation. '

Hullot (1980) and Peterson & Stickel (1981) report attempts to find a
convergent system for BA using the Knuth-Bendix (1970) completion proce-
dure, which failed to terminate in all experiments. Why then does there
exist an algorithm for transforming BA-terms into normal form, but not a
term rewriting system? The deeper reason seems to be the essential role that
resolution plays in the algorithm. A resolution rewrite rule had to look like

(xvy)A(~xvz) -—> (xvy)A(-'xvz)A(yvz)
Such a rule, however, obviously violates the condition of being noetherian.
In the following we will give a formal proof: that a convergent term
rewiting system for boolean algebra cannot exist. .

2 Boolean Algebra and Term Rewriting Systems

In the following we assume a term set ‘1'= ‘I(}','V) over a signature :F and a
variable set 'V. For any object o, let 'V(o) denote the set of all variables
occurring in o.

WW
An equational system E is a set of termpairs s=t. This system generatles an
equality relation =}; in the following way: We define a relation =Ebys =Et, iff
there exists an occurrence u in s, an equation s'=t' or t'=s' in E, and a
substitution c, such that s /  u = 5'0 and t = s[u—)t'o]. The relation =]; is defined





• • 

as the transitive, reflexive closure of =~. It is clear that =E is an equivalence 

relation. The equivalence class of t modulo E will be denoted as [t]E. 

2.2 Definition (E'luational Term Rewriting System):
 

A term rewriting system R (over '1) is a set of termpairs l~r (the so called
 

rules), such that 'I/(r)l:;o/(l) (and l,re'1). A term tt R-reduces to a term tz,
 

written tt :)R tz, iff there exists an occurrence u in tt, a rule l~r in R, and a
 

substitution cr, such that tt/u = lcr and tz = tt[u~rcr].
 

A term tt E,R-reduces to t2, written tt :)E,R tz, iff there exist t't e [ttl, t'ze [tz]
 

with t't:)R t'2·
 

=>tR denotes the transitive, ~,R denotes the reflexive transitive closure of
 

=>E,R and =E,R denotes the reflexive, symmetric, and transitive closure of
 

=>E,R·
 
The pair (E,R) is called an equational term rewriting system (ETRS). It can be
 

understood also as a rewritin.g system for 
- .. 

T/ =E = {[t] I te'1}. 
-.,.
. ----

(E,R) is noetherian, iff there is no infinite sequence of E,R-reductions from 

any term. 

(E,R) is confluent, iff t :)E R tt and t =>E R tz implies the existence of a term t3.. .. ' , 
with tt =>E,R t3 and tz =>E,R t3·
 
A noetherian and confluent system is called convergent.
 

A term tt is called (E,R-Hrreducible, iff there is no term tz with tt =>E,R tz,
 

and (E,R-)reducible otherwise.
 
•

An irreducible term t is called a normal form for tt, iff tt =>E,R t.
 

If (E,R) is convergent, then each term t has a normal form tJ., and sJ. =E tJ.
 

holds for each term s with s =E,R t .
 

2.3 Definition:
 

Let 9t be a convergent ETRS over To Then the noetherian partial ordering >9t
 

on T generated by 9t is defined by s>t iff s=>; t. In the following we shall
 

usually drop the index 9t
 

2.4 Lemma:
 

Let 9t be a convergent system on Twith =9t = =E.
 

a) The ordering> generated by 9t is compatible with substitutions, that is,
 
s>t implies scr>tcr for any s,te T and any substitution cr. 

b) Let s,te T. If s =E t and t is 9t-irreducible, then s>t holds. 

Proof: Obvious. • 
In the following let AC be the equational system 
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as the transitive, reflexive closure of =}? I t  is clear that =E is  an equivalence

relation. The equivalence class of t modulo B will be denoted as [thy

2.2 Definition gEguational Term Rewriting System):

A term rewriting system R (over 1“) is a set of termpairs 1—>r (the so called
rules) ,  such that ’V(r)<;’V(l) (and l,re ‘1‘). A term t1 R-reduces  to a term tz,

written t1 =>R t2, iff there exists an occurrence u in t1, 3. rule l—>r in R, and a
substitution 6, such that t 1 /u  =10' and tz = t1[u—>ro].
A term t1 E,R-reduces to tz, written t1 =E ‚R t2, iff there exist t'1e [t1], t'ze [tz]
with t’1 =>R t'z.
=°E,R denotes the transitive, =;:,R denotes the reflexive transitive closure of
=>E‚R and =E‚R denotes the reflexive, symmetric, and transitive closure of
=>E,R-
The pair (E,R) is called an equational term rewriting system (E'I'RS). It can be
understood also as a rewriting system for 1'/=_g = {[t] | te 1}
(E,R) is noetherian, iff there is no infinite sequence of E,R-reductions from
any term.
(E,R) is confluent, iff t ”‘;‚R t1 and t=’I::,R tz irnplies the existence of a term t3
with t1 =>;‚R t3 and tz =>;‚R t3.
A noetherian and confluent system is called convergent.
A term t1 is called (E,R-)irreducible, iff there is no term tz with t1 =13,t
and (E,R-)reducib1e otherwise.
An irreducible term t is called a normal form for t1, iff t1 =;‚R t.

If (E,R) is  convergent, then each term t has a normal form t l ,  and s l=E  tl.
holds for each term 5 with s =E,R t .

2.3 Definition:

Let "R be a convergent ETRS over 1: Then the noetherian partial ordering >9:
on 1' generated by ER is defined by s>t iff 5:49} t. In the following we shall
usually drop the index 9i.

Mia—emma

Let Si be a convergent system on ‘I'with =9: = = .
a) The ordering > generated by ER is compatible with substitutions, that is,

s>t implies so>to for any s‚te Tand any substitution 0'.
b) Let s,te 1: If s =}; t and t i s  Eli-irreducible, then s>t  holds.

Proof: Obvious. I

In the following let AC be the equational system





AC = {xvy = yvx, XAy = yAX, XV(yvZ) =(Xvy)VZ, XA(YAZ) = (XAY)AZ). 
and ACD the system AC u {XV(yAZ) = (XVY)A(XVZ), XA(YVZ) = (XAY)V(XAZ)}. 

2.5 Definition (Boolean Algebra): 

A boolean algebra is an algebra (B,A,v,-') with the binary operators A,V and 

the unary operator -', which satisfies: 

a) (B,A,v) is a distributive lattice, that is for all a,be B: 
avb = bva aAb = bAa 
av(bvc) = (avb)vc aA(bAC) = (aAb)AC 
(avb)"b = b (aAb)vb = b 
aA(bvc) = (aAb)v(aAc) av(b"c) = (avb)A(avc) 

b) (aA-,a)vb =b (av-,a)Ab = b 

The axioms of boolean algebra imply the following well·known 

properties of the operators V,A, and -,: 

2.6 Lemma: 

Let (B,A,v,-') be a boolean algebra. Then there are O,le B, such that for all 

a,beB: 

av-,a = 1 aA-,a = 0 

Ova=a lAa =a 

lva=l OAa = 0 

ava=a aAa=a 
...,(avb) ="'a,,-,b ""(aAb) = -,av..,b 

• 
2.7 Lemma 

Let (B,A,v,-') be a boolean algebra, and let Xl,... ,xne B with Xl"...AXn = 1. Then 

Xi=l holds for all ie {l,...,n}. 

Proof: Let XI"... AXn = 1. Then Xi = (XIA","Xn)VXi = lVXi = 1 holds for each 
ie {I,...,n}. _ 

In the following we shall consider exclusively the term set T='I(FB,tV), 

where FB is the signature (A,V,"') of boolean algebra. 

For ease of notation, we shall use the following convention: For any te 'T, 

we define the dual term c, which is obtained from t by simultaneously 

replacing each occurrence of v by A and vice versa, and each occurrence of 0 

by 1, and vice versa. 

In the following equality will tacitly be understood to be equality modulo 

AC. Equality modulo BA will be denoted by:, and terms which are equal 
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AC = {xvy = yvx, XAy = yAx‚ xv(yvz) = (xvy)vz, XA(y/\Z) = (XAy)Az}.
and ACD the system AC u {xv(yAz) = (XVY)A(XVZ)‚ xA(yvz) = (XAy)V(XAZ)}.

2.5 Definiti n Boolean Al ebra :

A boolean algebra is an algebra (B,A,v,~) with the binary operators A‚V and
the unary operator «, which satisfies: '
a) (B,/\,V) is a distributive lattice, that is for all a,be B:

avb = bva ab = bAa
av(bvc) = (avb)vc aA(b/\C) = (aAb)/\C

(avb)Ab = b (aAb)vb = b
aAvc) = (aAb)v(aAc) av(bAc) = (avb)A(avc)

b) (aA-ia)vb = b (av-Ia)Ab = b

The axioms of boolean algebra imply the following well-known
properties of the operators V,A, and -::

2.1%
Let (B,A,V,"') be  a boolean algebra. Then there are 0,16 B, such that for all

a,be B:

aVHa = l a/wa = 0
Ova = a lAa = a

Iva  = 1 OAa = 0

ava = a ma = a
-v(avb) = «aM-b -(aAb) = -av-vb
noa  = a l

2.7 Lemma

Let (B,A,V,‘I) be a boolean algebra, and let x1,...,xne B with X1A.. .Axn = 1. Then
xi=1 holds for all ie {1‚.. .,n}.

Proof: Let X1A...Axn = 1. Then xi = (X1A...Axn)VXi = 1vxi = 1 holds for each
ie [1,. ..,n}. I

In the following we shall consider exclusively the term set  ‘1‘=‘1(FB,’V),
where FB is the signature (A,V‚"') of boolean algebra.

For ease of notation, we shall use the following convention: For any te (1;

we define the dual term T, which is obtained from t by simultaneously
replacing each occurrence of v by A and vice versa, and each occurrence of 0
by 1, and vice versa.

In the following equality will tacitly be understood to be equality modulo
AC. Equality modulo BA will be denoted by 5, and terms which are equal





under BA, will also be called equivalent. We will use the customary notion 

of literals, clauses and a conjunctive normal form (CNF). A term t is called a 

literal, iff it is either of the form a, or of the form ..,a, with a being a constant 

or a variable. The term t is a clause, if t = SIv ... VSI\l with pairwise distinct 

literals Si. A term t is called a CNF-term, if t = slA ... ASn, where the Si are 

pairwise distinct clauses. A term with topsymbol v is also called a 

disjunction, a term with topsymbol A a conjunction, and a term with 

topsymbol .., a negation. 

2.8 Lemma:
 

There is no convergent system (ACD,R) such that =ACD,R coincides with:.
 

Proof: Let 9t=(ACD,R) be a convergent system with =9t = :, and let> be the 

partial order generated by 9t. First we remark that from XAX::X, and XV(XAy) == 

x follows XAX> x, and XV(XAy) > x for any x,ye 0/, since the term x is 

irreducible. 

Consider the term t = XV(YAZ). We have 

t =ACD (XVY)A(XVZ) =ACD (XAX)V(XAZ)V(YAX)V(YAZ) > xv(YI\Z) = t, 
which is a contradiction. _ 

2.9 Theorem:
 

There exists no convergent ETRS (AC,R) such that =AC,R coincides with:.
 

Note that we deal exclusively with term rewriting systems over the fixed 

signature FB. There exists, for instance, a convergent system over the 

extended signature (A,v,..,,+,·,O,I), see Hsiang (985). 

In order to prove the theorem above, we first provide some lemmata. For 

the remainder of the paper, we shall assume that there exists a convergent 

system 9t = (AC,R) for BA. Let> be the noetherian ordering associated with 

9t. 

2.10 Lemma: 

The following relations hold: 

(xvy)Ay>Y 
..,xvx> 1 

xvx>x 

xvO>x
 

xvI> 1
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under BA, will also be called equivalent. We will use the customary notion
of literals, clauses and a conjunctive normal form (CNF). A term t is called a
literal, iff it is either of the form a, or of the for'm wa, with a being a constant
or a variable. The term t is a clause, if t=  51v...vsn, with pairwise distinct
literals si.  A term t is  called a CNF-term,  i f  t=51A. . .ASn,  where the s i  are

pairwise distinct clauses. A term with topsymbol v is also called a
disjunction, a term with topsymbol A a conjunction, and a term with
topsymbol -« a negation.

2.8 Lemma:

There is no convergent system (ACD,R) such that = ACD‚R coincides with 5.

Proof: Let 9i=(ACD‚R) be a convergent system with =9: = E, and let > be the
partial order generated by SK. First we remark that from XAX a, and xv(xzxy) E
x follows XAX > x, and xv (xAy) > x for any x,ye ‘V, since the term x is
irreducible.
Consider the term t = xv(yAz). We have

t =ACD (xvy)A(xvz) =ACD (XAx)v(XAz)v(yAx)v(yAz) > xv(yAz) = t,
which is a contradiction. .

war;
There exists no convergent ETRS (AC,R) such that =AC,R coincides with E.

Note that we deal exclusively with term rewriting systems over the fixed
signature F3.  There exists, for instance, a' convergent system over the

extended signature (A,v,w,+,*,0,1), see Hsiang .(1985).

In order to prove the theorem above, we first provide some lemmata. For
the remainder of the paper, we shall assume that there exists a convergent
system SK = (AC,R) for BA. Let > be the noetherian ordering associated with
ER.

LM
The following relations hold:

(m)/«y > y
-=xvx > 1
xvx > x
v > x
xvi > 1
“"-x > x

(xvy)A(-'xvy) > y





Proof: For each line, the two terms are equivalent according to definition 

2.5 and lemma 2.6. Furthermore, each right hand side is obviously 

irreducible, hence the assertion follows from lemma 2.4.b. • 

The proof of our main theorem proceeds essentially by considering a 
particular term t, and proving that all terms t'::t are reducible. The 

following lemmata will provide two important techniques to prove a term t 

reducible, which are used heavily in the sequel. The first states that the 

normal form of a symmetric term must be symmetric. 

If t is a term containing the (distinct) symbols p,q, and t(p,q) = t(q,p), then 

the term t is called symmetric in (p,q). t is called semi-symmetric in (p,q), iff 

t(p,q) :: t(q,p). 

2.11 Lemma (Symmetry Lemma): 

Let x,ye 0/ with x*y, and let t=t(x,y) be irreducible. If t is semi-:symmetric in 

(x,y), then t is even symmetric in (x,y). 

Proof: Assume t(x,y):;t:t(y,x). Then we have t(x,y»t(y,x), since the latter is 

irreducible. But then, according to 2.4.a also t(x,y)cr>t(y,x)cr for cr=[X-.07y; y-.07x}, 

which implies t(y,x»t(x,y), a contradiction. • 

The symmetry lemma can also be stated as follows: If the term t is 

symmetric in (x,y), then t..l. is also symmetric in (x,y). 

The next "subterm lemma" shows that a term t is reducible, if a subterm 

of t can be replaced by a shorter term, without changing the original term's 

value. 

2.12 Lemma (Subterm Lemma): 

Let t = 511\ .. .I\SIll with ~1, and let cr={X-.07to} be a substitution with xe 1t(t) and 

Xli!: 1t(to). If 51cr 1= 51, and 51crl\s21\...I\sn:: t, then t is reducible. 

Proof: Assume that t is irreducible. Let 51' = (Slcr).l, and let t' = SI'I\S21\... I\Sn. 
Then, since SIcr ~ 51, and t' :: t, we have f>t. In particular, we have 

t'cr> tcr, 

which implies 

sl'crl\s2crl\...l\5ncr > slcrI\52crl\.. ·I\SnO, 
and, since 510> 51'= 51'0, we have 

sl'crI\S20'1\· ..1\5n0 > SI '01\52(11\• ••1\Sn0, 
which is a contradiction. • 

It should be noted that the assertion of the subterm lemma also holds for 

a disjunction t = SlV...VSn. 
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Proof: _For each line, the two terms are equivalent according to definition
2.5 and lemma 2.6. Furthermore, each right hand side is obviously
irreducible, hence the assertion follows from lemma 2.4.b. I

The proof of our main theorem proceeds essentially by considering a
particular term t, and proving that all terms t"='t are reducible. The
following lemmata will provide two important techniques to prove a term t
reducible, which are used heavily in the sequel. The first states that the
normal form of a symmetric term must be symmetric.

If t is a term containing the (distinct) symbols p,q, and t(p,q) = t(q,p), then
the term t is called symmetric in (p,q). t is called semi-symmetric in (p,q), iff
t(p,q) E t(q‚p).

2.11 Lemma 5 me Lemma:

Let >;‚ye ‘Vwith x¢y, and let t=t(x,y) be irreducible. If t is semi-Asymmetric in
(x,y), then t is even symmetric in (x,y).

Proof: Assume t(x,y)¢t(y,x). Then we have t(x,y)>t(y,x), since the latter is
irreducible. But then, according to 2.4.a also t(x,y)0'>t(y,x)o for o=[x—)y; y—->x},
which implies t(y,x)>t(x,y), a contradiction. I

The symmetry lemma can also be stated as follows: If the term t is
symmetric in (x,y), then tl. is also symmetric in (x,y).

The next ”subterm lemma” shows that a term t is reducible, if a subterm

of t can be replaced by a shorter term, without changing the original term’s
value.

2.12 Lemma SSubterm Lemma):

Let t = S]A...Asn, with nal, and let o={x—>to} be a substitution with xe ’V(t) and
xe ‘l/(to). If 510' é sl,  and s1oAszA.. .ASn a t, then 1: is reducible.

Proof. Assume that t is irreducible. Let 51' = (51091,, and let t’ = Sl'ASZA.../\Sn.
Then, since s lo  $. 51, and t' 5 t, we have t'>t. In particular, we have

t 'o > to,
which implies

sl'oAszoA. . .ASnO' > S10'ASZO'A. . .ASn0'‚
and, since 510 > s1'= s1'o, we have

s1'oAszoA. . .ASnO' > s1'oA320A. . .ASnO'‚
which is a contradiction. I

It should be noted that the assertion of the subterm lemma also holds for
a disjunction t = SIV- - -VSn-





2.13 Example: 

Let t = (xvy) A"'X. We show that t is reducible. Let 0'= {x.-+O}. First it is easy to 

see that t == yA"'x, and y = ya :i (xvy). If t were irreducible, then we had 

y A"'X > (xvy) A"'X 

hence 

y A"'O =(y A..,x)a > «xvy) A"'X)O' = (Ovy) A"'O > y A"'O 

which is a contradiction. 

2.14 Lemma:
 

Let t be a term with 'J;{t) = {Xl, ...,Xn}. Then there is a unique CNF-term t =
 
CIA...ACm, where each Ci is a clause containing all xj's, and t == t. The term t
 
is called the standardized CNF of t. Each Ci is called a standard clause of t.
 

The notion of a standardized DNF is defined analogously.
 

Proof: See, for instance, Rudeanu (1974). • 
2.15 Example: 

Let t = ("'xvy)A(..,xv..,z). Then t =("'XVyVZ)A(",xVYV"'Z)A(",xv"'yv..,z) is the 

standardized CNF of t. 

2.16 Lemma: 

If t = tlA...Atn, then for each ie {I,...,n}, there are standard clauses Cil,. ..,Cikj' 

with 

ti == CilA...ACikj. 
Moreover, 

n ni - {- - }
Ui=l Uj=l Cij = Cl,···, cn . • 

2.17 Lemma:
 

Let t = xvy. Then either t.L =t, or t.L ="'(-'XA"'y).
 

Proof. Obvious. • 
2.18 Lemma:
 

Let t =(xvy) A(yvz) A (ZVx). Then tJ.e {tl,...,ts}, where
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2.13 Example:

Let t = (xvy) A“'X. We show that t is reducible. Let o= {x-—)0}. First it  is easy to
see that t s yA-vx, and y = yo 31(xvy). If t were irreducible, then we had

y A—x > (xvy) A‘X
hence

y A-tO = (y A-lx)0' > ((xvy) A“X)O' = (Ovy) Afio > y A—O
which is a contradiction.

2 .14  Lemma:

Let t be a term with tI/(t) = {x1,...,xn}. Then there is a unique CNF-term t =
"cl/\...A Em, where each Ei is a clause containing all Xj'S, and t’ a t. The term ?
is called the standardized CNF of t. Each Ei is called a standard clause of t.
The notion of a standardized DNF is defined analogously.

Proof: See, for instance, Rudeanu (1974). I

2.15 Example:

Let t = (-xvy)1\(-'xv-1z). Then 'E = (wxvyvz)A(fixvyv-z)/s(-v-v~z) is the
standardized CNF of t.

2.16 Lemma:

If t = tum/xt“, then for each ie {1,...,n}, there are standard clauses Eur-”Em,

with
ti “=" Ei1A...AEiki.

Moreover,
n- .. .. ..

Uli-;] Uj=ll Cij = {Chu—r  C n } °  .

2 .17  Lemma:

Let t = xvy. Then either tl = t, or tl. = ~(-xz\-y).

Proof: Obvious. .

2.18 Lemma:

Let t = (xvy) A (yvz) A (zvx). Then tie (t1,...,t3], where





tl =(XI\y) v (YI\Z) v (ZAX),
 

t2 = ..,("'yv"'Z) v ..,(..,xv..,z) v ..,("'yv"'x),
 
t3 = (xvy) /\ (yvZ) /\ (zvx),
 
Lt = "'("'y/\..,z) /\ "'("'XI\..,z) /\ '"'I("'y/\'"'IX)
 
ts = "'["'(yvZ) v "'(xvz) v "'(yvx)],
 
t6 = "'[("'y/\"'Z) v ("'XI\"'Z) v ("'y/\",x)],
 
t7 = "'[("'yv"'Z) /\ (..,xv..,z) /\ ("'yv"'x)],
 
ts =""["'(YI\Z) /\ "'(XI\Z) /\ "'(YI\X)]·
 

Proof: 
a) Let tJ. = SI v ... v Sn, and let t be the Standaz:dized DNF of t. Then 

t =dlVd2Vd3Vc4, with 

d1 = Xl\YI\Z, d2 = "'XI\YI\Z, d3 = XI\",YI\Z, c4 = Xl\y/\"'z. 

According to 2.16, each Si is equivalent to a disjunction of dj's. Moreover, tJ. 

must be symmetric in (x,y), in (y,z), and in (x,z), and thus there are only the 

following cases: Either ti = SIvS2, with SI == dl, and S2 == d2Vd3Vd4, or ti = 

SIVS2vS3 , with the following possibilities: 

SI == dlVd2, 52 == dlvd), S3 == dlVc4, 
SI == d1Vd2Vd3, S2 == d1vd3vc4, s3 == d1Vd2Vc4. 

Let tJ. = SlV S2 with SI == d1, and S2 == d2Vd3Vc4, and let O'={z-+l}. Then SlO' i SI. 

We show that SlO'v s2 == Slv S2: We have 

SlO'V S2 == (XI\YI\Z) v (XI\Y/\",z) v d2 v d3 == 

(XI\Y) v d2 v d3 == (XI\Y) v (x/\y/\"'z) v d2 v d3 == SlV S2 

Hence the subterm lemma implies that SIv S2 is reducible. 

Let tJ. = SIVS2vS3. If SI == d1Vd2 == y/\z, S2 == dlVd3 == x/\z, S3 == d1Vc4 == y/\x, then 

we have either SI = YI\Z, S2 = XI\Z, 53 = Xl\Y, and ti= t1, or SI = "'("'YV"'Z), 52 = 

..,(",xv",z), S3 = '"'I("'yv",x), and tJ. = t2. 

If SI == d1Vd2Vd3 == (xvy)/\z, S2 == d1Vd3Vc4 == x/\(yvz), 53 == d1 Vd2Vc4 == y/\(xvz), 

then let t={x-+O}. It is easy to see that 

Sltv S2VS3 == SlV S2VS3, 

and SIt i SI. Hence the subterm lemma implies that SlV S2 v 53 is reducible. 

b) Let tJ. = Sl/\ ... /\Sn. Analogously to a) it can be shown that tJ.e {t3,t4} in this 

case. 

c) Let tJ. = ..,t', with t' = SI v ... v Sn. Then tJ. == "'S1/\ ... /\ "'Sn. Let t be the 

standardized CNF of t. Then t = C1/\C2/\C3/\C4, with 

Cl = xvyvz, Z2 = ..,xvyvz, Z3 = xv..,yvz, Z4 = xvyv"'z. 

Then each ""Si is equivalent to a conjunction of cj's, and analogously to part 

a) it can be shown that either ti is reducible according to the subterm 

lemma, or tJ.e {ts,t6}. The case where t' = 51/\... /\ Sn is treated analogously. _ 
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t1 = (XAy) v (yAz) v (ZAX).
tz = ~(nyv-Iz) v -(--xv-z) v n(-'yv-vx),

t3 = (xvy) A (yvz) A (zvx),
t4 = -'(-IyA-vz) A ‘I('|XA'IZ) A "(HY/\fix)
t5 = ~[-(yvz) v "(»/z) v -‘(yvx)l,
ts = “[(nyA-IZ) v (“XA-«?) v (WA-m].
t7 = "[(nyv-vz) A (“XV—z) A ("w-m)],
ts = "HyAZ) A n(XAz) A n(yAx)].

Proof:
a) Let  ti = 51v v s“ ,  and let 'E be  the standardized DNF of t .  Then
'5 = d1vd2vd3vd4‚ with

d1 = XAyAz, d2 = *XAYAZ, de, = XA-vyAz‚ d4 = xAy/wz.
According to 2.16, each si is  equivalent to a disjunction of dj’s. Moreover, ti

must be symmetric in (x,y), in (y,z), and in (x,z), and thus there are only the
following cases: Either ti = s1vsz, with 51 5 d1, and sz  5 d2vd3vd4,  or ti =
s1vszvs3 , with the following possibilities:

s1 E d1Vd2‚ sz 5 dlvda, 53 E d1vd4,

$1 5 d1vd2vd3, 52 E d1vd3vd4, 53 s dlvdzvd4.
Let ti = sw 52 with s1 5 d1, and 52 s d2vd3vd4, and let 6={z—>1}. Then 510' ‚+. s1.
We show that 516v sz 5 51v 32: We have

s1cv sz 5 (XAyAz) v (XAYAfiZ) v d2 v d3 a
(my) v d2 v d3 5 (my) v (xAyA-nz) v d2 v d3 3 51v 52

Hence the subterm lemma implies that 51v 52 is reducible.
Let ti = 51v52v53. If 51 .=. d1vd2 5 ya, 52 5 d1vd3 5 M2, 53 :—: d1vd4 E yAx, then
we have either 51 = yAz, 52 =XAz, S3 = xAy, and t i= t1, or 51 = -(--yVnz), 52 =

-(axv~z), 53 = -r(-:yv~x), and ti = tz. '
If s1 5 chvdzvd3 & (xvy)Az, 52 a d1vd3vd4 :- XA(yvz), 53 5 d1vd2vd4 a yA(xvz),
then let 1:={x——>0}. It is easy to see that

51w szv 53 _=. 51v 52v 53 ,
and srt ; 51. Hence the subterrn lemma implies that av  52 v 53 is reducible.
b)  Let ti = S]A...ASn. Analogously to a) i t  can be shown that t ie {t3,t4} in this
case.
c) Let ti = -1t', with t '  = 51v.. .  v sn .  Then ti 5 "51A.. .A"Sn.  Let t' be the
standardized CNF of t. Then 't' = C1AC2AC3AC4, with

c1 = xvyvz, 22 = wxvyvz, 23 = xv~yvz, Z4 = xvyv-vz.
Then each «si is equivalent to a conjunction of q's, and analogously to part
a) it can be shown that either ti is reducible according to the subterm
lemma, or tie {t5,t6}. The case where t' = S1A...A sn is treated analogously. l





2.19 Lemma: 

If the terms XV(yAZ) and XA(YVZ) are both irreducible, then ~ is not 

convergent. 

Proof: The assumption of the lemma implies (XVY)A(XVZ) > XV(YAZ), 

(XAY)V(XAY) > XA(YVZ), and, in particular, since both yAZ and yvz are 

irreducible, "'("'YA"'Z) > yvz, and "'("'yv"'z) > yAZ. This proves all terms tl, ...,ts 

of the previous lemma to be reducible, hence ~ cannot be confluent. _ 

Hence it will be assumed in the following that one of the terms XV(yAZ) 

and XA(YVZ) is reducible. It is sufficient to assume the term XV(yAZ) to be 

reducible, the alternative case admitting an analogical proof. In particular, 

this assumption implies that each disjunct Si of an irreducible term t = 

Slv...VSn is either a negation or an atom. 

2.20 Lemma:
 

Either the term xvy or the term XA y is reducible.
 

Proof: We consider the term t = ("'XVY)A(""YVX)A(XVZ). Since t is semi

sYmmetric in (x,y), but not symmetric, t must be reducible. 

a) Let tJ. =SlA...AS~ where the Si are not conjunctions. 

If n~3, let a be an arbitrary constant and let 0' = {x~a, y~a, z~...,a}. We'have t 

> tJ., and in particular to' > tJ.O', where to'= (-.ava)A(..,ava)A(av...,a), and tJ.O' 

= SI 0' A... ASnO'. From to' == 1 follows tJ.. cr == I, and hence SiO' == I, for each 
ie {I,... ,n}. Hence siO'> I, and, since SiO' is composed solely of the literals a 

and ..,a, the last step of this derivation must be of the form av..,a :::) 1. Thus 

we have the reduction ("'ava)A("'ava)A(av-.a) :::);(..,ava)A...A(av..,a), where 

the second term has ~3 conjuncts, which obviously contradicts the finite 

termination property of ~. 

Now let n=2, that is tJ. = SIAS2. Let t be the standardized CNF of t. Then 

t = CIA...ACS, with 

Cl = ..,xvyvz, C2 = Xv"'yvz, C3 = "'XVYV"'Z, C4 = XV-'yv"'Z, C5 = xvyvz. 

We distinguish two cases: 

Case 1: SI is sYmmetric in (x,y). Then 52 is also SYmmetric in (x,y), since tJ. 

is. From lemma 2.16 follows that SI and 52 are equivalent to conjunctions of 

the Ci. Taking into account the sYmmetry property, there remain the 

following possibilities: 

SI == CIAC2, S2 == C3AC4AC5, 

SI == C3AC4, or 51 == C3AC4AC5, and S2 == CJAC2AC5, 

SI == CIAC2AC3AC4, S2 == C5, S2 == CIAC2AC5, or 52 == C3AC4ACS· 
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2.19 Lemma:

If the terms xv (yAz)  and XA(yvz)  are both irreducible, then ‘X is not

convergent.

Proof: The assumption of the lemma implies (xvy)A(xvz) > xv(yAz)‚
(x;xy)v(xzxy) > xA(yvz)‚ and, in particular, since both yAz and yvz are
irreducible, "'(‘IYA‘IZ) > yvz, and «(fiyv-Iz) > yAz. This proves all terms t1,...,t8
of the previous lemma to be reducible, hence ‘R cannot be confluent. I

Hence it will be assumed in the following that one of the terms xv(yAz)
and xA(yvz) is reducible. It is sufficient to assume the term xv(yAz) to be
reducible, the alternative case admitting an analogical proof. In particular,
this assumption implies that each disjunct si of an irreducible term t =
51v. . . v sn  is either a negation or an atom.

2.20 Lemma:

Either the term xvy or the term xzxy is reducible.

Proof: We consider the term t = (“XVY)A("YVX)A(XVZ). Since t is semi-
symmetric in (x,y), but not symmetric, t must be reducible.

a) Let ti = S]A...Asm where the 5; are not conjunctions.

If n23, let a be an arbitrary constant and let a = {x—>a‚ y—)a, z—-)--a}. We\have t
> t i ,  and in particular to > ti o ,  where to:  (-ava)A(-wava)A(av-ua), and tits

=510’A...ASnO'. From kca l  follows tlcal, and hence s i sa l ,  for each
i e  [1,...,n}. Hence sic > 1, and, since sic is composed solely of the literals a
and --a, the last step of this derivation must be of the form av-sa => 1. Thus
we have the reduction (wava)A(-vava)A(av-a) =; (fiava)A...A(av-a), where
the second term has n23 conjuncts, which obviously contradicts the finite

termination property of SR.
Now let n=2, that is ti  = SlASZ. Let 't' be the standardized CNF of t. Then
F = C1A...AC5‚ with

c1 = -xvyvz, cz = xv—uyvz‚ C3 = -xvyv-z‚ C4 = xv-uyv—z‚ cs = xvyvz.
We distinguish two cases:

Case 1: 51 is symmetric in (x,y). Then 52 is also symmetric in (x,y), since ti
is. From lemma 2.16 follows that 51 and 52 are equivalent to conjunctions of
the ci. Taking into account the symmetry property, there remain the
following possibilities:

51  E CIACZI $2 5 C3AC4AC5r

s1 5 C3AC4, or 51 5 C3AC4AC5, and 32 s C1AC2AC5,
51 ;. C1AC2AC3AC4, sz 5 cs, 52 5 C1AC2AC5, or sz 2 ccMcs.





In the first line, let <1={z~O}. We have 51<11\52:: t, and 51 ~ 51<1. From the
 
5ubterm lemma follows that 511\52 is reducible.
 
In the second line, let 't={z~l}. We have SI't1\52 == t, and SI ~ slcr. From the
 
subterm lemma follows that 511\52 is reducible.
 
In the third line, let <P={x~y}. We obtain in all three cases 511\S2<P :: t, and 52
 
~ S2<t>, and from the 5ubterm lemma follows that 511\52 is reducible.
 

Case 2: 51 is not symmetric in (x,y). Then 51 = 52{X~y; y~x}, and for each Ci 

occurring in 51, Ci{x~y; y~x} must occur in 52. Hence both 51 and 52 must 
consist of at least 3 q's, and both contain cs. We have the following 

possibili ties: 

51 == CI/\c3/\cS, 52 == C21\C4/\cS,
 

51 == CI/\C4/\cS, 52 == C2/\C3/\c5,
 

51 == ClI\C2I\C3/\CS, 52:: ClI\C21\C4I\CS,
 

51 == C2I\C3/\C4/\CS, 52:: ClI\C3/\C4I\CS·
 
In the first, third, and fourth line, let <1={z~l}. Iri either case, we have 51<11\52
 

== t, and 51 :1= 51 cr, hence 511\52 must be reducible according to the subterm
 
lemma.
 
In the second line, we have 51 == (yvz)l\(xv...,yv""z), and 52 == (XVz)/\(...,xvyv...,z).
 

Let t={Z~""X}. Since S1tl\S2 == t, and SI i sIt, 51/\52 must be reducible according
 
to the subterm lemma.
 

b) Let tJ. = 51v...VSn,. Let t be the standardized DNF of t. Then t = ClVC2VC3, 
with 

dl = ""XA""yAZ, d2 = Xl\yAZ, d3 = Xl\YI\""z. 

Obviously, ~, since otherwise one 5i, say SIll would be redundant, that is tJ. 

== SIV...VSn-l, which obviously contradicts the irreducibility of tJ.. If n=3, then 
tL = SIVS2VS3, with Si == di. But then s2vs3 == XAy == ",,(-,xv-'y), hence S2vs3 is 
reducible. 

Thus we have tJ. = SIvS2, where both SI and 52 are negations, with the 
following possibilities: 

51:: dl, 51 == dlvdg, or 51 == dlVdZ, and S2 == d2vdg,
 

SI:: d3, or 51 == d1Vd3, and 52 == dlVdZ,
 

51 == dz, 52:: d1Vd3,
 
Iri the first line, 52 == d2vdg == XAY== -,(-'xv-'y) holds. One of the last two terms
 
is irreducible, hence S2 = Xl\Y, or 52 = -,(-,xv-'y). But 52 is a negation, hence tJ.
 
= 51V-'(-'XV-'y), from which follows that -,(...,xv-ry) is irreducible and thus Xl\Y
 
is reducible.
 

In both the second and the third line, let cr={z~I}. Then 51cr v 52 == t, and
 

from the subterm lemma follows that 511\52 is reducible.
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In the first line, let o=[z-—>0}. We have sloAs2 5 t, and s1 $ 516. From the
subterm lemma follows that SIASZ is reducible.
In the second line, let 1:={z—->1}. We have srcAsz -:= t, and 51 é 510'. From the
subterm lemma follows that SlASZ is reducible.
In the third line, let <p={x—>y}. We obtain in all three cases s1Asc a t, and 52
é sw, and from the subterm lemma follows that s1Asz is reducible.

Case 2: s1 is not symmetric in (x,y). Then S1 = sz{x->y; y-)x}, and for each ci
occurring in 51, ci{x->y; y—>x} must occur in 52. Hence both s l  and s2 must
consist of at least 3 ci's, and both contain C5. We have the following
possibilities:

51  E ewes/«:5, S2 5 czAC4Acs,

s1 5 C1AC4AC5, 52 5 C2AC3AC5,
S1 ?. C1AC2AC3AC5‚ 82 E C1AC2AC4AC5,
51 5 CZAC3AC4AC5, 32 '=' CIAC3AC4AC5—

In the‘fir’st, third, and fourth line, let o=[z'—->1}. Iii either case, we have scsz
5 t, and s1 54 510', hence 51A52 must be reducible according to the subterm
lemma.

In the second line, we have 51 s- (YVZ)A(XV“YV"Z)‚ and 52 a (XVZ)A("XVYV“Z).
Let 1:={z—-)-x}. Since sltAsz s t, and 51 $ 511:, smsz must be reducible according
to the subterm lemma.

b) Let tl. = s1v...vsn‚. Let?! be the standardized DNF of t. Then “E = c1v_czvc:5‚
with

d1 = ‘!XA")'AZ‚ d2 = XAYAZ, d3 = XAyA-vz.
Obviously, 1153, since otherwise one si, say Sn, would be redundant, that is ti.
5 51v...vsn.1, which obviously contradicts the irreducibility of ti .  If n=3, then
tl = slvszv33, with si 5 di. But then szv53 E xAy ; «(-uwy), hence s2v53 is
reducible.
Thus we have tl  = SW52 ,  where both 51 and 52 are negations, with the
following possibilities:

S1 5? (11, s1 5 d1vd3, or 81 E d1vd2, and 52 E dzvd3,
51 5 d3, or S1 5 d1vd3, and 52  E dlvdz,
s1 5 dz, 52 E d1vd3,

In the first line, 52 E dzvda 5 xxxy E -v(-wxv-y) holds. One of the last two terms
is irreducible, hence 52 = my, or 52 = w(-xv-ny). But 52 is a negation, hence ti
= slv-1(-!XV'|y), from which follows that -:(-xv-vy) is irreducible and thus XAy
is reducible. _
In both the second and the third line, let c={z—->'1}. Then 510' v 52 :'-= t, and
from the subterm lemma follows that syxsz is reducible.
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c) Let tJ. = -'5. Then either tJ. = -'(51 v ... vSn), which can be treated 

analogously to a), or tJ. = -'(S1A ... ASn). In this case we obtain, similarly to b), 

tJ. = -'(51' A 52'), with 51' == dl', or 51' == dl'A d2', or 51' == dl'A d3' and 52' == d2'" 

d3', where 
dl' = xvyv....z, d2' = ....xv....yv..,z, d3' = -,xv-'yvz. 

First of all, tJ. = ....(51' /\ 52') implies that -.(XAy) is irreducible, hence -'xv-'y 

is reducible. We have 52' == d2'A d3' == -.xv....y, and since 52' is irreducible, 52' = 

-.(XAy). Now tJ. = "'(51' " ....(XAy» implies that -.(x"....y) is irreducible, hence 

-.xvy is reducible. Assume that 51' is a disjunction, say 51' = UIV ...VUm. Then 

each Uj must be an atom, since both XV(YAZ) and x;v....y are reducible. But it is 

easy to see that there is no disjunction of the atoms x, y, and Z can be 

equivalent to one of the terms dl', dl'/\ d2', or dl'" d3'. Hence 51' must be of 

the form 51' = -.u, which implies that tJ. = -.(....u /\ -'(XAy» is irreducible. 

Hence also ....(-'X A -.y) is irreducible, which implies that xvy is reducible. _ 

2.21 Lemma: 

Either the terms xvy and ....(XAy)A-.(X"Z) are both reducible, or the terms XAy 

and -.(xvy)v....(xvz) are both reducible. 

Proof:According to the previous lemma, either xvy or XAy is reducible. 

Case 1: xvy is reducible. Consider the term t = (-.XVy)A(....yvX)A(-.XV-.Z). Since t 

is semi-symmetric in (x,y), but not symmetric, t must be reducible. Since xvy 

is reducible, tJ. cannot be a disjunction. Hence we have either tJ. = S1A..."Sn or 

tJ. =-.s. The first case is treated analogously to case a) of the previous lemma. 

In the case, where t.l. =-'5, we have t.l. = -'(51' A 52'), with 51' == dl', or 51' == dl'" 

di, or 51' == dl'" d3' and S2' == d2'A d3', where 

dl' = -.xv-.yvz, d2' = xvyvz, d3' = xvyv-.z. 

Analogouly to case c) of the previous lemma, we obtain 52' = -'(-'XA-'y), 

hence from t.l. = ""(51''' 52') follows that the term to:=-'(x /\ -'(-'XA""y» is 

irreducible, which in turn implies that tl:=-'(X"y)/\""(x"z), which is equiva

lent to to, is reducible. 

Case 2: XAy is reducible. Consider the termt = (xvyvz) /\ (-.xv-.y). Since XAy is 

reducible, t is also reducible, and, moreover, tJ. cannot be a conjunction. 

Hence we have either tJ. = 51v ... VSn or tJ. =-'5. The first case is treated 

analogously to case a) of the previous lemma. In the case, where tJ. =...,s, we 

have tJ. = -'(SI' v S2'), with 51' == dl', or 51' == dl'V d2', or 51' == dl'V dJ' and si == 

d2'V d3', where 

dl' = -.XA....yA-.Z, d2"= XAyAZ, d3' = XAY/\-'Z. 
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c) Let ti = =s. Then either ti = =( s lv  vsn ) ,  which can be treated
analogously to a), or ti = "(SlA Asn). In this case we obtain, similarly to b),
ti = --(sl' A 52'), with 51' 5 d1', or 51' 5 d1'A d2’‚ or 51' 5 d1'A d3' and 52' 5 (if/\
d3',  where

d1‘ = xvyv-nz, dz‘ = fixv-iyv-nz, d3' = -vxv-vz.

First of all, ti = =(sl‘ A 52') implies that -(xAy) is irreducible, hence -xv-y
is reducible. We have 52' 5 dz'A d3' 5 “xv-«y, and since 52' is irreducible, s2' =
—v(XAy). Now ti = -(sl '  A 'I(XAY)) implies that -(XA-y) is irreducible, hence
«xvy is reducible. Assume that 51' is a disjunction, say 51' = u1v. . .vum. Then
each “i must be an atom, since both xv(yAz) and xv-uy are reducible. But it is
easy to see that there is no disjunction of the atoms x, y, and 2 can be
equivalent to one of the terms d1', d1'A d2', or d1'A d3'. Hence 31' must be of
the form 51’ = «u, which implies that ti = -(—-u A -(XAy)) is irreducible.
Hence also -(—-x A fly) is irreducible, which implies that xvy is reducible. I

2.21 Lemma:

Either the terms xvy and w(XAy)A-(XAz) are both reducible, or the terms XAy
and =(xvy)v-v(xvz) are both reducible.

ProofiAccording to the previous lemma, either xvy or my is reducible.
Case 1: xvy is reducible. Consider the term t = ("XVY)A("YVX)A("IXV"Z). Since t
is semi-symmetric in (x,y), but not symmetric, t must be reducible. Since xvy
is reducible, ti cannot be a disjunction. Hence we have either ti = s1A. ..ASn or
ti ==s. The first case is treated analogously to case a) of the previous lemma.
In the case, where ti =-us, we have ti  = «(51' A 52'), with 51' 5 d1', or 51' 5 d1'A
dz', or 51' 5 d1'A d3' and 32' 5 dz'A d3', where

d1' = wwyvz, dz' = xvyvz, d3' = xvyv-wz.
Analogouly to case c) of the previous lemma, we obtain 52' = -(-IXA~y),
hence from ti = =(s1' A 52') follows that the term to:=-'(x A =(-x1\=y)) is
irreducible, which in turn implies that t1:='1(XAy)A'1(X/\Z), which is equiva-
lent to to, is reducible.
Case 2: my is reducible. Consider the termt = (xvyvz) A (-v-y). Since my is
reducible, t is also reducible, and, moreover, ti cannot be a conjunction.
Hence we have either ti = s1v.. .vsn or ti =-Is. The first case is treated
analogously to case a) of the previous lemma. In the case, where ti =-s, we
have ti = =(s1'v 52'), with 51' 5 d1', or 51' 5 d1'v dz', or s1' 5 d1‘v Q '  and 52' 5
dz'v d3', where

d1' = -XA-1yA-!z, d2“: XAyAz, d3' = XAYA'IZ.
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Analogouly to case c) of the previous lemma, we obtain 52' = ....(....xv ....y), 

hence from tJ. = ""(51' 1\ 52') follows that the term to:=....(x v .... (""xv""y» is 

irreducible, which in turn implies that t1:=""(XVY)v",,(xvz), which is equiva
lent to to, is reducible. _ 

2.22 Corollaz:y: 

9\ is not confluent. 

Proof: We consider again the term t = (xvy) 1\ (yvz) 1\ (zvx) == (XI\Y) v (Yl\z) v 

(Zl\x) of lemma 2.16. 

Case 1: The term5 xvy and ....(XI\Y)I\....(Xl\z) are both reducible. The reducibility 

of xvy excludes tl, t2, t3, t5, to, and t7 of lemma 2.16 from being irreducible, 
and the reducibility of ...,(XI\Y)I\ .... (Xl\z) excludes both 14 and ta from being 

irreducible. 

Case 2: The terms Xl\Y and ....(xvy)v....(xvz) are both reducible. The reducibility 

of Xl\Y excludes tl, t3, 14, t6, t7, and ta of lemma 2.16 from being irreducible, 
and the reducibility of ...,(xvy)v...,(xvz) excludes both t2 and t5 from being 
irreducible. _ 

This corollary provides the proof of our main theorem 2.1. ~ 
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Analogouly to case c) of the previous lemma, we obtain 52' = -I(-xv-y),
hence from tl = "(51' A sz') follows that the term to:=n(x v ~(-uxv-y)) is

irreducible, which in turn implies that t1:=-»(xvy)v~(xvz), which is equiva-

lent to to, is reducible. _ I

2.22 Corolla_ry_:

ER is not confluent.

Proof: We consider again the term t = (xvy) A (yvz) A (zvx) 5 (MY) v '(yAz) v
(ZAX) of lemma 2.16.

Case 1: The terms xvy and -(xAy)A—(xz\z) are both reducible. The reducibility
of xvy excludes t1, tz, t3, t5, t5, and. t7 of lemma 2.16 from being irreducible,

and the reducibility of "(XAy)A-‘(XAZ) excludes both t4 and ts from being
irreducible.

Case 2: The terms XAY and -‘(xvy)v—-(xvz) are both reducible. The reducibility
of my excludes t1, t3, t4, t5, t7, and ts of lemma 2.16 from being irreducible,
and the reducibility of -(xvy)v-1(xvz) excludes both tz and t5 from being
irreducible. I

This corollary provides the proof of our main theorem 2&9
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