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Abstract

We investigate restricted termination and confluence preperties of term rewrit-
ing systems, in particular weak termination and innermost termination, and their
interrelation. New criteria are provided which are sufficient for the equivalence
of innermost / weak termination and uniform termination of term rewriting sys-
tems.  These criteria provide interesting possibilities t o  infer completeness, Le.
termination plus confluence, from restricted termination and confluence proper-
ties.

Using these basic results we are also able to  prove some new results about
modular termination of rewriting. In particular, we show tha t  termination is
modular for some classes of innermost terminating and locally confluent term
rewriting systems, namely for non—overlapping and even for overlay systems. As
an easy consequence this latter result also entails a simplified proof of the fact
that completeness is a decomposable property of so-called constructor systems.
Furthermore we Show how to obtain similar results for even more general cases of
(non-disjoint) combined systems with shared constructors and of certain hierar-
chical combinations of systems with constructors. Interestingly, these modularity
results are obtained by means of a proof technique which itself constitutes a mod-
ular approach.

Key Words: Term rewriting systems, confluence, termination, weak termination, in-
nermost termination, modularity, disjoint union, combined systems with shared
constructors,  constructor systems, hierarchical combinations.
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1 Introduction 

Term rewriting systf'HlS play an important role in various areas, e.g. in abstract data 
type specifications, for automated theorem proving and as a basic computation model 
for functional programming languages. In theory and practice, one of the most im­
portant properties of term rewriting systems is the strong normalization or (finite or 
uniform) termination property which is undecidable in general. For ensuring this prop­
erty which is undecidable in general (see [HL78]), many sufficient criteria, techniques 
and methods have been developed (see [Der87J for a survey). Most practically appli­
cable approaches are based on reduction orderings, i.e. well-founded term orderings 
which are stable w.r.t. substitutions and monotonic w.r.t. the term structure. 

On the other hand, in many rewriting based computation models, e.g. in functional 
programming languages, the indeterminism of general rewriting is often restricted by 
imposing some fixed rewriting strategy. For instance, a frequent restriction is inner­
most reduction, i.e. to require that every reduction step takes place at an innermost 
position of the term to be reduced. Innermost reduction corresponds closely to the 
functional evaluation mechanism employed in functional programming languages like 
LISP or ML. Of course, it may be the case that correspondingly restricted computa­
tions, i.e. innermost reduction sequences, always terminate but arbitrary computations 
(reduction sequences) do not necessarily terminate. A very simple example illustrating 
this gap is the following: 

Example 1.1 Let R = {f(a) --+ f(a),a --+ b}. Then we have e.g. the infinite reduction 
sequence f( a) --+ f( a) --+ f( a) --+ ... , which uses only non-innermost reduction steps. 
But of course, every innermost derivation in R (e.g. f(a) --+ f(b)) is terminating. 

Other kinds of restrictions imposed on rewriting steps might also be conceivable ac­
cording to the intended purpose, e.g. leftmost outermost, top-down, bottom-up or 
other context~dependentstrategies. Unfortunately, very little is known about termina­
tion of rewriting under such restrictions and its relation to (uniform) termination. In 
fact, there is one major exception, namely concerning the important and thoroughly 
investigated class of so-called orthogonal TRSs, i.e. TRSs which are left-linear and 
non-overlapping (see [Kl092] for a survey of basic ideas, concepts and results about 
the theory of orthogonal TRSs). It is well-known that any orthogonal TRSs is conflu­
ent notwithstanding the fact that it may be non-terminating. For arbitrary TRSs one 
can conclude in general nothing about confluence! or the existence of (unique) normal 
forms if termination is not guaranteed since these properties are undecidable in the 
general case. 

In the following we shall study in particular under what conditions innermost termi­
nation implies (uniform) termination of rewriting. More generally, we shall investigate 
and develop some extensions and generalizations of known results about orthogonal 

IOf course, this phenomenon is due to the fact that in general confluence and local confluence need 
not coincide. Hence, the critical pair test for ensuring local confluence is not sufficient for confluence. 
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TRS.,;. This is donp by weakening both the no-overlap and the left-linearity require­
ment but still guarantpeing local confluence. Moreover, in a second part of the paper 
we shall apply tllPSf> abstract results in a modular fashion in order to obtain new suffi­
cient criteria for modular termination of TRSs and corresponding invariance properties 
of certain classes of non-disjoint combinations of TRSs. Before going into details let 
us give a summary of our main results: 2 

•	 If a TRS R is non-overlapping then weak innermost termination of R is equivalent 
to innermost termination of R (see lemma 3.5). 

•	 If a TRS R is non-overlapping and innermost terminating then it is (uniformly) 
terminating (and confluent, hence complete) (see lemma 3.7 and theorem 3.10). 

•	 If a TRS R is non-overlapping, weakly terminating and non-erasing then it is 
terminating (and hence confluent and complete) (see theorem 3.13). 

•	 If a TRS R is an innermost terminating overlay system with joinable critical 
pairs then it is (uniformly) terminating (and hence confluent and complete) (see 
theorem 3.20). 

•	 If a TRS R is an innermost terminating constructor system with joinable critical 
pairs then it is (uniformly) terminating (and hence confluent and complete) (see 
corollary 4.6). 

•	 Innermost termination is a modular property of TRSs (see lemma 4.2). 

•	 Termination (and hence completeness) is modular for locally confluent overlay 
systems (see theorem 4.4). 

•	 The union of two constructor systems with disjoint sets of defined symbols is 
complete if and only if both systems are complete (see theorem 4.8).3 

•	 A combined system with shared constructors is a complete overlay system if and 
only if its component systems are' complete overlay systems (see theorem 4.11). 

•	 A weakly separated hierarchical combination of TRSs is a complete overlay sys­
tem if and only if its component systems are complete overlay systems (see the­
orem 4.28).4 

The rest of the paper which is an extended version of [Gra92b] is structured as follows. 
Firstly, we introduce the basic definitions and notions needed later on. In section 
3 we study the innermost, weak and uniform termination properties of TRSs which 
are non-overlapping but not necessarily left-linear. More geIlerally.we.also.investigate 
the termination behaviour of certain restricted classes of (possibly overlapping) locally 
confluent TRSs. 

2The definitions involved here are presented below.
 
3This result has hf'en ohtained in [MT91] hy mf'ans of a more direct and ~ather intricate proof.
 
4Cf. [Der92], [Kri92] for slightly weaker, related results.
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Thf'rl, ill section ~, \\'f' considf'r modular properties of TRSs, applying previously de­
veloped ideas and n'sldtso And finally, related work as well as some open problems are 
discussed. 

Preliminaries 

We briefly recall the basic terminology needed for dealing with TRSs (see e.g. [Kl092], 
[DJ90]). Let V be a countably infinite set of variables and :F be a set of function 
symbols with V n :F = 0. Associated to every f E :F is a natural number denoting 
its arity. Function symbols of arity 0 are called constants. The set T(:F, V) of terms 
over :F and V is the smallest: set with (l) V ~ T(:F, V) and (2) if f E :F has arity n 
and t l , .. o. tn E T(:F. V) then f(tr, ... , t,,) E T(:F, V). If some function symbols are 
allowed to be varyadic t hen the definition of T(:F, V) is generalized in an obvious way. 
The set of all ground tt".rns (over :F), i.e. terms with no variables, is denoted by T(:F). 
In the following we shall always assume that T(:F) is non-empty, i.e. there is at least 
one constant in:F. Tilt' set of variables (function symbols) Gccurring in a term t is 
denoted by V (f) (F( f)) The top symbol of a term t is denoted by root(t).0 

A context Cl,. 0 o,J is a term with 'holes', i.e. a term in T(:Fl:tI {O}, V)5 where 0 is 
a new special constant symbol. If Cl. 0 is a context with n occurrences of 0 and•• ,] 

tl,·· .. t" are terms then C[tl, ... ,t"J is the term obtained from CL ... ,J by replacing 
from left to right the occurrences of 0 by t l , ... , t n . A context containing precisely one 
occurrence of 0 is denoted by C[]. For the set T(:FI±J {o}, V) we also write CON(:F, V). 
A non-empty context is a term from CON(:F, V) \ T(:F, V) which is different from O. A 
term s is a subterm of a term t if there exists a context Cn with t = C[s]. If in addition 
C[] =1= 0 then .5 is a proper subterm of t. A substitution (1 is a mapping from V to 
T(:F,V) such that its domain dom((1) = {x E V\(1:r I=- x} is finite. Its homomorphic 
extension to a mapping from T(:F, V) to T(:F, V) is also denoted by (1. 

A term rewriting system (TRS) is it pair (R, F) consisting of a signature :P' and a 
set R ~ T(:F, V) x T(:F, V) of (rewrite) rules (l,r) denoted by l -+ l' with I rt V and 
V(r) ~ V(l).' Instead of (R,:F) we also write R F or simply R whelL :F is clear from 
the context or ir~·elevitnt. 

Given a TRS R F the rewrite relation -+RF for terms s, t E T(:F, V) is defined as 
follows: s -+7(.F t if there exists it rule I -+ r E R, a substitution (1 and a context Cn 
such that s = C[o-/] and t, = C[o-rJ. We also write -+n or simply -+ when :F or R F 

is clear from the context, respectively. The symmetric, transitive, transitive-reflexive 
and symmetric-transitive-reflexive closures of -+ are denoted by f-+, -++, -+* and H, 
respectively. By 5 -+m t we mean that s is reduced to t in m steps. Accordingly 
s -+::5 n t means 5 -+m t for some m :S n. Two terms 5, t are joinable in R, denoted by 

5The symbol Wis to denote disjoint union. 
6Here and subsequf>ntly we always t.acitly assllmf> that some (countably infinite) set V of variables 

with V n :F = 0 is given. 
7This restriction of exdllding variable left-hand sides and right-hand side extra-variables is not a 

severe one. In particular, concerning terminat.ion of rf>writ.ing it only excludes trivial cases. 
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S lR t, if there exists a term 1/ with 5 -R It R<- t. A term s is irreducible or in normal 
form if there is no tf'rm t with s - t. A term t is said to be a nonnal form of a term s if 
oS -* t and t is irrf'c!ucible. A TRS R is terminating or strongly normalizing (SN) if ­
is noetherian, i.e. if there is no infinite reduction sequence 51 - 8Z - S3 - •••. It is 
said to be weakly terminating or weakly normalizing (WN) if for every term there exists 
a normal form. Positions or occurrences of subterms of a term consist of sequences 
of natural numbers and are compared by the usual lexicographic ordering (which we 
shall ambiguously denote by :S). The set of all positions of a term s is denoted by 
O(s). The topmost position of a term is denoted by A, the 'empty' string. Two 
uncomparable positions I' and q are said to be parallel or disjoint which is denoted by 
plq. If I' :s q we say that I' is .above q or q is below p. If 5 ---t t, then, in order to 
make explicit the position I' of the reduced subterm and the applied rule I - r, we 
shall sometimes use the notation s -p,l-+r t or s -p t. A step of the form s -.\ t is 
said to be a root reduction (step). If s -p t then the reduced subterm sip of s is said 
to be a redex. s A reduction step s - t by applying some rule of R at position p in s 
is innermost if every proper subterm of sip is irreducible. In that case we also write 
.~ ;-+ 1. R is innermost terminating or innermost normalizing (IN) if every sequence 
of innermost reduction steps terminates. It is weakly innermost terminating or weakly 
innermost normalizing (WIN) if for every term s there exists a terminating sequence 
of innermost reduction steps starting with s. By oo( s) we denote the property that 
there exists an infinite (R-) derivation starting with s. Accordingly, -'oo(s) means that 
every derivation starting with s is finite. By 00;( s) we denote the property that there 
exists an infinite innermost derivation starting with s. And accordingly, -,oo;(s) means 
that every innermost derivation starting with s is finite. 

A partial ordering> on a set D is a transitive and irreflexive binary relation on D. A 
partial ordering> on T (F, V) is said to be monotonic (w. r. t. the term 3trueture) if it 
possesses the replacement property, i.e. 

s > t => C[s] > C[t] 

for all 5, t, Cl]. It is stable (w.r.t.substitutions) if 

s > t => fY s > fYt 

for all s, t, fY. A term ordering on TCF, V) is a monotonic and stable partial ordering 
on T(F, V). A reduction ordering is a well-founded term ordering. 

A TRS is confluent (GONF) if <- 0 -* ~ -* 0 * - and locally confluent if*
- 0 _ ~ _* 0 *_.9 A confluent and terminating TRS is said to be convergf.nt or 
complete (COMP). If It - 1'1, lz - 1'z are two rules10 of R and I' some non-variable 
position of lz such that 11 and lzlp are unifiable with most general unifier fY then 
(<7(lz[P <- rd),fY(rz)) is said to be a critical pair (GP) of R (obtained by overlapping 

8This is a slight ahuse of the usual notion of a redex which also comrrises the information which 
rule is applicable. For orthogonal TRSs the corresponding applicable rule is uniquely determined but 
not in general. 

9Here, '0' denotes relation composit.ion. 
10\V.l.o.g. we assume t.hat. they do not have common variables. 
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there exists an infinite (73-) derivation starting with 3. Accordingly, -ao<:a(s) means that
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that every innermost derivation starting with s is finite.

A partial ordering > on a set D is a transitive and irreflexive binary relation on D. A
partial ordering > on TMT, V) is said to  be monotonic (It).T‘.l. the term structure) if it
possesses the replacement preperty, i.e.

s > t => C[s] > CH]

for all s,t ,C[].  It is stable (lw.r.t. substitutions} if

s > t => as  > a t

for all s ,  t,cr. A term ordering on TU", V) is a monotonic and stable partial ordering
on T(.7:, V). A reduction ordering is a well-founded term ordering.
A TRS is confluent (CONF) if *<——- o —>"' ; ——>"‘ 0 ”+— and locally confluent if

*+—.9 A confluent and terminating TRS is said to be convergent or
complete (COMP). If l1 —~> r l ,  12 —~+ r2 are two rules10 of 'R, and p some non—variable
posi t ion of l ;  such tha t  l1 and lg /p  are unifiable  w i th  most  general unifier a then
(0(l2[p <— rll),0‘(r2)) is said to  be a critical pair (CP) of R (obtained by overlapping

+—o-—>g—>*O

8Th i s  is a slight abuse of the usual notion of a redex which also comprises the information which
rule is applicable. For orthogonal TRSs the corresponding applicable rule i s  uniquely determined bu t
not  i n  gene ra l .

9Here ,  ‘0’ denotes relation composition.
10W. l . o .g .  we assume that they do not have common variables.

5



[1 -. rl with [2 ---+ r2 at position p). It is well-known that for terminating TRSs local 
confluence is equivalent to joinability of all critical pairs (lCP). A TRS R is said to 
be non-overlapping (NO) if there is no critical pair between rubs of R. It is left-linear 
(LL) if every variable occurs at most once in every left-hand side of an R-rule. n is 
orthogonal (ORTH)ll if it is left-linear and non-overlapping. It is non-erasing (NE) if 
V (r) = V (l) for every rule l ---+ r E R. If every critical pair of a TRS R is obtained by 
an overlay, i.e. by overlapping left-hand sides of rules at top positions, then R is said 
to be an overlay system (OS). 

For the sake of readability let us summarize the abbreviating notions defined above 
which shall be freely used in the sequel. 12 

Abbreviations: 
< 

SN = strongly normalizing (terminating) 13
 

WN weakly normalizing (weakly terminating)
 
IN innermost normalizing (innermost terminating)
 
WIN weakly innermost normalizing (weakly innermost terminating)
 
NO non-overlapping
 
LL left-linear
 
ORTH orthogonal (non-overlapping and left-linear)
 
NE non-era.smg
 
CP cri tical pair(s)
 
JCP joinability of (all) critical pairs
 
CONF confluence
 
COMP completeness (convergence)
 
OS overlay system
 
00(8) there exists an infinite derivation starting with s
 
00;(8 ) there exists an infinite innermost derivation starting with s
 
-'00 (s) there exists no infinite derivation starting with s
 
-'00;(8) there exists no infinite innermost derivation starting with s
 

For properties P and Q of TRSs we write P + Q for denoting the conjunction of P and 
Q. By P(R) we mean that the TRS R has property P. Moreover we also ambiguously 
use the notation pet) for terms t provided there is a (sensible) local interpretation for 
pet). For instance, CONF(t) is to denote the property that whenever we have t -.* v 
and t ---+* w then there exists a term s with v ---+* 8 and w -.'" s. 

11In the literature this ort.hogonality property is sometimes called 'regularity'. 
12These abbreviations are mainly borrowed from [Klo87], [Klo92]. 
131n the sequel we shall prefer 'terminating' instead of 'normalizing' in verbal phrases since it seems 

to be the more usual notion in literature. 
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l1 _? 7‘1 with 12 —-—> r;  at position p). It is well—known that for terminating TRSs local
confluence is equivalent to  joinability of all critical pairs (JCP). A TRS 'R is said to
be non-overlapping (NO) if there is no critical pair between rules of 'R. It is left—linear
(LL } if every variable occurs at most once in every left—hand side of an ’R—rule. 'R is
orthogonal (012771)“ if it is left-linear and non-overlapping. It is non-erasing (NE) if
V(r) :: V(l) for every rule I ——> r 6 R.  If every critical pair of a TRS 'R is obtained by
an overlay, i.e. by overlapping left-hand sides of rules at top positions, then 'R is said
to be an overlay system (05).
For the sake of readability let us summarize the abbreviating notions defined above
which shall be freely used in the sequel.12

Abbreviations:
SN = strongly normalizing (terminating) 13
WN == weakly normalizing (weakly terminating)
IN = innermost normalizing (innermost terminating)
WIN = weakly innermost normalizing (weakly innermost terminating)
N O = non-overlapping
LL = left-linear
ORTH = orthogonal (non-overlapping and left-linear)
N E = non—erasing
CP =“ critical pair(s)
JCP = joinability of (all) critical pairs
0' O N F == confluence
COMP = completeness (convergence)
05' = overlay system -
oo(s) = there exists an infinite derivation starting with s
Do,-(s) = there exists an infinite innermost derivation starting with s
noo( s )  == there exists no infinite derivation starting with s
pom-(s)  : there exists no infinite innermost derivation starting with s

For properties P and Q of TRSs We write P + Q for denoting the conjunction of P and
Q. By P('R‚) we mean that the TRS 'R has property P .  Moreover we also ambiguously
use the notation P( t )  for terms t provided there is a (sensible) local interpretation for
P(t) .  For instance, C ON F (t) is to denote the property that Whenever we have t ——+* v
and t ——>"‘ w then there exists a term .3 with v -—+* s and w —+-* s .

11In  the literature this orthogonality property is sometimes called ‘regularity’.
12These abbreviations are mainly borrowed from [K1087], [K1092].
13In  the sequel we shall prefer ’terminating’ instead of ’normalizing’ in verbal phrases since it seems

to be the more usual notion in literature.



3 Restricted Termination and Confluence Proper­
ties of Term Rewriting Systems 

In the following we shall study under which conditions various restricted kinds of 
termination imply (uniform) termination (and possibly also confluence under some 
additional assumptions). Firstly we consider the no-overlap case, i.e. where no critical 
pairs exist. Then we generalize the analysis by admitting restricted kinds of overlaps. 
Moreover, where possible, we give examples showing that no precondition of results 
obtained can be dropped. 

" 
It is well-known that under the assumption of termination the confluence property of 
(finite) TRSs can be easily tested by simply investigating joinability of all critical pairs 
(cf. [KB70], [Hue80]). If termination is not guaranteed it is in general much more 
difficult to establish confluence. The problem is that for non-terminating systems 
joinability of critical pairs is only equivalent to lo~al confluence but not equivalent to 
confluence any more. There are some sufficient criteria for confluence which do not 
depend on the termination property but instead on rather strong conditions concerning 
the syntactical form of the rules and on how joinability of critical pairs has to be possible 
(see e.g. 1Hue80], [Kl092]). Due to the strong preconditions the practical applicability 
of these criteria is rather limited. 

Perhaps the most important and fundamental result concerning confluence of (possi­
bly) non-terminating TRSs is the following: Any orthogonal, i.e. left-linear and non­
overlapping TRS, is confluent (cf. e.g. [Ros73]). This fundamental property is crucial 
for instance within the field of designing and implementing equational programming 
languages (cf. e.g. [O'D77], [O'D85]) and has initiated a couple of investigations about 
the class of orthogonal TRSs. 

In particular, for orthogonal TRSs one also knows some sufficient criteria for termi­
nation which are formulated in terms of restricted termination properties (cf. e.g. 
[O'D77], [Kl092]). But as soon as the orthogonality requirement is weakened, either 
by allowing critical overlaps or by admitting non-left-linear rules, the main results (at 
least concerning confluence) do not hold any more, in particular the so-called 'parallel 
moves lemma' (cf. [Hue80], [Ros73]) which is the technical key lemma for inferring 
confluence for orthogonal TRSs. 

Our overall goal in the following will be to establish (uniform) termination (and 
confluence) by looking for sufficient conditions involving restricted termination (and 
confluence) properties. 

We shall investigate in the following the termination (and confluence) properties of 
TRSs which are still non-overlapping but possibly non-left-linear. Later on we shall 
even relax the no-overlap requirement. 

Let us start with the most important known results about confluence and termination 
properties of orthogonal TRSs. 
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3 Restricted Termination and Confluence Proper-
ties of Term Rewriting Systems

In the following we shall s tudy under which conditions various restricted kinds of
termination imply (uniform) termination (and possibly alsoconfluence under some
additional assumptions). Firstly we consider the no—overlap case, i.e. where no critical
pairs exist.  Then we generalize the analysis by admitting restricted kinds of overlaps.
Moreover, where possible, we give example-s showing that no precondition of results
obtained can be dropped.

It is well—known that  under the  assumption of termination the confluence property of
(finite) TRSs can be easily tested by simply investigating joinability of all critical pairs
(cf. [KB70], [Hue80]). If termination is not guaranteed it is in general much more
difficult to establish confluence. The problem is that for non—terminating systems
joinability of critical pairs is only equivalent to local confluence but not equivalent to
confluence any more. There are some sufficient criteria for confluence which do not
depend on the  termination property but  instead on rather strong conditions concerning
the syntactical form of the rules and on how joinability of critical pairs has to  be possible
(see e.g. 1Hue80], [K1092]). Due to the strong preconditions the practical applicability
of these criteria is rather limited.

Perhaps the most important and fundamental result concerning confluence of (possi-
bly) non—terminating TRSs is the following: Any orthogonal, i.e. left-linear and non—
overlapping TRS, is confluent (cf. e.g. [R0373]). This fundamental property is crucial
for instance within the field of designing and implementing equational programming
languages (cf. e.g. [O’D77], [0’D85]) and has initiated a couple of investigations about
the class of orthogonal TRSs.
In particular, for orthogonal TRSs one also knows some sufficient criteria for termi—
nation which are formulated in terms of restricted termination properties (cf. e.g.
[O’D77], [K1092]). But as soon as the orthogonality requirement is weakened, either
by allowing critical overlaps or by admitting non-left-linear rules, the main results (at
least concerning confluence) do not hold any more, in  particular the so—called ‘parallel
moves lemma’ (cf. [Hue80], [Ros73]) which is the technical key lemma for inferring
confluence for orthogonal TRSS.

Our overall goal in the following will be to establish (uniform) termination (and
confluence) by looking for sufficient conditions involving. restricted termination (and
confluence) prOperties.

We shall investigate in the following the termination (and confluence) preperties of
TRSs which are still non—overlapping but possibly non-left-linear. Later on we shall
even relax the no—overlap requirement.

Let us  start with the most important known results about confluence and termination
properties of orthogonal TRSs.



Theorem 3.1 (cf. e.g. [Ros73), [0 'D77}, [Kl092}) Let R be a TRS with ORTH(R). 
Then we have: 

(1) CONF(R) . 

(20.) 'Vt: [WIN(t) ~ IN(t)). 

(2b) W I N(R) ~ I N(R) . 

(30.) 'Vt : [IN(t) ~ SN(t)). 

(3b) IN(R) ~ SN(R). 

(4) There is no innermost.reduction step s T"7 t in R with oo(s), -'oo(t). 

(50.) NE(R) ~ ['Vt : [WN(t) ~ SN(t)]]. 

(5b) NE(R) ~ [WN(R) ~ SN(R)). 

The following example shows that the left-linearity condition in theorem 3.1(1) cannot 
be dropped. 

Example 3.2 ([Hue80J) Let R be the TRS given by the rules . -

f(x,x)-+a, f(x,g(x))-+b, c-+g(c). 

Clearly, R is non-overlapping but neither left-linear nor confluent. We have e.g. the 
derivations 

f(c, c) -+ a and f(c, c) -+ f(c,g(c)) -:+ b. 

Here a and b are in normal from. Note that R is obviously non-terminating and 
moreover neither weakly innermost terminating nor weakly terminating. 

Weak termination is not crucial for the existence of such counterexamples as shown by 
the following 

Example 3.3 (Sivakumar '86j14 Let R be the TRS given by the rules 

f(x,x)-+g(x), f(x,g(x))-+b, h(c,y)-+f(h(y,c),h(y,y)). 

Clearly, R is non-overlapping but not confluent. We have e.g. the derivations 

h(c,c) -+ f(h(c,c), h(c, c)) -+ f(h(c,c),f(h(c,c),h(c,c))) -+ f(h(c, c),g(h(c, c))) -+ b 

and 
h(c,c) -+ f(h(c,c), h(c,c)) -+ g(h(c,c)) -++ g(b). 

Here band g(b) are in normal from. Note that R is obviously non-terminating and 
even not weakly innermost terminating (consider e.g. the term h(c, c)) but weakly 
terminating. 

14As mentioned in [DJ90] t.his example is due to Sivakumar. 
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Theorem 3.1 (cf. e. 9. [30373], [0’077], [[i1092j) Let ’R be a TBS with ORTHCR).
Then we have-

(1) CONFCR).
(2a) w : [WIN(t) 2 mm] .
(25) WIN(’R) 2 mm) .
(3a) Vt : [mm 2 SN(t)].
(3b) mm) 2 SN(’R.)-.
(4) There is no innermostmedaction step 3 ‚..—3 t in n with 00(5), -100(t).

(5a) NE(’R) 2 [Vt : [WN(t) 2 SN(t)]].
(55) NE(’R) 2 [WN(’R) 2 SN(’R)].

The following example shows that the left-linearity condition in  theorem 3.1(1) cannot
be dropped.

Example 3_.2 ([Hae80]) Let ’R. be the TBS given by the rules

f(l'ax) “* aa  f($‚9($)) “* b, G ** 9(0)-
Clearly, 'R is non—overlapping but neither left-linear nor  confluent. We have e.g. the
derivations

f(CeC)->a and f(c,C)-+f(c,g(6))—Jb-
Here a and  b are in normal from. Note that ’R, is obviously non-terminating and
moreover neither weakly innermost terminating nor  weakly terminating.

Weak termination is not crucial for the existence of such counterexamples as shown by
the following

Example 3.3 (Sivakumar ’86)14 Let ”R be the TRS given by the rules

für,—”B) —+ g(sv). f(rc‚9($)) -—+ b, h(0,31) -* f(h(y‚6)‚ h(y‚y))-

Clearly, ’R, is non—overlapping but not confluent. We have e.g. the derivations

h(01.6) —-> f(h(c,c), h(0 :6 ) )  -—> f(h(c‚C)-‚f(h(c‚6)‚ h(c ‚0 ) ) )  -> f(h(c‚0)‚9(h(c‚0))) "* 5
and

h(6 ,6 )  -> f(h(c‚ 0) ,  Meal) ** 9(h(c‚6)) —++ g(b ) -

Here b and g(b) are in normal from. Note that "R is obviously non-terminating and
even not weakly innermost terminating (consider e.g. the term h(c,c)) but weakly
terminating.

14As  mentioned in [D190] this example is due to Sivakumar.
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In the following we shall consider non-orthogonal TRSs which are still non-overlapping 
but not necessarily left-linear. Let us start with an easy result about innermost reduc­
tions in such systems. 

Lemma 3.4 Let R be a TRS with NO(R). Then we have: 

(a)	 If s r t, s r u then either t = u or there exists a term v with t r v and 
u ;-+ v. 

(b)	 If s -;-+m t, s -;-+n U then there exists a term v and m' ::; m, n' ::; n with t .,..-+n'v. . mand u -t ' v . 

(c) ;-+ is confluent. 

Proof: It suffices to prove (a) since (b) is obtained from (a) by an easy induction, 
e.g. on (m, n), and (c) is a consequence from (b). Hence let s -;-Tp t and s -;-Tq u. If 
the innermost redex positions p, q of s are the same then the applied rule is unique 
due to NO(R) which implies t = u. Otherwise p and q are disjoint and v is uniquely 
defined by s -;-+p t ;-+q v (and S ;-+q U ;-+p v). • 

Our next result shows that for non-overlapping systems the existence of an innermost 
normal form for some term t implies that any innermost derivation initiated by t is 
finite. 

Lemma 3.5 Let R be a TRS with NO(R). Then we have: 

(a)	 Vt : [WIN(t) ===> IN(t)]. 

(b)	 W I N(R) =} I N(R) . 

Proof: It suffices to prove the local version (a) since it implies (b). For a proof by 
contradiction let t be a term with WIN(t) but not IN(t). Then we know that there 
exists some innermost derivation 

with tn irreducible. Obviously we have OOi(tO) and -'OOi(tn ). Thus there exists some 
(unique) index k, 0 ::; k ::; n -1, with OOi(tk) and -'OOi(tk+t}. Due to OOi(tk) there are 
terms tk, t'k, ... such that 

is an infinite innermost derivation. By applying Lemma 3.4(a) and observing that 
tk+l =I=- tk due to OOi(tk), -'ooi(ik+d we know that there exists a term ik+l with ik -;-+ 

tk+1 , tk+l ;-t tk+l and -'OOi(tk+1 ). By induction we can conclude that there is a 
infinite sequence of terms t~+l' t~+l' .. ' such that 
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In the following we shall consider non—orthogonal TRSS which are still non—overlapping
but  not necessarily left-linear. Let us start with an easy result about innermost reduc-
tions in such systems.

Lemma 3 .4  Let ’R. be (1 TBS with NO(’R). Then we have:

(a,) Ifs  ;——> t ,  s ‚.——> u then eithert  = u or there exists a term 12 with t ‚.—» v and
u ;—+ v. '

(b) [fs 74m t ,  s ?>" u then there exists a. term v and m'  g m, n’ S n with t 7-)“! v
' and u Term" v .

(c) 7+ is confluent.

Proof: It suffices to prove (a) since (b) is obtained from (a) by an easy induction,
e.g. on (m.,n), and (c) is a consequence from (b). Hence let 3 ;——+p t and s rn, u.. If
the innermost redex positions p, q of s are the  same then the applied rule is unique
due to N002) which implies t = u. Otherwise p and q are disjoint and v is uniquely
defined by s ;—+p t ;—>q v (and s T’q u rap v). I

Our next result shows that for non-overlapping systems the existence of an innermost
normal form for some term It implies that any innermost derivation initiated by t is
finite.

Lemma 3.5 Let ’R, be a TRS' with N002). Then we have:

(a) Vt ; [WIN(t) => IN(t)].
(b) WIN(’R) => uvm).

Proof: It  suffices to  prove the local version (a)  since it  implies (b).  For a proof by
contradiction let t be  a term with WI  N ( t )  but  not I N ( t )  Then we know that there
exists some innermost derivation

t= l50  7’51  fi t z  ,-—'>“' fl i r t - . 1  .-—>tn

with tn irreducible. Obviously we have cot-(to) and flog- ( tn ) .  Thus there exists some
(unique) index k ,  0 3 k S n - 1 ,  w i th  cm,-(tk) and poo l - (n+1) .  Due to cam-(25k) there are
terms t;,tfi,  . . . such that

t= tk  fine-+132?
is an infinite innermost derivation. By applying Lemma 3.4(a) and observing that
tk“ # t}: due to cam-(tic), flog-(u. “ )  we know that there exists a term ti“ with t ;  ;—+
t;c +1 ,  tk“ F" t;  +1 and -100‚-(t1+1). By induction we can conclude that there is an
infinite sequence of terms t z“ ,  t z“ ,  . . . such that

f "l5H1 7* tJc+1 7" t k+1  “”
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is an infinite innermost derivation. But this is a contradiction to -'oo;(tk+d. Hence we 
are done. • 

For the sake of readability we shall use subsequently some more compact notations for 
special (sequences of) reductions which are introduced now. For parallel (innermost) 
reduction and normalization (w.r.t. some given TRS R) we use the following notations. 
We write s ~ p t if P is a non-empty set of mutually disjoint positions of s, and 
s -++ t by (parallel) one-step reductions of all the redexes sip, pEP .15 In particular 
we write s ~p t if sip is an innermost redex of s for all redex positions pEP. We 
write s ~ p t if P is a non-empty set of mutually disjoint positions of sand s ---++ t 
by normalizing all the subterms sip with pEP. In particular we write s i!!-+p t 
if t is obtained from s by normalizing all the subterms sip of s with pEP using 
only innermost reduction steps. By normalizing a term t we mean reducing it to some 
normal form. If W N(t) holds then normalization of t is possible but need not yield a 
unique result. We write s ~ t, s ~ t, s ~ t or s ~ t if there exists 
a non-empty set P of mutually disjoint positions of s with s ----1t--tp t, s r-1t-p t, 
s ---:l:J:--.p t or s ~p t, respectively. Moreover, for the sake of readability we also 
write s ~pl t if s = tor s ~p t. In the latter case P must clearly be non-empty 
and sip must be reducible for some pEP. Analogous~y, s ~pl t means s = t or 
s ~pt. 

Moreover we shall tacitly make use of the following basic uniqueness properties of 
parallel reduction and normalization: 

and 

In a non-overlapping and innermost terminating TRS R every reduction step can be 
expressed in terms of (parallel) innermost reduction steps. In slightly generalized form 
this yields the following. 

Lemma 3.6 Let R be a TRS with NO(R) and s,t be terms with s -+ t and IN(s). 
Then there exist terms s', t' with 

s ---+ t 

il* il* 
s' -+. t' 

More precisely, we hatle s ~~1 s' i- t' and s _ t ;-:!.±---t9 t', i.e. s' and t' 
are obtained from sand t, respeetitlely, by zero or one step(s) of parallel innermost 
normalization. 

I 15Note that - for proof-technical reasons which will become clearer later on - we do not require 
[that sip is a redex for all PEP but only that at least one subterm sip of s with pEP is a redex. 
This is reflected by the requirement s -++ t. 
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is an infinite innermost derivation. But  this is a contradiction to woo . ' ( t k+1) .  Hence we
are done. .

For the sake of readability we shall use subsequently some more compact notations for
special (sequences of) reductions which are introduced now. For parallel (innermost)
reduction and normalization (w.r.t. some given TRS “R) we use the following notations.
We write .3 ——H—> p t if P is a non-empty set of mutually disjoint positions of s ,  and
.9 —++ t by (parallel) one—step reductions of all the redexes s / p, p E P.15 In particular
we write 3 +}: t if s /  p is  an innermost redex of s for all redex positions 1) € P.  We
write s —H—» p t if P is a non-empty set of mutually disjoint positions of s and s -—>+ t
by normalizing all the subterms s /  p with p E P .  In particular we write s i—zli—‘ip t
if t is obtained from s by normalizing all the subterms s /  p of 3 with p 6 P using
only innermost reduction steps. By normalizing a term t we mean reducing it to some
normal form. If WN  (t) holds then normalization of t is possible but need not yield a
unique result. We write 3 _ll—" t ,  s ‚—H—+ t, s —|;l;—+ t or s ‚—-‚H‚——> t if there exists
a- non-empty set P of mutually disjoint positions of s with 3 ——H——»;: t ,  3 £—-H—-)p t ,
s ——J;l——>p t or s rid—4p t ,  respectively. Moreover, for the sake of readability we also
wri te  s +}? t if s = t or s ——l;l——>p t .  In the  latter case P must clearly be non-empty
and s /  p must be reducible for some 17 6 P .  Analogously, s Til—>331 t means .5 = t or
S 7-HT”) 1 .

Moreover we shall tacitly make use of the following basic uniqueness properties of
parallel reduction and normalization:

N0(’R) ==— [3+p t1  A s+p t2  => t1=t2 ] ,

and

3—H"Pt l  A 8—H,—>pt2 A VpEP:COMP(s /p )  => t l z t g .

In a non—overlapping and innermost terminating TRS ’R. every reduction step can be
expressed in terms of (parallel) innermost reduction steps. In slightly generalized form
this yields the following.

Lemma 3.6 Let R be a TRS with NO(’R‚) and s , t  be terms with s --> t and IN(.s).
Then there exist terms s’ , t ’  with

3 —-> t
i l ak  i121:

s l  :_} t !

More precisely, we have s fill—>51 s' _.—+ 1,” and s -—> t Tai—+51 t', i.e. s’ and t’
are obtained from s and t ,  respectively, by zero or  one step(s} of parallel innermost
normalization.

15Note  that ——- for proofstechnical reasons which will become clearer later on -— we do not require
[ that  s/p is a redex for all p E P but only that at least one subterm s/ p of 3 with p E P is a redex.
This is reflected by the requirement 8 —>"' t .
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Proof: Let R, s, t be given as above with S --+p,l-->r t. If this is an innermost 
reduction step we are done. Hence, let us assume that the reduction step S --+p,l-->r t 
is non-innermost. Then we simply perform an innermost reduction of those subterms 
of sip to normal form 16 which correspond to variable positions in the left-hand side of 
rule l --+ r. This may be done by means of parallel reduction and such that subtenns 
corresponding to the same variable in l are innermost reduced to identical normal 
forms. Let us denote the resulting term by 5'. Then the rule l --+ T is applicable to 
Si, too, as an innermost step yielding, let's say, t ' . Clearly, t ' can also be obtained by 
innermost reduction steps from t, namely by innermost normalizing those subterms in 
tip which correspond to variable positions in r in the same way as in s. • 

As an easy consequence of lemma 3.4 and lemma 3.6 we obtain the next result. 

Lemma 3.7 For any TRS R we have: NO(R) 1\ IN(R) ~ CONF(R). 

Proof: From lemma 3.4(c) we know that ~ is confluent. Applying lemma 3.6 we 
get --+ ~ ,-;+*. From ;-t~ --+ it finally follows that --+ is confluent, too. • 

If we omit the condition I N(R) in the above lemma then R can be non-confluent (see 
e.g. example 3.2 above). Next we shall show that any non-overlapping and innermost 
terminating TRS is terminating. The following two technical lemmas are useful for 
giving a shorter proof of this result. 

Lemma 3.8 Let R be given with NO(R) and let 5 --+p,l-->r t be a non-innermost re­
duction step. Then there exist a set P of mutually distinct positions of 5 strictly below 
p and terms 5', t' with s ~p s' --+p,l-->r t' and t ~Sl t'. 

Proof: Let R be a TRS with NO(R) and s --+p,l-->r t be a non-innermost reduction 
step in R. Obviously we have sip = 0'(1) for some substitution 0'. Define Ql := {u E 

O(l) Illu E V} and Qr := {u E OCr) Irlu E V}. Since 5 --+p,l--..r t is non-innermost at 
least one proper subterm of sip is reducible. From NO(R) we know that all innermost 
redexes of s strictly below p are below positions pq with q E QI. This means that we 
can define 5' by 5 + p 5' where P is the set of positions of all innermost redexes of s 
strictly below p' and s'lp = 0"(/) for some substitution ri' . Moreover, if t' is defined by 
5' --+p,l--+r t' then we get s -rlf--+p Si --+p,l-->r t' and s --+p,l--+r t ~~~ t' , where pi is the 
set of positions of all innermost redexes of t strictly below p, as desired. • 

Lemma 3.9 Let R be given with NO(R) and let 5, t, t' be terms and P ~ O(s) a set 
of (parallel) positions of s with s --+p t, s T1t---+ p 5' such that for at least one p'E P 
we have p < p' and 81p' is reducible. Then there exists a term t' with s' --++ t' and 
t ~~1 t'. 

16Note that the assumption I N(s) of the lemma is crucial for ensuring the existence of an innermost 
normal form. 
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Proof:  Let R ,  s ,  t be  given as above wi th  s —’p.f—+r t .  If th is  is an innermost
reduction step we are done. Hence, let us assume that the reduction step 5 aw... t
is non—innermost. Then we simply perform an innermost reduction of those subterms
of s /  p to  normal form16 which correspond to  variable positions in the left—hand side of
rule I ——> r .  This  may be done by means of parallel reduction and such that subterms
corresponding to the same variable in l are innermost reduced to identical normal
forms. Let us denote the resulting term by s'. Then the rule I -—+ r is applicable to
3’, too, as an innermost step yielding, let’s say, t’. Clearly, t’ can also be obtained by
innermost reduction steps from t ,  namely by innermost normalizing those subterms in
t / p which correspond to variable positions in r in the same way as in s .  I

As an easy consequence of lemma 3.4 and lemma 3.6 we obtain the next result.

Lemma 3 .7  For (my TRS R we have: N0('R) A IN('R.) => CONF('R) .

Proof: From lemma 3.4(c) we know that :4 is confluent. Applying lemma 3.6 we
get —-+ ; <—‚+*. From 7+; 

_» it  finally follows that ——+ is confluent, too. I

If we omit the condition I N (R)  in the above lemma then ”R, can be non-confluent (see
e.g. example 3.2 above). Next we shall show that any non-overlapping and innermost
terminating TRS is terminating. The following two technical lemmas are useful for
giving a shorter proof of this result.

Lemma 3.8 Let "R be given with NO(’R.) and let 3 -—>p‚g_‚r t be a non—innermost re-
duction step. Then there exist a set P of mutually distinct positions of s strictly below
p and terms 5’, t’ with 3 Hi"? 5’ -—->p„_„. t’ and t  Til—’51 13’.

Proof: Let R be a TRS with N OCR.) and s ——>„„_„. t be a non-innermost reduction
step in R.  Obviously we have s/p = 0(1) for some substitution 0 .  Define Q; :=  {u  E
0( l )  | l / u  € V} and Q ,  :=  {u  € 0( r )  | r / u  E V}. Since 5 ——+p‚;_„. t is non—innermost at
least one proper subterm of s / p is reducible. From N OCR) we know that all innermost
redexes of s strictly below p are below positions pq with q € Qi. This means that we
can define s '  by 3 +1: 3' where P is the set of positions of all innermost redexes of s
strictly below pi and s’ / p = o" (l ) for some substitution d ' .  Moreover, if t '  is defined by
s’ ——+„‚1__„. t’ then we get 5 TH” p s’ —+„‚;_., t '  and s -—->‚„;..„ t Til—+3 t’, where P’ is the
set of positions of all innermost redexes of t strictly below p,  as desired. l

Lemma 3 .9  Let R be given with NO(’R‚) and l e t s ,  t ,  t’ be terms and P g O(s) a. set
of (parallel) positions o f s  with s ——>„ t ,  s ‚A+—na s’ such that for at‘least-one p' € P
we have p < p’ (md s /  p’ is reducible. Then there exists a term t '  with s '  —++ t '  and
t +31  t , .

16Note  that  the assumption I N ( s )  of the lemma is crucial for ensuring the existence of an innermost
normal form.

»
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Proof: Let 'R be given with NO('R) and let s, t, t' be terms with S -p,l_r t, s ~P s' 
such that p < p' and sip' is reducible for at least one p' E P. Hence we know that 
S -p t is not an innermost step. W.l.o.g. we may further assume that p = A(and hence 
p < p' for all p' E P).· From S -p t we deduce that sip = <T(l) for some substitution 
<T. Now we would like to apply the same rule 1 _ r to s' Ip. Remember that s' is 
obtained from' s by parallel innermost reduction at the redex positions from P. Due 
to NO(R) all these redex positions are below variable positions of 1. Thus the only 
potential reason for non-applicability of 1 - r to s' is that s' is no longer an instance of 
1due to the fact that I - r might be non-left-linear. But this problem is easily solved 
by an additional parallel reduction of s at all innermost redex positions (strictly below 
p = A) which were not contained in P. Let us denote this set of all innermost redex 
positions of s not contained in P by Q. Then we can (uniquely) define terms s" and t' 
by s ~p S' ~~l s" -;,l-r t' such that S -p,l_r t Tif--t:9 t' as desired. _ 

Now we are prepared to prove the first main result. 

Theorem 3.10 For any TRS R we have: 

(a) NO(R) 1\ I N('R) ::=} SN('R). 

(b) NO~R) ===> ['It: I N(tJ ===> SN(t)] . 

Proof: Although we shall prove a more general result later on (cf. Theorem 3.20) we 
will give a proof here since it is simpler than the one for the more general case. 

It suffices to prove (b) which implies (a). For a proof of (b) by contradiction let R be 
a TRS with NO(n) and let t be a term with I N(t) but not SN(t). Hence there exists 
an infinite derivation initiated by t. Due to I N(t) every such counterexample contains 
at least one reduction step which is non-innermost. We consider now a counterexample 

which is minimal in the sense that reduction steps are performed at deepest possible 
positions. More precisely, this means that D has the form 

such that tn -p tn+t is the first non-innermost step in D and such that 

(*) whenever tn -q t~ for some termt~ with q> p then -'oo(t~) Y
 

By applying lemma 3.8 and using (*) we know that there exist terms Sn, .8n+1 with
 

tn ~ Sn - Sn+l and tn+1 ~:9 Sn+l
 

\ 1
7 Note that in the proof this 'minimality' property is only needed for the first non-innermost step in 

i~~~e::;' on, in the proof of the more general theorem 3.20, we shall make use of the 'full minimality' 
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Proof: Let 72 be given with N0(’R) and let 3, t ,  t’ be terms with s —->„‚;_„. t ,  s —‚.H-—+p s '
such that  p < p' and s/p’  is reducible for at least one p’ E P .  Hence we know that
s —-—>,, t is not an innermost step. W.l.o.g. we may further assume that p = ‚\ (and hence
p < p' for all p’ € P) .  ' From s —+,, t we deduce that s / p = 0(1) for some substitution
0 .  Now we would like to apply the same rule I —-> r to s '  / p. Remember that s’ is
obtained {wins by parallel innermost reduction at the redex positions from P .  Due
to N001) all these redex positions are below variable positions of l. Thus the only
potential reason for non—applicability of l —+ r to s '  is  that 8 '  is  no longer an instance of
1 due to the fact that I ——> r might be non-left-linear. But this problem is easily solved
by an additional parallel reduction of s at all innermost redex positions (strictly below
p = A) which were not contained in P .  Let us denote this set of all innermost redex
positions of s not contained in P by Q .  Then we can (uniquely) define terms 3" and t’
by s ‚—H—»p 3’ +31 3" 4:11...- t’ such that s "*pJ—w t Til—’51 t' as desired. I

Now we are prepared to  prove the first main result.

Theorem 3.10 For any TRS R we have:

(a} N0('R) A mm) = SN(’R).

(b) Nam) => [VtzIN(t)' => SN(t)].
Proof: Although we shall prove a more general result later on (cf. Theorem 3.20) we
will give a proof here since i t  is simpler than the one for the more general case.

It suffices to prove (b)  which implies (a).  For a proof of (b)  by contradiction let 7?. be
a TRS with N OCR.) and let t be a term with I N (t) but not S N (t) Hence there exists
an infinite derivation initiated by t .  Due to I N (t) every such counterexample contains
at least one reduction step which is non-innermost. We consider now a counterexample

D; t= t0——>t1—Pt2—}"‘

which is minimal in the sense that reduction steps are performed at deepest possible
positions. More precisely, this means that D has the form

D2t= t0fl t 1fim fi t nap tn+ la ' ”

such that 111.; _»? tn.” is the first  non-innermost step in  D and such that

(*) whenever tn ——>q t; for some term t ;  with q > p then “00(1); ) _17

By applying lemma 3.8 and using (*) we know that there exist terms sm Sn+1 with

<1t n  Hiasn -e snu  and tn+1 +— 3n+1

1" 'Note  that in the proof this ’minimality’ property is only needed for the first non-innermost step in
D .  Later on ,  in the proof of the more general theorem 3.20, we shall make use of the ’full minimality’
property.

12



and -,oo(sn), -,oo(sn+d. Moreover, oo(tn+d implies t n + 1 1= Sn+I, l'ence tn+I ~ Sn+I' 

/In order to obtain a contradiction to -,oo(sn) it suffices to prove that Sn - Sn+I can 
be extended to an infinite reduction sequence. For that purpose it is sufficient to show 
that whenever we have t m ~ Sm with -'00(sm) then there exists an index m' > m 
and a term Sm' with fm' nt---+ Sm', Sm -+ Sm' (and -,oo(sm'))' Hence, let t m nt---+Q Sm 

with -,oo(Sm) and f rn -p tm +1 • Moreover assume w.l.o.g. that all positions from Q are 
innermost redex posi tions of f m . We distinguish three cases: 

(a), Vq E Q : plq: Let Srn+I be defined by Sm -p Sm+I' Then we get t m ;-#---tQ 
Sm -p Sm+l and f m -tm + 1 T1t----+Q Srn+l with -,oo(srn+d. Hence we can choose 
m' = m + 1. 

(b)	 3q E Q : q > p: In .this case lemma 3.9 yields the existence of a term Srn+I with 
Srn -+ Sm+l, -,oo(sm+d and trn+I +~l Srn+I' Due to oo(tm+I)' -'oo(srn+d we 
have frn+I 1= Sm+l, hence t m + 1 i-tt--+ Sm+l' Hence we can choose m' = m + 1. 

(c)	 3q E Qp 2: q: Then we have p = q because q is an innermost redex position of 
tm . From NO('R) we know that reducing t rn at position p = q yields a unique 
result. Thus, choosing m' = m + 1 and Srn+I = Srn we get trn T1t-+Q Srn -* Srn+l, 

t rn -p tm+I T1f--t~~ Srn+I with Q' = Q \ {q}. Using oo(tm+I), -,oo(srn+d we can 
conclude IQI 2: 2 and tm+I ~Q' Sm+!' Obviously, the reduction Srn -* Srn+l 

is not a proper one (since we have Sm+l = sm) but we know that after at most 
IQI-l steps (in D) we must be back in case (a) or (b) in which a proper reduction 
of Sm is enabled as desired. IS 

By induction we can finally conclude now that there exists an infinite derivation initi­
ated by Sn' But this is a contradiction to -'oo(sn). Hence we are done. _ 

As	 an easy consequence of this result we obtain the following. 19 

Corollary 3.11 Let'R be a TRS. Then the following holds: 

NO('R) 1\ I N('R) =? COMP('R). 

The next result says that innermost reduction steps in non-overlapping TRSs cannot 
be critical in the sense that they may destroy the possibility of infinite derivations. 

Lemma 3.12 Let n be a TRS with NO('R). Then there is no innermost reduction 
step S ~ t in n with oo(s) but -,oo(t). 

Proof: For a proof by contradiction assume s .- t with 00(8) but -'oo(t), hence 
SN(t). Together with s ;-+ t this implies WINes). Using lemma 3.5 we get IN(s) 
which by theorem 3.10 yields SN(s). But this is a contradiction to oo(s). • 

18Formally this last conclusion is proved by an easy induction (on IQI). 
19Note that in lemma 3.7 we have independently shown the partial result NO(R) 1\ IN(R) ==:> 

CONF(R) without making use of SN(R). 
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and n00( s , , ) ,  noo ( s , ,+1 ) .  Moreover, oo(t,,+1) implies tn.” # Sn+1, hence in“ TH” an“ .
In order to obtain a contradiction to --00(s,,) i t  suffices to  prove that s,1L —-> su“ can
be extended to an infinite reduction sequence. For that purpose i t  is sufficient to show
that whenever we have tm + Sm with “voo(sm) then there exists an index m' > m
and a term sm: with im: fil—r sw ,  sm ——>+ ‚sm: (and -I00(sm;)). Hence, let tm +Q sm
with -Ioo(sm) and tm ——>,, im“ .  Moreover assume w.l.o.g. that all positions from Q are
innermost redex posit ions of tm.  We dis t inguish three cases:

(a), Vq E Q : plq:  Let sm“  be defined by sm _»? sm“ .  Then we get tm Til—"’62
sm -——>,, sm“  and tm —-+‘tm+1 Til—*Q sm“ with noo( sm+1) .  Hence we can choose
m' = m + 1.

(b) Elq 6 Q : q > p :  In „this case lemma 3.9 yields the existence of a term sm+1 with
<1sm —->+ sm“ ,  floo (sm+1)  and tn,“ TH“"" sm+1. Due to oo(tm+1), *noo(sm+1) we

have im“  # Sm+1‚  hence tm“  ?H" Sm+1— Hence we can choose m' = m + l .

(c) Elq € Q p 2 q :  Then we have p = q because q is an innermost redex position of
tm. From N OU?) we know that reducing tm at position p = q yields a unique
result. Thus, choosing m.’ = m + 1 and sm“ = sm we get tm Til—’Q sm -—>* sm“ ,
tm —+p tm“ +5.1 sm“ with Q’ = Q \ {q} Using 00(tm+1), -»00(.sm+1) we can
conclude [Qi Z 2 and im“ +6? sm“ .  Obviously, the reduction Sm —>* sm+1
is not a proper one (since we have sm+1 = sm) but we know that after at most
|Q|  -—-1 steps (in D) we must be back in case (a) or (b) in which a proper reduction
of sm is enabled as desired.18

By induction we can finally conclude now that there exists an infinite derivation initi-
ated by .3”. But  this is a contradiction to o00( s , , ) .  Hence we are done. I

As an easy consequence of this result we obtain the following.19

Corollary 3 .11  Let 72 be (1 TBS. Then the following holds:

NO(’R.) A IN(’R) => COMP('R.).

The next result says that innermost reduction steps in non-overlapping TRSS cannot
be critical in the sense that they may destroy the possibility of infinite derivations.

Lemma 3 .12  Let ’R be a TBS with N002) .  Then there is no innermost reduction
step .5 ;—+ t in R with 00(3) but 000( t ) .

Proof: For a proof by contradiction assume 3 ‚.—+ t with 00(3) but noo( t ) ,  hence
SN(t) .  Together with s ;—+ if this implies WIN(s) .  Using lemma 3.5 we get IN(s)
which by theorem 3.10 yields S N (.9) But this  is a contradiction to 00(3). .

13Fornmlly this last conclusion is proved by an easy induction (on IQI).
19 Note that in lemma 3.7 we have independently shown the partial result NOCR) A I N (72) =>

CON  F(’R‚) without making use of SN  (R).
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Obviously, lemmas 3.720 
, 3.5, 3.12 and theorem 3.10 express generalizations of theorem 

3.1 (1)-(4). Indeed, it is also possible to prove the following generalization of theorem 
3.1(5). 

Theorem 3.13 For any TRS'R the following holds: 

(a) NO('R) /\ N E('R) /\ W N('R) ==> SN('R). 

(b) NO('R) /\ N E('R) ==> [Vt : W N(t) ==> SN(t)] 

Proof: It suffices to prove the stronger (b) from which (a) follows easily. For a proof of 
(b) by contradiction let us assume that 'R is a TRS with NO('R) /\ N E('R). Moreover, 
let to be a term with W N{to) but not SN(to). Hence there exists a normalizing 
derivation initiated by to, e.g. a derivation of the form 

with tn irreducible, hence oo(to) and -'OO(tn). This implies that there is some (unique) 
index k, 0 ~ k < n, with tk -+p,l.... r tk+l, OO(tk) and -'oo(tk+d. Let us denote the set 
of variable occurrences of the left- and right-hand side of the applied rule 1 -+ r by 
QI:= {q E O(l)11Iq E V} and Qr:= {q E O(r)lrlq E V}, respectively. By lemma 
3.12 we kno~ that tip must be a non-innermost redex of t. Since'R is non-overlapping 
tklpq must be reducible for at least one q E QI. From N E('R) we know moreover thc~.t 

{hlpq Iq E Qd = {tk+llpq Iq E Qr}. Furthermore -'OO(tk+I) implies SN(tk+llpq) for 
all q E Qr which - due to NO('R) - yields COM pet) for all t E {tklpq Iq E QI} = 
{tk+llpq Iq E Qr}. Hence, for P := {pq Iq E Qr}, pI := {pq Iq E Qr} there exist 
(uniquely defined) terms Sk, Sk+I with tk -ti-tp Sk ;-+p,l....r Sk+I, h -+p,l....r tk+l -ti-tPI 
Sk+I such that OO(tk), -'oo(tk+d, -,oo(Sk+d. Since parallel normalization of tk at all 
positions from P can be achieved by using only innermost steps we obtain tk ;-++ Sk+I 
with OO(tk) and -'OO(Sk+l)' This implies WIN(tk) which yields IN(tk) by lemma 3.5 
and SN(tk) by theorem 3.10. But this is a contradiction to OO(tk)' • 

Note that the assumption N E('R) above cannot be dropped. To wit consider 

Example 3.14 'R := {a -+ f(a),f(x) -+ b} is clearly non-overlapping and weakly. 
terminating but not strongly terminating and also not weakly innermost terminating. 
For instance, b is a normal form of f( a) but cannot be obtained by innermost reduction. 

In view of lemmas 3.4, 3.5, and theorem 3.10 one might be tempted to conjecture that 
instead of requiring NO('R) and I N('R) it should also be sufficient to require JCP('R) 
and W I N('R) for guaranteeing SN('R) and CONF('R). But this is not sufficient as 
witnessed by 

Example 3.15 For the TRS'R given by a +- b +-+ c -+ <pI we have JCP('R) and 
W I N('R) but neither CONF('R) nor SN('R). 

20 Lemma 3.7 generalizes theorem 3.1(1) only in the sense that instead of (NO + LL)('R) it also 
suffices to have (NO + I N)('R) for inferring CONF('R). 

210f course, b ...... c is to denote both rules b -+ c and c -+ b (and not the disjunction b -+ c or c -+ b). 
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Obviously, lemmas 3.720 , 3.5, 3.12 and theorem 3.10 express generalizations of theorem
3.1 (1)-(4). Indeed, i t  is also possible to  prove the following generalization of theorem ‘
3.1(5).

Theorem 3.13 For any ms 1:: the following holds.-
(a) N0(’R,) ANE(’R) A WN(’R) => SN(’R).
(b) NO(’R‚)/\NE(’R‚) => [w : WN(t) => SN('t)]

Proof: It suffices to prove the stronger (b) from which (a.) follows easily. For a. proof of
(b) by contradiction let us assume that 'R. is a TRS with N OCR) A N E('R‚) Moreover,
let to be a term with WN(to) but not S N (to). Hence there exists a normalizing
derivation initiated by to, e.g. a derivation of the form

DI  t 0——>t1———>t2——->n-—-+t„_1—->t„ ,n>0

with tn irreducible, hence oo(t0) and noo( t , , ) .  This implies that there is some (unique)
index k, 0 g k < n ,  with t„ —+„„__„. t k“ ,  oo(tk) and noo( tk+1) .  Let us denote the set
of variable occurrences of the left— and right-hand side of the applied rule l —-+ r by
Q; := {q € O(l)|l/q € V} and Q, := {q € 0(r) lr/q E V}, respectively. By lemma
3.12 we know that t / p must be a non-innermost redex of t .  Since 72 is non-overlapping
tk/pq must be reducible for at least one q € (2;. From N E('R‚) we know moreover that
{tk/pq | q € Q1} == { tkH/pq lq  € Qr}. Furthermore poo( tk+1)  implies SN(tk+1/pq) for
all q € Q, which — due to NO(’R) — yields COMP(t)  for all t €. {tk/pqlq E Q:} =
{tk+1/pq|q E QT}. Hence, for P :=  {pq|q E Qi}, P' :: {pqlq E @} there exist
(uniquely defined) terms sk, sh.“ with tk _;li—rp sk ‚-.->p„__„„ 3H,], tk --+„‚;_„ tk“ —_H—+ps
3k+1  such that oo(tk), poo( tk '+1 ) ,  ~100(sk+1). Since parallel normalization of tk at all
positions from P can be achieved by using only innermost steps we obtain tk ;—>+ sk“
with oo(tk) and -~oo(sk+1). This implies WIN(tk) which yields IN(tk) by lemma 3.5
and SN (tk) by theorem 3.10. But this is a contradiction to oo(tk). I

Note that the assumption N EUR) above cannot be dropped. To wit consider

Example 3 .14  ’R, :=  {a  —> f(a),_f(:z:) —-> b} is clearly non-overlapping and weakly.
terminating but not strongly terminating and also not weakly innermost terminating.
For instance, b is a normal form off(a)  but cannot be obtained by innermost reduction.

In view of lemmas 3.4, 3.5, and theorem 3.10 one might be tempted to conjecture that
instead of requiring N 0(’R) and I N (R)  it should also be sufficient to require J C P(’R)
and WI N (’R) for guaranteeing SN  (R) and CON  F(’R‚). But this is not sufficient as
witnessed by

Example 3.15 For the TRS ’R given by a <— b 4—) c —-> d21 we have JCP(’R.) and
WIN('R.) but neither CONF(’R) nor SN(’R,).

20Lemma 3.7 generalizes theorem 3.1(1) only in the sense that instead of (N  0 + LL)('R.) it also
suflicas to have (NO + IN)('R‚) for inferring CONF('R).

21Of  course, b H c is to denote both rules b -—> c and c —> b (and not the disjunction b -—+ c or c -—-> b).
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Even the stronger requirement J C P(R) and IN(R) IS not sufficient for ensurmg 
SN(R) and CONF(R) as can be seen from 

Example 3.16 Let R be given by a +- f(b) +-+ fee) - d, b - e, c - e', fee) - a 
and fee') - d. Here it is easily verified that JCP(R) and IN(R) hold but neither 
CONF(R) nor SN(R). 

Another possibly tempting conjecture might be to insist on I N(R) and even require 
CONF(R) in order to infer SN(R). But this is also not true in general. 

Example 3.17 Consider the TRS R given by f(a) - f(a)' a - b for which we have 
CONF(R) and I N(R) but not SN(R). 

But a common feature of the latter two counterexamples consists in the fact that for 
both systems critical pairs were constructed by overlaps strictly below the root. This 
is crucial as will be shown next. 

To this end let us reconsider now theorem 3.10. Essentially, what we have done there 
is to drop the precondition LL(R) in theorem 3.1(3), i.e. to require only NO + IN 
instead of NO +LL + I N for deriving SN(+CONF). We shall strengthen this result 
now by proving that the rather restrictive property NO may be further weakened by 
restricting possible overlaps and guaranteeing local confluence. To be precise, NO 
is replaced by OS + JC P, i.e. corresponding TRSs have to be~verlay systems (i.e. 
critical pairs are admitted but only on top level) which are locally confluent (i.e. all 
critical pairs are joinable). 

In order to enable a simpler proof of this main result we need the following two auxiliary 
lemmas. 

Lemma 3.18 Let R be a TRS with OS(R) and JC P(R). Moreover let s -p,l.....r t 
be a non-innermost reduction step with SN(s) for all proper subterms s of sip. Then 
there exist terms s', t' and sets P ~ O(s), Q ~ O( t) such that 

LL--' t' and t - LL-,QSl t'S~ps -p,/.....r ~ 

with p < p' for all p', E P, COMP(slu) for all u E P and COMP(tlv) for all v E Q. 

Proof: Under the assumptions of the lemma let Ql and Qr be the sets of variable 
positions of I and r, respectively, and define P:= {pqlq E Qd, Q:= {pqlq E Qr}. 
By assumption we know SN(s) for all proper subterms s of sip. Due to JCP(R) this 
implies COMpes) for all proper subterms s of sip. From OS(R) and the fact that 
the step s -p,/--..r t is non-innermost we conclude that at least one subterm slu of s, 
u E P, is reducible. Thus s' defined by s --:!:l:-+ p s' exists (and is unique). Since s' is an 
instance of I, t' is also uniquely defined by S' -p./.....r t'. Moreover, tl can be obtained 
from t by (uniquely) normalizing all subterms t Iu of t with u E Q, e.g. t --!:J;--+~l. 
Finally, {tlv Iv E Q} ~ {slu Iu E P} implies COMP(tlv) for all v E Q as desired.• 

The next result is a technical key lemma which will be used below in the proof of 
theorem 3.20 for properly extending some given finite derivation to an infinite one. 
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Even the stronger requirement J C P03) and I N (’R) is not sufficient for ensuring
SN('R) and CONFUZ) as can be seen from

Example 3 .16  Let ’R, be given by a +— f(b)  H f(c)  -——> d,  b —> e ,  c —-> e' ,  f ( e )  -——+ a
and f(e') -—> d. Here it is easily verified that JCP(R) and IN(’R.) hold but neither
CONF(’R) nor SN(’R). .

Another possibly tempting conjecture might be to insist on I N (R) and even require
CON  F (R)  in order to infer S N (R)  But this is also not true in general.

Example 3.17 Consider the TBS ’R given by f (a)  —» f(a) ,  a —> b for which we have
CONF(’R) and IN(’R) but not SN('R,).

But  a common feature of the latter two counterexamples consists in the fact that for
both systems critical pairs were constructed by overlaps strictly below the root. This
is crucial as will be  shown next.

To this end let us reconsider now theorem 3.10. Essentially, what we have done there
is to drop the precondition LL('R) in theorem 3.1(3), i.e. to require only NO + IN
instead of N O + LL + I N for deriving S N (+C  ON  F ) We shall strengthen this result
now by proving that the rather restrictive property N O may be further weakened by
restricting possible overlaps and guaranteeing local confluence. To be precise, N 0
is replaced by OS + J C P ,  i.e. corresponding TRSs have to bebverlay systems (i.e.
critical pairs are admitted but only on top level) which are locally confluent (i.e. all
critical pairs are joinable).

In order to  enable a simpler proof of this main result we need the following two auxiliary
lemmas.

Lemma 3.18 Let 'R be a TRS’ with OSCR) and JCP(’R,). Moreover let 3 ——+p„__„ t
be a non-innermost reduction step with SN(§)  for all proper subterms 5 of s /p .  Then
there exist terms 3’, t’ and sets P ; O(s), Q __C__ 0( t )  such that

s —H;—>p s '  -—->„„__„ t '  and  t +31 t '

with p < p' for all p’- E P,  COMP(s/v,) for all u E P and COMP(t /v)  for all v € Q.

Proof: Under the assumptions of the lemma let Q; and Q ,  be the sets of variable
positions of l and r ,  respectively, and define P :=  {pqlq E Q:}, Q :=  {pqlq € QT}.
By assumption we know SN (3‘) for all proper subterms s of s / p. Due to J C PCR) this
implies C OM  P(.'s') for all proper subterms s of s /  p. From 0502) and the fact that
the step 3 ——+„‚;_.r t is non—innermost we conclude that at least one subterm s /u  of s ,
u € P,  is reducible. Thus 3’ defined by s —$£—> p s’ exists (and is unique). Since 3' is an
instance of l ,  t’ is also uniquely defined by s’ —>„„_„ 13’. Moreover, t’ can be obtained
from t by (uniquely) normalizing all subterms t /u  of t with u E Q,  e.g. t +31.
Finally, { t / v lv  E Q} g {s /u  | u € P}  implies COMP(t /v)  for all v € Q as desired. I

The next result is a technical key lemma "which will be used below in the proof of
theorem 3.20 for properly extending some given finite derivation to an infinite one.
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Lemma 3.19 Let R be a TRS with OS(R) and JCP(R). Moreover let s ~p.l-r t 
and s ~u s' with COM P(s/u) for all u E U, COMpes/v) for all v E O(s) with 
v > p, U>p := {u E U Iu > p} =1= 0 and s/u reducible for all u E U>p. Then there exists 
a term t' and W ~ O(t) such that s --t±-tu s' ~+ t' and t --t±-t& t' with COMP(t/w) 
for all wE W. 

Proof: Let R, s, t, s', p, 1 ~ rand U be given as above. W.l.o.g. we may assume 
p = A which implies u > A for all u E U (due to the assumption U>p := {u E U Iu > 
p} =1= 0). Define QI := {q E 0(1) Il/q E V} ~ O(s), Qr := {q E OCr) Ir/q E V} ~ O(t). 
Due to OS(R) we know that for every redex sJq of s with q > A we have q ~ q' for 
some q' E Q,. Hence, every u E U is below or above some q E QI. Now we define s" 
by s -±:I:--+QI s", t' by t -±:I:--+~~ t' and show that s -±:I:--+u s' -±:I:--+~: s" ~p.'_r t' holds 
(by appropiately rearranging certain reduction sequences). To this end we consider all 
those positions from U U PI which are minimal among U U Q, w.r.t. :::; . 

•	 If q E QI is minimal among U U Q! such that Ul, •• . ,Urn, m ~ 1, are all positions 
from U below q then due to COMP(s/q) (since q > A) normalization of s at 
p can be achieved by normalizing s at Ul,"" Urn followed by normalizing the 
resulting term at q. 

•	 If u E U is strictly minimal among U U QI such that q1, ... , qn are all positions 
from QI stricHy below u then normalization of s at u can be achieved by first 
normalizing s at ql,"" qn yielding let's say s and then normalizing in s the 
subterm hat(s)/u. But the latter normalization must be empty, i.e. s/u must be 
irreducible. To see this, let us assume that s/u is reducible, let's say at position 
v with rule 11 ~ rl and matching substitution 0"1, i.e. O"I(ld = s/uv. By the 
construction of s we know that s/qi is irreducible for i = 1, ... ,n. Hence, uv > A 
(which follows from u > A) is a non-variable position of both sand 1. Moreover 
we know by the construction of s that s/u = O"'(I)/u for some substitution 0"' 
which.implies O"'(I)/uv = 0"1 (Id. But this means that there exists a critical pair 
between the rules 11 ~ rl and 1~ r which is not a critical overlay due to uv > A. 
Hence we have a contradiction to OS(R). 

In summary this means that we have s --±1----+u s' ~* S" ~p.l_r t' and s ~p.l_r t ---:ll 
--t~~ t' with COMP(t/to) for all w E Qr due to {t/wlw E Qr} ~ {s/vlv E QI} and 
COMP(s/v) for all v E O(s) with v > A. Hence choosing W:= Qr we are done. • 

Now we are prepared to state and prove the following main result. 

Theorem 3.20 For any TRS R we have: 

(a) OS(R) /\ JCP(R) /\ IN(R) ===} SN(R) /\ CONF(R) , and 

(b) OS(R) /\ JCP(R) ===} [Vs: [IN(s) ===} SN(s) /\ CONF(s)]], 

i. e. any locally confluent and innermost terminating overlay system is terminating and 
confluent (part (a)) which also holds in the localized version (b). 
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Lemma 3.19 Let ’R. be a TRS with OS('R.) and JCP('R). Moreover let 5 -—>p„_„. t
and s ——H;——>U s’ with COMP(s /u )  for all u € U,  COMP(s / v )  for all '0 € O(s)  with
v > p, U», := {u  E U | u > p‘} 79 @ and s /u  reducible for all u € U”. Then there exists
a term t' and W ; O(t) such thats  ——H——+U s' ——++ t' and t %»ä} t’ with COMP(t/w)
for all w E W.

‚ Proof: Let 'R, s ,  t ,  s’, p, l —+ r and U be given as above. W.l .o.g.  we may assume
p = A which implies u > A for all u E U (due to the assumption U)? := {u  E U I u >
P} # @). Define Q: == {q € 00)  I 1 /q  € V}  _C_. ()(—<>“), Qr == {q € 0(7‘) | T/q  € V}  S 0 (0 -

Due to OS  (R)  we know that for every redex s/q of s with q > A we have q 2 q’ for
some q' 6 Q:. Hence, every n E U is. below or above some q 6 Q:. Now we define s”
by s —$i—>Q‚ s”, t’ by t +5: t’ and Show that s "H—‘U s' %??? s” ——->„‚;__„. t' holds
(by appropiately rearranging certain reduction sequences). To this end we consider all
those positions from U U P; which are minimal among U U Q; w.r.t .  5 .

. If q 6 Q; is minimal among U U Q; such that u l ,  . . . , um, m 2 1, are all positions
from U below q then due to COM P(s /q )  (since q > A) normalization of s at
p can be achieved by normalizing s at 21.1,. . . ‚um followed by normalizing the
resulting term at q .

. If u 6 U is strictly minimal among U U Q; such that q1,...‚q„ are all positions
from Q; strictly below it then normalization of s at u can be achieved by first
normalizing s at q1 , . . . , qn  yielding let’s say 3“ and then normalizing in g the
subterm hat(s)/u. But the latter normalization must be empty, i.e. s / a  must be
irreducible. To see this, let us assume that §/u is reducible, let’s say at position
v with rule II ——> r1 and matching substitution 01, i.e. 01(l1) = §/uv. By the
construction of ä we know that 3/11,— is irreducible for i = 1 , .  . . , n .  Hence, no > /\
(which follows from u > A) is a non-variable position of both s and l .  Moreover
we know by the construction of ä that ä/u = a"(l)/u for some substitution or’
which implies o'(l)/uv = 01(l1). But this means that there exists a critical pair
between the rules ll —-> r1 and l —-> r which is not a critical overlay due to an > Ä.
Hence we have a contradiction to OSCR).

In summary this means that we have s ——&—>U s’ -—-+“' s” —>p‚;_„ t’ and s —+p‚;_„. t —,H
——->ä‚1_ t’ with COMP( t /w)  for all w E Q,  due to { t /w lw  E Q,}  g { s / v l v  e Q,}  and
COMP(s /v)  for all v 6 0(3)  with v > A. 'Hence choosing W := Q,  we are done. I

Now we are prepared to state and prove the following main result.

Theorem 3 .20  For any TBS R we have:

(a) OSC/?,) A JCP(’R) /\ IN('R) => SN('R) A CONF(’R),  and

(6) OS('R‚) A JCP(R) => [Vs : [IN(s)=>SN(s) /\ CONF(s)]],

i.e. any locally Confluent and innermost terminating overlay system is terminating and
confluent (part (a) ) which also holds in the localized version (b).
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Proof: It suffices to prove (b) since (a) follows from it. For a proof of (b) by 
contradiction let 'R be a TRS with the assumed properties OS('R) and JCP('R) and let 
to be a term with I N(to) but not SN(to). Then we consider a 'minimal' counterexample 
for to, i.e. an infinite derivation 

D to -+ t 1 -+ t 2 -+ ... 

satisfying 

(1)	 Vj ~ 0 : oo(tj) ,and 

(2)	 Vj ~ 0 VSj : [tj -+p tj+l 1\ tj -+q Sj with q > p] ==} -'oo(Sj). 

The minimality assumpti<>n (2) says that reduction steps are performed at deepest pos­
sible positions. This means in particular that innermost reduction steps are preferred 
as long as possible. Due to I N(to) there must exist some first non-innermost step in 
D, let's say t n -+p,l-r tn +l' The minimality assumption (2) implies SN(t) and hence 
COMP(t) (due to JC P('R» for every proper subterm t of in/Po By applying lemma 
3.18 and using (2) we know that there exist (uniquely defined) terms Sn, Sn+! and 
p ~ O(tn), p > p' for all p' E P =1= 0, Q ~ O(tn+d with tn ---±i-----+p Sn -+p,l_r Sn+I 
and tn+! --B--+~1 Sn+l such that -,oo(sn) and COMP(tn+dq) for all q E Q. Moreover, 
oo(tn+d _and -'00(sn+d imply tn+1 =J. Sn+l, hence tn+1 --tJ;--+Q Sn+l' 

In order to obtain a contradiction to -'oo(sn), it suffices to prove that Sn -+ Sn+l can 
be extended to an infinite reduction sequence. For that purpose it is sufficient to show 
that 

whenever we have tm -tt--+u Sm with oo(tm), -'oo(sm) and COMP(tmlu) for 
all u E U 

then there exists an index m' > m, a term Sm' and a set U' ~ O(tm ,) with 
Sm -++ Srn', tm, --tJ;--+u' Sm', -'00(sm,)22and COMP{tm,lu) for all u E U'. 

Hence, let t m ~u Sm with 06(tm) and tm -+p,l-r tm +! (for arbitrary m > n) and 
assume w.l.o.g. that tmlu is reducible for all u E U. Then we have to distinguish the 
following three cases: 

(a)	 VuE U : ulp: In this case we can choose m' = m + 1 and Sm' = Sm+! is obtained 
from Sm by applying 1 -+ r at position p, i.e. we get tm ~u Sm -+p,l_r Sm+}, 
tm -+p,l-r tm+I ~u Srn+! with -,oo(sm+d and COMP(tm+du) for all 'U E U 
as desired. 

(b)	 :lu E U : u > p: From the minimality assumption (2) we know COMP(tmlq) 
(due to JCP(R» for all q > p, q E O(tm)' Hence, applying lemma 3.19 we 
get a term Sm+l and a set W ~ O(tm+!) with Sm -++ Sm+!, tm+1 ---:lJ;-t~ 
Sm+!, -'oo(sm+d and COMP(tm+!/w) for all w E W. Moreover, -,oo(sm+d and 
oo(tm+d imply tm+1 =1= Sm+!, hence tm+1 --tJ;--+w Sm+! as desired. 
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Proof: It suffices to prove (b) since (a) follows from it. For a proof of (b) by
contradiction let ’R be a TRS with the assumed properties 050?.) and J C P(’R) and let
to be a term with I N (to) but not S N (to). Then we consider a ’minimal’ counterexample
for to, i.e. an infinite derivation

D:  tg-—+t1-—>t3——>~

satisfying

(1) Vj 2 0 : oo(t,-) , and

(2) Vj 2 0 Vs,- : [ i j  -+pt,-+1 A tj —->q s,- with q > p]  ==> “100(sj).

The minimality assumption (2) says that reduction steps are performed at deepest pos-
sible positions. This  means in particular that innermost reduction steps are preferred
as long as possible. Due to IN (to) there must exist some first non-innermost step in
D, let’s say 111, ”in“, t n“ .  The minimality assumption (2) implies S N (t) and hence
C OM P( t )  (due to  JCP(’R)) for every proper subterm t of t„ /  p. By applying lemma
3.18 and using (2) we know that there exist (uniquely defined) terms 3“, sn+1 and
P ; O(t„)‚  p > p’ for all p’ 6 P # @, Q ; O(t„‚+1) with tn $}: Sn —->p‚;_.„. su.”
and tn.“ _;H—aäl an.” such that -uo<>(s,,) and COMP(t , ,+1/q)  for all q € Q .  Moreover,
oo( t , ,+1 )_and  “00 (5n+1)  imp ly  t n+1  # 5n+13  hence  t n+1  -—H‚-—}Q Sn+1 .

In order to obtain a contradiction to  “100(sn), i t  suffices to prove that .s,1 —> Sn.“ can
be extended to an infinite reduction sequence. For that purpose i t  is sufficient to show
that

whenever we have tm _}i—W sm with 00(tm), noo( sm)  and COMP(tm/u) for
all u E U

then there exists an index m' > m,  a term sm: and a set U’ Q 0 ( tm: )  with
sm -—r+ Sm}, tm: —H—*U' sm}, floo( smr )22_and  COMP(tm: /u)  for all u E U'.

Hence, let tm —.—J;L——+U sm with oo(t‚„) and tm —+„‚;_.‚.‚. im“ (for arbitrary m > n )  and
assume w.l.o.g. that tm / u is reducible for all u € U. Then we have to distinguish the
following three cases:

(a)  Vu  € U : ulp :  In this case we can choose m’  == m+  1 and sm: = sm+1 is obtained
from sm by applying I —-—> r at position p, i.e. we get tm —{;‚l——>U 3m ———>p‚;_.„. sm“ ,
tm "’pJ—w tm.“ —$£—>U sm.” with floo( sm+1)  and COMP(tm+1/u)  for all "u 6 U
as desired.

(b) Hu € U : u > p :  From the minimality assumption (2) we know COM P(tm /q)
(due to JCP(’R)) for all q > p, q € 0(tm). Hence, applying lemma 3.19 we
get a term sm“ and a set W g O(tm+1)  wi th  sm ——++ sm+1‚ tm“ %}
sm“ ,  fio 'o ( sm+1)  and COMP(tm+1/w)  for all w E W. Moreover, woo(sm+1)  and
oo(tm+1) imply im.” # sm+1‚ hence tm“ —-H‚—>w sm“ as desired.
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(c)	 ::J u E U : p 2:: u: In this case Sm+l is defined by t m -+p,l_r t m+1 ---!:l:--+i}1 Sm+I' 23 

From tm ~u Sm, COMP(tmju) for all u E U and p 2:: u for "ome u E U we 
get COMP(tm+I/u) for all u E U, and Srn = Srn+I' Moreover, -,oo(sm) implies 
-'oo(srn+d which together with oo(tm+d yields tm+1 =I Sm+!, hence tm +1 --i!:-+u 
Sm+I' The only problem now is that the reduction sequence passing by Sm is 
not properly extended due to Sm = Sm+!' But from COMP(tm/u) for all u E U 
we know that only finitely many subsequent steps in D can take place below 
positions from U. Hence, eventually case (a) or case (b) applies again in which a 
proper extension of the reduction sequence passing by Sm is possible as desired. 24 

By induction we can conclude that there exists an infinite derivation starting from Sn' 

But this is a contradiction tQ -'oo(sn). Hence we are done. _ 

Note that for proving theorem 3.20 we cannot apply the (simpler) construction used 
for proving theorem 3.10 by means of parallel (unique) one-step reduction. The crucial 
point is that reduction of some term t at some position p need not be unique since 
critical overlays are allowed. But - as we have shown - it is possible to modify the 
construction by performing parallel normalization steps instead of parallel reduction 
steps. 

Note moreover that we cannot weaken the precondition of theorem 3.20 by omitting 
the requirement JC peR). To wit, consider 

Example 3.21 25 Let R be the TRS consisting of the rules 

f(a,b,x)-+f(x,x,x), G(x,y)-+x, G(x,y)-+y. 

Obviously, n is an innermost terminating overlay system but it is no.t strongly nor­
malizing as can be seen from the infinite (cyclic) derivation 

f(a,b,G(a,b»	 -+ f(G(a,b),G(a, b), G(a,b») 
-+ f(a,G(a,b),G(a,b») 
-+ f(a,b,G(a,b) 

Moreover, omitting the condition OS(R) in theorem 3.20 is not possible, either. Con­
sider e.g. 26 

22Note that this is an implicit consequence of Sm ---+ Sm' and rn' > rn, hence it could be omitted 
here. 

23More precisely, the definition of Sm+l depends on whether tm+!/u is reducible for at least one 
u E U. In this case sm+! is defined by tm+l -t:t-+u Sm+!' Otherwise, i.e. if tm+du is irreducible for 
all u E U then we define srn+! := t m+!. 

24 Formally, this can be proved by an additional easy iriduction. 
25Note that by partitioning these 3 rules into'R. l := {f(a,b,"x) --- f(x,x,x)} and 'R.2 := {G(x,y)--­

x, G(x, y) --- y} we obtain Toyama's counterexample to modularity of termination (cf. [Toy87a]). 
26See also example 3.16 which is already a counterexample to this conjecture. 
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(c) 3 u E U : p 2 u: In this case sm+1 is defined by tm aw...” im“ ——H——+äl sm+1.23
From tm _];L—m 5m, COMP( tm/u )  for all u E U and p __>__ u for some it E U we
get COMPUmH/u) for all u 6 U, and sm = sm“ .  Moreover, *100(sm) implies
poo( sm+1)  which together wi th  oo(tm+1) yields tm.“ % sm“ ,  hence im“ "li-"U
sm“ .  The only problem now is that the reduction sequence passing by sm is
not properly extended due to sm = sm“ .  But  from COM P( tm /u )  for all u 6 U
we know that only finitely many subsequent steps in  D can take place below
positions from U. Hence, eventually case (a) or case (b) applies again in which a
pr0per extension of the reduction sequence passing by sm is possible as desired.“

By induction we can conclude that there exists an infinite derivation starting from s“ .
But this is a contradiction to poo( s , , ) .  Hence we are done. I

Note that for proving theorem 3.20 we cannot apply the (simpler) construction used
for proving theorem 3.10 by means of parallel (unique) one-step reduction. The crucial
point is that reduction of some term t at some position p need not be unique since
critical overlays are allowed. But -—— as we have shown —— i t  is possible to modify the
construction by performing parallel normalization steps instead of parallel reduction
steps.

Note moreover that we cannot weaken the precondition of theorem 3.20 by omitting
the requirement J C FÜR). To wit, consider

Example 3 .21  25 Let ’R be the TRS consisting of the rules

f(a‚b‚x)-+f(x‚x‚w)‚ Chm-’33 ,  G(x ‚y ) ->y .

Obviously, ’R. is an  innermost terminating overlay system but it  is not strongly nor-
malizing as can be seen from the infinite (cyclic) derivation

f ( a ,  b ,  GUI, b) )

f(a‚b‚G(a‚b)) -—+ f(G(a‚b)‚G(a‚b)‚G(a‚b))_, f(a,G(a,b),G(a,b))

Moreover, omitting the condition OSCR) in theorem 3.20 is not possible, either. Con-
sider e.g.26

22Note that this is an implicit consequence of sm —+"' sm: and m’ > m, hence it could be omitted
here.

23More precisely, the definition of sm“ depends on whether tm+1 /u  is reducible for at least one
u E U.  In this case Sm.“ is defined by tm+1 +!) sm“ . Otherwise, Le. if tm+1 /u  is irreducible for
all u € U then we define sm.“ :=tm+1.

24Formally,  this can be proved by an additional easy, induction.
25Note that by partitioning these 3 rules into R1  :=: { f (a ,  b,'x) -—+ f(::‚ :|:, x)}  and R2 :=  {C(z ,  y) —->

a:, G(x, y) —+ y} we obtain Toyama’s counterexample to modularity of termination (cf. [Toy87a]).
26See also example 3.16 which is already a counterexample to this conjecture.
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Example 3.22 27 Let R be the TRS consisting of the rules 

f(a,b,x) -. f(x,x,x), a -. c, b -. c, f(x,y,.z) -. c, G(x,Y,y) -. x, G(y,x,y) -. x. 

Here, R is innermost terminating and all critical pairs are joinable (the system is 
even confluent) but there are two critical pairs which are no critical overlays and R is 
non-terminating as witnessed e.g. by 

f(a, b, G(a, b, b)) -. f(G(a, b, b), G(a, b, b), G(a, b, b)) 
-. f(a, G(a, b, b), G(a, b, b)) 
--+ f(a, G(e, b, b), G(a, b, b)) 
--+ f(a,G(e,b,e),G(a,b,b)) 
--+ f(a,b,G(a,b,b)) 
-. 

According to theorem 3.1(3) (NO + LL + IN) implies SN, too. Theorem 3.10 says 
that even (NO + IN) implies SN. Moreover, from theorem 3.20 we know that the 
weaker property (OS + JCP + IN) implies SN, too. In view of these results another 
interesting conjecture would be the following: 

(CONF + LL + IN) => SN. 

But agai? this is not true in general. 

Example 3.23 (example 3.17 continued) Let R be given by the rules f(a) --+ f(a) and 
a -. b. Obviously, this system is confluent, left-linear and innermost normalizing but 
is clearly non-terminating. 

By weakening the no-overlap requirement of lemmas 3.5, 3.12 and theorem 3.13 in 
a manner analogous to theorem 3.20 one might be tempted to state the following 
conjectures which would be generalizations of theorem 3.1(2), (4) and (5). 

(Cl) OS(R) 1\ JCP(R) =>	 [WIN(R) => IN(R) 1, 
(C2) OS(R) 1\ JCP(R) =>	 there is no innermost reduction step s ~ t 

in R with oo(s) and -'oo(t) , and 

(C3) OS(R) 1\ JCP(R) 1\ N E(R) => [WN(R) => SN(R) ]. 

But (Cl), (C2) and (C3) are all refuted by the following very simple counterexample. 

Example 3.24 Let R consist of the two rules a --+ a and a --+ b. Clearly, R is a 11,011,­

erasing overlay system where the only critical pair is ajoinable overlay. Moreover, every 
term has a normal form that can be computed b.y innermost reduction, but obviously "'­
is not innermost terminating and hence not strongly terminating, too. Furthermore we 
have a ~ b with oo(a) and -,oo(b). 

27Note that by partitioning these rules into 'R l := {/(a, b, x) - f(x, x, x), a _ c, b - c, f(x, y, z) _ 
c} and'R2 := {G(x, y, y) - x, G(Yl X, y) - x} we obtain a counterexample to modularity of complete­
ness (cf. [Dro89]). 
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Example 3 .22  27 Let R be the TBS consisting of the rules

f ( a ,b , : r )  _" f ( xaxax ) s  a -—+ C ,  b __} C ,  f oca l /1 ‘2 )  "" Cu G($1gvy )  _") 3:1 G(y , x , y )  -—> 33“

Here, R is innermost terminating and all critical pairs are joinable {the system is
even confluent) but there are two critical pairs which are no critical overlays and 'R is
non-terminating as witnessed e.g. by

f(a': b1 G(aa  ba  b ) )  f (G(aa  b:  b ) :  C(aa  b :  b ) :  GT“: l), b) )

“a, Goa, b, 6), Go,  b, b))
f (a ,  G'(c, b, b), G(a, b, b))
f ( aa  C(c !  b i  C) ,  0(a )  b )  b ) )

f (a ,  b, C(a ,  b, b))
l l

l l
l l

‚»

According to theorem 3.1(3) (NO + LL + IN) implies SN, too. Theorem 3.10 says
that even (N  O + IN) implies SN.  Moreover, from theorem 3.20 we know that the
weaker property (OS  + J C P + IN) implies SN ,  too. In View of these results another
interesting conjecture would be the following: .

(CONF + LL + IN) => SN.
But again this is not true in general.

Example 3.23 (example 3.17continued) Let 'R be given by the rules f(a) —-> f(a) and
a ——> b. Obviously, this system is confluent, left-linear and innermost normalizing but
is clearly non-terminating.

By  weakening the no—overlap requirement of lemmas 3.5, 3.12 and theorem 3.13 in
a manner analogous to theorem 3.20 one might be tempted to state the following
conjectures which would be generalizations of theorem 3.1(2), (4) and (5).

(C l )  OS(’R)/\JCP('R‚) => [WIN(’R)  => IN( ’R . ) ] ,

(C2) OS(’R) A J C P(T\’.) => there is no innermost reduction step 3 T’ t
in 'R with oo(s) and noo( t )  , and

(C3) OS(’R.) A JCP(R) A NECK) => [ WN(’R‚) => SN('R‚) ].

But (C  1), (C2) and (C3) are all refuted by the following very simple counterexample.

Example 3 .24  Let 'R consist of the two rules a —> a and a ——> b.  Clearly, ’R. is a non-
erasing overlay system where the only critical pair is a joinable overlay. Moreover, every
term has a normal form that can be computed by innermost-reduction, but..obviously 'R.
is not innermost terminating and hence not strongly terminating, too. Furthermore we
have a ,—-+ b with 00(0) and -IOO(b).

”Note that by partitioning these rules into 721 : :  { f (a ,  b ,  ::) -—> f ( x ,  a:, x ) ,  a —-> c ,  b --+ c ,  f(.v, y ,  z )  _»

c} and R2 :=  {G(a:‚ y ,  y) --> a:, G(y,  ::, y) —+ :c} we obtain a. counterexample to modularity of complete-
ness (cf. [Di-089]).
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4 Applications to Disjoint and Non-Disjoint Unions 
of TRSs 

We shall now consider modular properties of TRSs and apply our previous results in 
order to derive some interesting new results and provide simplified proofs of known 
ones. Let us first give a brief (and incomplete) overview of known results in this field. 
Modular properties of term rewriting systems, i.e. properties which are preserved under 
disjoint union!?, have attracted an increasing attention within the last few years. From 
a theoretical point of view and also for efficiency reasons it is very useful to know 
whether a combined TRS has some property whenever this property already holds for 
the single 'modules'. A simple and natural way of such 'modular' constructions is given 
by the concept of 'direct sum' ([Toy87b]) or 'disjoint union'.28 Two TRSs 'R,t and'R,2 
over disjoint signatures Ft and F2 , respectively, are said to be disjoint if Ft and F2 

are disjoint, i.e. Ft n F 2 = 0 (in that case 'R,t and 'R,2 are necessarily disjoint, too). 
The (disjoint) union of two disjoint TRSs 'R,t, 'R,2 is denoted by 'R,t EB'R,2. We shall 
also speak of the disjoint union of 'R,I and R 2 using the implicit convention that 'R,t 
and R 2 are assumed to be disjoint TRSs. A property P of TRSs is said to be modular 
if the following holds for all disjoint TRSs RI, 'R,2: R t EB R 2 has property P iff both 
'R,I and'R,2 have property p. 29 

Toyama [Toy87b] has shown that confluence is modular. The termination property, 
however, is in general not modular as witnessed by the following counterexample of 
[Toy87b] (cf. example 3.21) : 

Example 4.1 Consider the TRSs given by 
R t : f(a,b,x) - f(x,x,x) and 'R,2 G(x,y) - x 

G(x,y) - y. 

Clearly, both R t and R2 are terminating, but R t EB R 2 admits e.g. the following infinite 
derivation: 

f(a,b, G(a, b)) -RI f(G(a,b),G(a, b), G(a, b)) 
-'R2 f(a, G(a, b), G(a, b)) 
-R2 f(a, b, G(a, b)) 
-'RI 

Note, that in this example 'R,2 is not confluent. Other, more complicated examples by 
Klop & Barendregt as well as by Toyama gathered in [Toy87a] show that R t EB'R2 may 
be non-terminating even if R t and R2 are both terminating, confluent and interreduced. 

All these counterexamples have some common feature. Namely, one of the systems 
contains a duplicating rule,30 i.e. a rule l - r where some variable occurs strictly more 

28 Roughly spoken, the concept of 'direct sum' as defined in [Toy87b] is slightly more general than 
that of 'disjoint union' because it allows for renaming function symbols in order to obtain disjointness. 

29Later on we shall also consider invariance properties of combination mechanisms which are more 
general than 'direct sum modularity'. 

30Such a TRS is said to be duplicating. 
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4 Applications to Disjoint and N on-Disjoint Unions
of TRSs

We shall now consider modular properties of TiRSs and apply our previous results in
order to derive some interesting new results and provide simplified proofs of known
ones. Let us first give a. brief (and incomplete) overview of known results in this field.
Modular pr0perties of term rewriting systems, i.e. properties which are preserved under
disjoint unions, have attracted an increasing attention within the last few years. From
a theoretical point of view and also for efficiency reasons i t  is very useful to know
whether a combined TRS has some property whenever this property already holds for
the single ‘modules’. A simple and natural way of such ‘rhodular’ constructions is given
by the concept of ‘direct sur‘h’ ([Toy87b]) or ‘disjoint union’.28 Two TRSs R1 and R2
over disjoint signatures 7:1 and .772, respectively, are said to be disjoint if ‚771 and .72
are disjoint, i.e. 7:1 0 7:2 = @ (in that case R1 and ”Rz are necessarily disjoint, too).
The (disjoint) union of two disjoint TRSs R1,  R2 is denoted by 721 ED R2.  We shall
also speak of the disjoint union of 721 and R2 using the implicit  convention that R1
and 722 are assumed to be disjoint TRSs. A property P of TRSs is said to be modular
if the following holds for all disjoint TRSs R1, R2:  R1 69 R; has property P iii both
R1 and 722 have property P.29

Toyama [Toy87b] has shown that confluence is modular. The termination property,
however, is in  general not _modular as witnessed by the following counterexample of
[Toy87b] (cf. example 3.21) :

Example 4 .1  Consider the TRSs given by
R1 : f(a,b,:r) -—+ f(a:,:r,:c) and R2 : G(:r,y) —-> so

G(w‚y)  —+ y-

Clearly, both R1 and Rz are terminating, but R1 GBR; admits e.g. the following infinite
derivation:

f ( a ,  b, G(a ,  b)) ""R; f (G(a ,  b), G(a,  b), G(a ,  b))
“**‘Rg f (a ,G(a ' ,  b) ,G(a,b))
—>1;2 f ( a ,b ,G(a ,b ) )

—+R1

Note, that in this example R2 is not confluent. Other, more complicated examples by
Klop & Barendregt as well as by Toyama gathered in [Toy87a] show that R1 @722 may
be non—terminating even if RI and R2 are both terminating, confluent and interreduced.

All these counterexamples have some common feature. Namely, one of the systems
contains a duplicating rule,30 i.e. a rule l ——+ r where some variable occurs strictly more

28Roughly spoken, the concept of ‘direct sum’ as defined in [Toy87b] is slightly more general than
that of ‘disjoint union’ because i t  allows for renaming function symbols in order to obtain disjointness.

”Later on we shall also consider invariance properties of combination mechanisms which are more
general than ’direct sum modulari ty’.

30Such 3. TBS is said to be duplicating.
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often in r than in 1, and the other system contains a collapsing rule l' ...... r', i.e. r' is 
a variable31 . As proved in [Rus87] termination is modular for the class of collapse-free 
TRSs as well as for the class of non-duplicating systems. In [Mid89] it is shown that the 
disjoint union R 1 EB R 2 of two terminating TRSs R 1 , R 2 is again terminating whenever 
one of the systems is non-duplicating and collapse-free. Moreover, as shown in [K090a], 
simple termination is a modular property of (finite) TRSs, i.e. whenever two (finite) 
TRSs R 1 , R 2 can be shown to be terminating by means of simplification orderings then 
this holds for their disjqint union, too. A unified approach to modular termination of 
rewriting is provided in [Gra91], [Gra92a], [Gra93] where still more general sufficient 
conditions for modularity of termination are presented. 

Some extensions and generalizations of these known results on modular termination to 
the case of conditional TRSs as well as to some restricted classes of non-disjoint unions 

< 

of TRSs can be found in [Mid90], [K090b], [Mid93], [Gra92c], [Gra93] and [OhI93]. 

An interesting result not subsumed by other ones is due to [TKB89] where it is shown 
that completeness is modular for left-linear TRSs. 

The main link between our abstract results proved in the previous section and the 
problem of modular termination of rewriting is provided by the following easy but 
fundamental result. 

Lemma-4.2 Innermost termination (IN) is a modular property of TRSs. 

Proof: Let Ril
, R{2 be disjoint innermost terminating TRSs. Then we show by 

structural induction that I N(t) holds for all t E T(Fi I±J :F2 , V). If t is a variable 
then I N(t) is trivially satisfied. If t is a constant of :F1 I±J :F2 then I N(t) is satisfied 
by assumption. If t = f(t 1 , ••• , tn) then we have by induction hypothesis I N(t 1 ) 1\ 

. .. 1\ I N(tn). W.l.o.g. we may further assume f E :F1 . Now, if t is irreducible (w.r.t. 
R 1 I±J R 2 ) we are done. Otherwise, we know by induction hypothesis that for every 
i E {I, ... , n} every innermost derivation of ti is eventually terminating. This means 
that every innermost derivation starting with t is either terminating or has the form 
t = f(t 1 , ••• , tn) ,...... * f(t~, ... , t~) ...... >. ••• where t~, ... , t~ are all irreducible (w.r.t. 
R 1 I±J R 2 ). If in the latter case t' := f( t~, ... , t~) were not innermost normalizing, i.e. 
ooi( t'), we could conclude that R 1 is not innermost normalizing (this is easily seen by 
replacing every maximal subterm Sl, ..• , Srn of t with root( Si) E :F2 by a fresh variable 
Xi such that Xj = Xk whenever Sj = Sk)' • 

Note that weak normalization and weak innermost normalization are modular proper­
ties of TRSs, too, as shown in [BKM89], [Dro89] and [KK90]. 

Combining lemma 4.2 with theorem 3.10 we {)btain 

Theorem 4.3 Termination (and hence completeness) is modular for the class of non­
overlapping TRSs. 

31 A system without collapsing rules is said to be collapse-free. 
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often in r than in l, and the other system contains a collapsing rule l '  -> r’, i.e. r’ is
a variable“. As proved in [RusS7] termination is modular for the class of collapse—free
TRSs as well as for the class of non-duplicating systems. In [Mid89] it is shown that the
disjoint union ’Rl GBR; of two terminating TRSs R1 ,  R2 i s  again terminating whenever
one of the systems is non-duplicating and collapse-free. Moreover, as shown in [K090a],
simple termination is a modular property of (finite) TRSs, i.e. whenever two (finite)
TRSs Rn R2 can be shown to be terminating by means of simplification orderings then
this  holds for their disjoint union,  too. A unified approach to modular termination of
rewriting is provided in [Gra91], [Gra92a], [Gra93] where still more general sufficient
conditions for modularity of termination are presented.
Some extensions and generalizations of these known results on modular termination to
the case of conditional TESS as well as to some restricted classes of non-disjoint unions
of TRSs can be found in [Mid90], [K090b], [Mid93‘], [Gra92c], [Gra93] and [Ot3].
An interesting result not subsumed by other ones is due to [TKB89] where it is shown
that completeness is modular for left-linear TRSs.

The main link between our abstract results proved in the previous section and the
problem of modular termination of rewriting is provided by the following easy but
fundamental result.

Lemma—4.2 Innermost termination (I N) is a modular property of TRSs.

Proof: Let 'Rf‘, R? be disjoint innermost terminating TRSS. Then we show by
structural induction'that I N (t) holds for all t € T(f1 ltJ f2 ,V) .  If t is a variable
then I N (t) is trivially satisfied. If t is a constant of fl lid fg then I N (t) is satisfied
by assumption. If t = f ( t 1 ,  . . . , t n )  then we have by induction hypothesis IN( t1 )  A

A IN(t„). W.l.o.g. we may further assume f € ‚7:1. Now, i f t  is irreducible (w.r.t.
R; w 73;) we are done. Otherwise, we know by induction hypothesis that for every
i E {1,  . . . , n}  every innermost derivation of t,- is eventually terminating. This means
that every innermost derivation starting with t is either terminating oi‘ has the form
t = f ( t1 ‚ . . . , t „ )  ‚.-—-+* f(t’1,...,t:,) _“ where t’1,...,t‘;I are all irreducible (w.r.t.
R1 &) R2) .  If in the latter case 13’ :=  f ( t i ,  . . . ‚%)  were not innermost normalizing, i.e.
00,-(t’), we could conclude that R1 is not innermost normalizing (this is easily seen by
replacing every maximal subterm s l ,  . . . , sm of t with root(s,-) € 7-3 by a fresh variable
1:,- such that x,- = it}, whenever 33- = sk). '

Note that weak normalization and weak innermost normalization are modular proper—
ties of TRSs, too, as shown in [BKM89], [Dr089] and [KK90].
Combining lemma 4.2 with theorem 3.10 we obtain

Theorem 4 .3  Termination (and hence completeness) is modular for the class of non-
overlapping TRSs.

31A system without collapsing rules is said to be  collapse-free.
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Proof: Let 'RI, 'R2 be two non-overlapping and terminating TRSs. Hence we have 
(NO+SN)(Rd and (NO+SN)(R2 ) implying (NO+IN)(Rl ) and (NO+IN)(R2 ). 

Since NO is obviously modular and IN, too, due to lemma 4.2 'ye conclude (NO + 
I N)('Rl EI1 'R2 ). By applying theorem 3.10 we finally obtain (NO +SN)('R l EI1 'R2 ) and 
hent::e (SN + CONF)('Rl EI1 'R2 ) as desired. _ 

Similarly, theorem 3.20(a) yields the following generalized modularity result. 

Theorem 4.4 Termination (and hence completeness) is modular for the class of locally 
confluent overlay systems. 

Proof: Analagous to the p~oof of theorem 4.3 using lemma 4.2 and theorem 3.20(a). 

-
Note that this result is in a sense a variation of the main result of [TKB89] which 
says that (LL + CONF + SN) is modular. Theorem 4.4 states that the left-linearity 
restriction can be dropped if a stronger kind of confluence property is satisfied, namely, 
every critical pair must be a joinable overlay. In other words, (OS + lCP + SN) is 
modular. 

Moreover, example 4.1 shows that dropping lCP is not possible because in general 
(OS + SN) is not modular.
 

Furthermore let us show now that theorem 3.20(a) can be used to give a substantially
 
simplified proof of the main result from [MT91]. For a precise formulation we need
 
some terminology from [MT91].
 

Definition 4.5 ([MT91)} Let'RF be a TRS with:F = CI±JV such that V = {root(1) 11 -+ 

r E 'RF } and C = :F \ V. The symbols in V are said to be defined symbols and those 
in C constructors. To emphasize the partitioning of:F into :F = C I±J V we also write 
('RF,C, V) or ('R,C, V) instead of'RF and say that 'RF = ('R,C, V) is a TRS with con­
structors. Then 'RF is said to be a constructor system (CS) if 

nj

C 2 U U F(t j ),32 i.e. if no left-hand side argument contains a defined 
f(tl , ...•t n;)-rjE'R.1" j=l 

symbol.33 If (R{l ,Cl, Vd, (R{2, C2 , V 2 ) are constructor systems with VI n:F2 = VI n 
(C2 I±JV2 ) = 0 = V2 n(Cl I±JVl) = V2 n:Fl then ('Rl U'R2 )F1 UF2 = ('Rl U'R2 ,Cl UC2 , Vl I±JV2 ) 

is said to be a combination of constructor systems (with disjoint sets of defined symbols 
and common constructors). 

Middeldorp and Toyama have shown in [MT91] that completeness is preserved for 
combinations of constructor systems. In fact, a slightly more general result is proved 
in [MT91]. 

32Note that function symbols from:F which do not occur in rules of'R:F are (by definition) considered 
to be constructors. 

33This definition of constructor system corresponds to what is usually meant when one speaks of a 
constructor discipline (for specifying functions). 
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Proof: Let 721, R2 be two non—overlapping and terminating TRSs. Hence we have
(NO + SN)(’R.1) and (NO + SN)('R2) implying (NO + IN)(’R.1) and (NO + IN)(R2) .
Since N O is obviously modular and IN ,  too, due to lemma 4.2 we conclude (N  O +
IN)(‘R.1 EB R2). By applying theorem 3.10 we finally obtain (NO + SN)(’R1 ® R2) and
hence (SN + CONF)(’R1 ® R2) as desired. I

Similarly, theorem 3.20(a) yields the following generalized modularity result.

Theorem 4 .4  Termination (and hence completeness) is modular for the class of locally
confluent overlay systems.

Proof: Analagous to the proof of theorem 4.3 using lemma 4.2 and theorem 3.20(a).
I

Note that this result is in a sense a variation of the main result of [TKB89] which
says that (LL + C ON  F + SN) is modular. Theorem 4.4 states that the left-linearity
restriction can be dropped if a stronger kind of confluence property is satisfied, namely,
every critical pair must be a joinable overlay. In other words, (OS  + J C P + SN) is
modular.

Moreover, cicample 4.1 shows that dropping J CP is not possible because in general
(OS + SN) is not modular.
Furthermore let us show now that theorem 3.20(a) can be used to give a substantially
simplified proof of the main result from [MT91]. For a precise formulation we need
some terminology from [MT91].

Definition 4.5 ([MT91]} Let R}. be 0. TBS with ‚77 = CUD such that D = {root(l) | l —->
r € 'RJF } and C = f \ D.  The symbols in D are said to be defined symbols and those
in C constructors. To emphasize the partitioning of }" into .7: = C Lt! D we also write
(Rf ,C,  D) or  ('R,C‚ D) instead of??? and say that 7?."- : (R,C,  D) is a TRS with con-
structors. Then R}- is said to be a constructor system (CS) if
C 2 U Ü F(t,-),32 i.e. if no left-hand side argument contains a defined

f(t1,...‚t„_.)-+f‚-e7zf j=1
symbol.33 If (’Rf‘ ‚_Cl‘, D1), (R§2,C2, D2) are constructor systems with D1 n .772 == D1 Fl
(at:—1132) = @ == D2n(CIL+JD‚') —..—.— 132m:l then (RIUR2)}-1Uf2 = (RIUR2,C1UC2,D1&JD2)
is said to be a combination of constructor systems (with disjoint sets of defined symbols
and common constructors).

Middeldorp and Toyama have shown in [MT91] that completeness is  preserved for
combinations of constructor systems. In fact, a slightly more general result is proved
in [MT91].

32Note that function symbols from }" which do not occur in rules of R": are (by definition) considered
to be  constructors.

33This definition of constructor system corresponds to what is usually meant when one speaks of a
constructor discipline (for specifying functions).
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Since any constructor system is by definition a special overlay system we easily obtain 
from theorem 3.20 the following 

Corollary 4.6 For any TRS R we have CS(R) /\ I N(R) /\ lCpeR) =} SN(R) /\ 
CONF(R), i.e. any innermost terminating and locally confluent constructor system 
is terminating and confluent, hence complete. 

Moreover we need the following result. 

Lemma 4.7 The combination of innermost terminating constructor systems (with 
deisjoint sets of defined symbols) is again an innermost terminating constructor system. 

Proof: The proof is very similar to that of lemma 4.2 and uses similar arguments as 
given in [MT9l) in the proof of the fact that weak normalization is preserved under 
the union of constructor systems with disjoint sets of defined symbols. 

Let (R,C, V) = ((RI UR2 )FI UF2 ,Cl UC2 , V I l±JV2 ) be the combination of two innermost 
normalizing CSs (Ril ,C}, Vd and (Rf2 ,C2 , V 2 ). We will show by structural induction 
that for every term t E T(C l±J V, V) we have I N(t). The case t E C l±J 'D l±J V, i.e. if 
t is a constant or a variable, is easy. Now suppose t = J(t}, ... , t n ) and assume by 
induction hypothesis I N(td /\ ... /\ I N(tn). If J is a constructor, i.e. fEe then I N(t) 
follows fr-om I N(td /\ ... /\ I N(t n ). Else we may assume w.l.o.g. f E VI. Clearly, every 
innermost derivation issued by t is terminating or has the form 

with tj irreducible (w.r.t. RI U R 2 ), 1 S; j S; n. If in the latter case t' := f(t~, ... , t~) 

were not innermost normalizing, we could conclude that RI is not innermost normal­
izing, i.e. OOi(t') (w.r.t. Rd. This is easily seen by replacing every maximal subterm 
SI, ..• ,Srn of t with root(Si) E 'D2 by a fresh variable Xi such that x j = Xk whenever 
Sj = Sk. • 

Now it is easy to give a substantially simplified and 'modular' proof of 

Theorem 4.8 ([MT91}) The combination of complete constructor systems (with dis­
joint sets of defined function symbols) is again complete.34 

Proof: Straightforward by combining corollary 4.6 and lemma 4.7. • 

Theorem 3.20 provides us with a rather general approach for ensuring the invariance 
of completeness under certain combinations of TRSs. What is necessary to apply this 

340ne may allow here common defined function symbols under the additional assumption that for 
such symbols the corresponding definition rules have to coincide in both systems. See [MT91] for more 
details and a precise definition of 'composable' constructor systems and 'decomposable' properties of 
constructor systems. 
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Since any constructor system is by definition a special overlay system we easily obtain
from theorem 3.20 the  following

Corollary 4 .6  For any TRSR we have CS(R) A INCR) A JCP(’R.) => SN('R) A
CON F (R) ,  i.e. any  innermost terminating and locally confluent constructor system
is terminating and confluent, hence complete.

Moreover we need the following result.

Lemma 4.7  The combination of innermost terminating constructor systems (with
deisjoint sets of defined symbols) is again an innermost terminating constructor system.

Proof: The proof is very similar to that of lemma; 4.2 and uses similar arguments as
given in [MT9].] in the proof of the fact that weak normalization is preserved under
the union of constructor systems with disjoint sets of defined symbols.

Let (R, C, D)  = ((R1 U'Rz )}-1U}-
2 ,C1  UCg, ’Dl Ltl’Dz) be the combination of two innermost

normalizing CSS (’Rf‘ , C1 , DI) and (Ri? , C2, ”Da). We will show by structural induction
that for every term t E T(C Isl D, V) we have IN( t ) .  The case t E C EJ D s V, i.e. if
t i s  a constant or a variable, i s  easy. Now suppose t == f ( t l ,  . . . , t n )  and assume by
induction hypothesis IN(t1) A . . . A IN(t.,). If f is a constructor, i.e. f 6 C then IN( t )
follows from IN( t1 )  A .  . .A  IN(t , , ) .  Else we may assume w.l.o.g. f 6 D1. Clearly, every
innermost derivation issued by t is terminating or has the form

t—_=f(t1-,...,t,,)7+*f(t',,.,,,t;) rm”-

with t;- irreducible (w.r.t. 721 U 73;), 1 5 j S n. If in the latter case t’ :=  f ( t ; ,  . . . , til)
were not innermost normalizing, we could conclude that R1 is not innermost normal-
izing, i.e. 00,-(t’) (w.r.t. R1). This is easily seen by replacing every maximal subterm
s l ,  . . . ,3", of t with root(s,-) € D2 by a fresh variable a:,- such that xj == sch whenever
$3; = sk .  I

Now it is easy to give a substantially simplified and ’modular’ proof of

Theorem 4.8  ([MT91]} The combination of complete constructor systems {with dis-
joint sets of defined function symbots) is again complete.34

Proof: Straightforward by combining corollary 4.6 and lemma 4.7. I

Theorem 3.20 provides us with a rather general approach for ensuring the invariance
of completeness under certain combinations of TRSs. What is necessary to apply this

34‘One may allow here common defined function symbols under the additional assumption that for
such symbols the corresponding definition rules have to coincide in both systems. See [MT91] for more
details and a precise definition of ‘composable’ constructor systems and ‘decomposable’ properties of
constructor systems.
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result is to define appropriate classes of (not necessarily disjoint) TRSs and/or combi­
nation mechanisms which ensure that the properties OS, JC P and IN are preserved. 
Above we have seen that this is easily possible for combinations of constructor systems 
(with disjoint sets of defined symbols). Moreover it is straightforward to cover the 
more general case of combined systems with shared constructors. 

Definition 4.9 (cf [I<090bj) Let R{i = (RI,C1 , Vd, R{2 = (R2 ,C2 ,V2 ) be TRSs 
with constructors such that VI n 1'2 = VI n C2 = 1'2 n Cl = 0. Then the TRS 
R:F = (R,C, V) = (RI U R 2 ,C1 U C2 , VI l±J 1'2) is said to be a combined system with 
shared constructors (C and disjoint sets VI, V 2 of defined symbols). 

Clearly, every combination q.f constructor systems (with disjoint sets of defined sym­
bols) is a combined system with shared constructors but not vice-versa in general, 
since for the latter defined symbols may occur in left-hand side arguments which is not 
allowed for constructor systems. 

It is easy to s~e that if R:F = (RI U R 2 ):Fl U:F2 = (RI U R 2 ,C1 U C2 , VI l:!J 1'2) is a 
combined system with shared constructors such that RI, R 2 are overlay systems then 
the combined system R:F is an overlay system, too. Moreover we also have CP(R) = 
CP(Rd U CP(R2 ), hence local confluence of R is inherited from local confluence of 
''RI, R 2 • F~rthermore innermost termination of R is also inherited from innermost 
termination of RI, R 2 as shown next. 

Lemma 4.10 Let R:F = (RI U R 2 ):Fi U:F2 be a combined system with shared construc­
tors. Then we have: 

IN(R:F) . 

Proof: The 'if'-direction is trivial and the 'only-if'-direction is completely analogous 
to the proof of lemma 4.7. • 

With the above observation, the preceding lemma and theorem 3.20 we obtain the 
following result as corollary. 

Theorem 4.11 Let R:F = (RI UR2 VlU:F2 be a combined system with shared construc­
tors. Then R:F is a complete overlay system if and only if both Ril and R{2 are 
complete overlay systems, 

Even more generally we shall consider now certain kinds of hierarchical combinations 
of TRSs and show that our main theorem 3.20 is applicable here, too. Hierarchical 
combinations are particularly interesting from a practical point of view, for instance in 
many rewriting based function definition formalisms. For illustration let us consider a 
simple example. 

Example 4.12 Consider the TRSs (CSs) given by 

O+y -+ y F 1 =VI l:!J Cl, 
s(x)+y -+ s(x+y) Cl = {O,s}, VI = {+} 
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result is to define appr0priate classes of (not necessarily disjoint) TRSs and /or combi-
nation mechanisms which ensure that the properties 05', J C P and I N are preserved.
Above we have seen that this is easily possible for combinations of constructor systems
(with disjoint sets of defined symbols). Moreover it is straightforward to cover the
more general case of combined systems with shared constructors.

Definition 4.9 (cf. [K090b]) Let nfl = (R1,C1,D1), n? = macho.)  be T1255
with constructors such that D; fi D; = D; n C2 = D2 fi C1 = @. Then the TRS
Rf = (R,C,’D) = (R1  U 722,61 U 02,301 Ed 9;) is said to be a combined system with
shared constructors (C and disjoint sets DI, D2 of defined symbols).

Clearly, every combination of constructor systems (with disjoint sets of defined sym—
bols) is a combined system with shared constructors but not vice-versa in general,
since for the latter defined symbols may occur in  left—hand side arguments which is not
allowed for constructor systems.

I t  i s  easy t o  see  that  i f  R}- : (R1  U R2)f1Uf2  = (R1  U R2,Cl  U C2,'D1 ['5 D2)  i s  a

combined system with shared constructors such that R1,  R2 are overlay systems then
the combined system R}- is an overlay system, too. Moreover we also have C P(7?‚) =
C P('R1) U C P(’R.2), hence local confluence of ”R is inherited from local confluence of
721, R2. Furthermore innermost termination of ’R is also inherited from innermost
termination-of R1 ,  ”Rz as shown next.

Lemma 4.10 Let R}- = (R1 U ’Rg)’r1""7r2 be a combined system with shared construc-
tors. Then we have:

1N(nf1)/\ mm?) <=» IN(n}').
Proof: The ’if’-direction is trivial and the ’only-if’-direction is completely analogous
to the proof of lemma 4.7. I

With the above observation, the preceding lemma and theorem 3.20 we obtain the
following result as corollary.

Theorem 4.11 Let “R,jr = (R1 U72??—1U}-2 be a combined system with shared construc-
tors. Then Rf is a complete overlay system if and only if both 'Rf‘ and R2?” are
complete overlay systems.

Even more generally we shall consider now certain kinds of hierarchical combinations
of TRSs and show that our main theorem 3.20 is applicable here, too. Hierarchical
combinations are particularly interesting from a practical point of view, for instance in
many rewriting based function definition formalisms. For illustration let us consider a
simple example.

Example 4.12 Consider the T1253 (CSS) given by

R12  0+y  "’ y ga l -$231561 ,

s (m)+y  "* 3($+9)  C l={035}3D1={+}
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0* y -- 0 :F2 = 'D2 l±J C2 , 

8 ( .1') *.If -- .1' * .1} + !J C2 = {O. s ,+ }, D2 = {*} 

where 0 and s(uccessor) common constructors. Here the combined system R F =(1/'( 

(RI U R 2 )F1UF2 neither is a combination of constructor systems (with disjoint sets of 
defined symbols) nor a combilluj system lcith shared constructors. But R F is a hierar­
chical combination of cOllstructor systems in the sense that defined function symbols of 
the base system RI may occur in right-hand sides of R 2 but do not occw' in left-hand 
sides of R z . In other words. the function '*' is defined recursive/y by R z in terms of 
the predefined function '+' of the base system RI. 

Formally we get the following 

Definition 4.13 Let R:? = (Ril.cI.Dd. R{2 = (R{2,CZ'V2 ) be TRSs with con­
structors such that V 2 n (Cl l±J VI ) = 0. .\/0reo 1'1'1'. defining P2 := Cz n VI to be the 
set of predefined symbols (of R{2) IN require that no predefined symbol from P 2 oc­
cU'rs in a left-hand "ide of R 2 . In othu Icord8. defined symbols of Ril may be used as 
predefined (constructor) 8!Jlllbol.::o ill R{2 but only on right-hand sides. Then the TRS 
(RI u R 2 )F

1 UF 
2 is said to be tht bierarcbical combination of (the ba.se system) RI with 

the (non-base system) "'~2 .:3.5 

For such Eases we would still like to be able to infer termination (a.nd confluence) of the 
hierarchical combination R' I uR2 from possibly restricted termination (and confluence) 
properties of RI, R z. The inheritance of local confluence is easily obtained tor the case 
that the combination does not give rise to new critical pairs. Formally we get the 
following. 

Definition 4.14 (ef. (Mid.90}) Two TRSs 'RI, 'R2 are said to be non-interfering if 
CP(R} UR2 ) = CP(Rd U CP('R2 ). 

Lemma 4.15 (cf. [Mid90}) For non-intelj'ering TRSs R· I . R 2 we have: 

i.e., RI U R z i8 locally confl/lent If both RI ([nd R 2 are locally confluent. 

One easily verifiahle criterion for non-interference of TRSs is the following. 

Leplma 4.16 Let R{l. R{2 be TR"8 with root(lhs(R.d)nF(lhs(R2 )) = root(lhs('R2 ))n 
F(lhs(Rd) = 0 u'here lhs(R) denotes the set of left-hand sides of a TRS R, F(t) 
(F(T)) the set of fUllction symbols occurring in a tel'm t (07' a set T of terms) and 
root(t) (root(T)) the 8et of root symbol.s of a term t (or a set T ofiel'ms). Then RI, 
'R.2 are non-inteljering. hence: JCP(Rd f\ JCP(R2 ) ==? JCP(R I U R 2 ). 

35Note that both Ri l and R.:;" are TRSs with constrllctors. but not necessarily constl'Uctor systems 
(CSs). 

R2:  0*y  —'> 0 . f 2=ID2w625
SU“)  * !} -—> .t‘ * y + y C2 : {Ü.s‚_+}.‚ ”D.; : {*}

where 0 and s(uccessor) are common constructors. Here the combined system 72}- =
(721 U R2)T1U}_2 neither is a. combination of constructor systems (with disjoint sets of
defined symbols) nor a combined system wit/ushered constructors. But 'Rf is a hierar-
chical combination of constructor systems in the sense that defined function symbols of
the base system 721 may occur in right—hand sides of 73-2 but do not occur in left-hand
sides of R2 .  In other words. the function ’4: ’ is defined recursively by 722 in  terms of
the predefined function ”+ ' of the base system R1 .

Formally we get the  following

Defin i t i on  4 .13  Let "Ria“ : (Rf‘ .C1. 'D1) .  R?" = (RäflC-ZJDQ) be TRSs with con-
structors such that D; fl (C1 LtJ 'Dl ) = (b. .lloreooe'r. defining P2 := C; ("I DI to be the
set of predefined symbols {ti/”Rf? ) we require that no predefined symbol from 772 oc-
curs i n  a left-hand side o f 'Rz .  In. other words. defined symbols of ’Rf‘ may  be used as
predefined (constructor) symbols in  R? but only on  right-hand sides. Then the TBS
(R1  U Rfl f luß is said to be the hierarchical combination of {the base system) R1 with
the (non-base system) R2535

For such eases we would still like to  be able to  infer termination (and confluence) of the
hierarchical combination 73,1 U722 from possibly restricted termination (and confluence)
properties of R1 .  R2 .  The inheritance of local confluence is easily obtained for the case
that  the combination does not. give rise to new critical pairs. Formally we get the
following.

Defini t ion 4 .14  (cf. [AlidQOfl T wo T833 721, 72.2 are said to  be non-interfering if
CP(’R1 U732) = OFF/21) U CP(’R.2).

Lemma 4 .15  (cf. [tilidgtlfl For non—interfering TRSs 73.1, 72-; we have:

JC'P('R1) /\ .]C'PCRQ) => JC 'P (R1U 'R2) .

i e ,  721 U 732 is locally confluent if both 73.1 and 78.3 are locally confluent.

One easily verifiable criterion for non—interference of TRSS is the following.

Lemma 4.16 Let R f ‘ .  723-3 be TBS; with root(lhs(’R.1))F‘IF(lhs(R2)l == r00t(lhs(Rg))fl
F(lhs('R1)) = (ll where Ilm-(R) denotes the set of left-hand sides of a TBS R ,  FU“)
(F(T)) the set of function symbols occurring in a term t (or a set T of terms} and
root(t)  (root(T))  the set of root symbols of a term t (or a set T of terms).  Then R1 ,
"Rz are non-interfering. hence: JC'P('R.1]/\JC'P(‘R.2) => JC'P(’R‚1 U R2).

}- yr, . . °35Note  that both 721 ‘ and R.;, ' are TRSs With constructors. but not necessarily constructor systems
(CSS).
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The following examples demonstrate some subtleties of hierarchical combinations of 
TRSs. 

Example 4.17 (Example 3.2 continued) Consider the TRSs given by 

RI : f(x,x) ---+ a, f(x,g(x)) ---+ band R 2 : c ---+ g(c). 

Here, both systems are confluent but their hierarchical combination36 zs only locally 
confluent and not confluent any more. 

Example 4.18 ([Gra91}) Consider the TRSs given by 

RI : a --=--+ band R 2 : hex, x) ---+ h(a, b). 

Here, both systems are confluent and terminating but their hierarchical combination is 
only confluent but not terminating any more (consider e.g. the injinite cyclic derivation 
h(b, b) ---+ h(a,b) ---+ h(b, b) .. ·). Note that a E 'DI = P 2 occurs on the right-hand side 
of the RI-rule h(x,x) ---+ h(a,b) below h E'D2 • 

I 

By modifying Example 4.17 above we can show that both termination and confluence 
may be lost"under hierarchical combinations. 

Example 4.19 Consider the TRSs given by 

RI : f(x,x) ---+ a, f(x,g(x)) ---+ b, d ---+ c and R 2 : e(c) ---+ g(e(d)) 

with C = {a, b, c, g}, 'DI = {f, d}, V 2 = {e} and P2 = {d}. Here, both systems are 
confluent and terminating but their hierarchical combination R = RI U R 2 is neither 
confluent nor terminating. We have e.g. f(e(c),e(c)) ---+ a and f(e(c),e(c)) ---++ b in 
R, where both a and bare irreducible. Moreover, e(c) ---+ g(e(d)) ---+ g(e(c)) ---+ ••• is an 
injinite (looping) derivation in R. Note again that in R2 the predejined symbol dE VI 
occurs below e E V 2 in the right-hand side of e(c) ---+ g(e(d)). ' 

The following examples show that for a hierarchical combination of RI with R 2 ter­
mination can get lost if defined symbols are allowed to be nested on left or right-hand 
sides of RI or R 2. 

Example 4.20 37 Consider the TRSs given by 
RI : f(a,b,x) ---+ f(x,x,x) R 2 : g(x,y,y) ---+ x 

f(x,y,z) ---+ c g(y,y,x) ---+ x 
a ---+ c 
b ---+ c 

36Note that the combination is not properly hierarchical since no defined symbol from 'RI is used in 
right-hand sides of'R2 . We have here VI ={I}, V 2 ={cl and P2 =0. In particular, 9 is a common 
constructor. 

37This example which shows that completeness is not a modular property of TRSs is due to [Dro89]. 
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The following examples demonstrate some subtleties of hierarchical combinations of
TRSS.

Example 4.17 (Example 3.2 continued) Consider the TRSs given by

R1 : f(:r:,:t) ——> a ,  f(:1:,g(:r)) —+ b and R2 : c —> g(c).

Here, both systems are confluent but their hierarchical combination36 is only locally
confluent and not confluent any more.

Example 4.18 ([Gra91]} Consider the T1253 given by

R1 : a —'—> b and R2 : h(:c,a:) ——> h(a,b).

Here, both systems are confluent and terminating but their hierarchical combination is
only confluent but not terminating any more ( consider e. g. the infinite cyclic derivation
h(b, b) —> h(a‚'b) ——> h(b, b) - - }. Note that a € D1 = ’P2 occurs on the right-hand side
of the RI —rule h(:z:,a:) ——> h(a, b) below h 6 D2.

1

By modifying Example 4.17 above we can show that both termination and confluence
may be lostgunder hierarchical combinations.

Example 4 .19  Consider the _TRSs given by

R1 : flan-’8) “> 0 ,  f(w‚9($)) -> b,  d -> c and R2 = e(C) —-—> 902020)

with C = {a,b,c,g},  D1 = {f ,  d}, D2 = {e} and P2 = {d}. Here, both systems are
confluent and terminating but their hierarchical combination ’R = R1 U R2 is neither
confluent nor terminating. We have e.g. f(e(c),e(c)) «+ a and f(e(c),e(c)) —>+ b in
'R, where both a and b are irreducible. Moreover, e(c) ——a» g(e(d)) ——-> g(e(c)) —+ . .  . is an
infinite (looping) derivation in 'R. Note again that in R2 the predefined symbol dxe D1’
occurs below 6 6 D2 in the right—hand side of e(c) —> g(e(d)). \

The following examples show that for a hierarchical combination of R1 with R2 ter-
mination can get lost if defined symbols are allowed to be nested on left or right-hand
sides of R1 or 72;.

Example 4 .20  37 Consider the TRSS given by
R1 = f(a‚b‚w) —> flan-r )  ' R2 = many)  “+ x

cf (xayaz )  “" g(y,y,a:) —+ a:
a ——> c
b —> c

36Note  that the combination is not properly hierarchical since no defined symbol from R1  is used in
right-hand sides of R2. We have here ’Dl = { f } ,  92 = {c} and ’P2 = @. In particular, 9 is a common
constructor.

37This example which shows that completeness is not a modular property of TRSs is due to [Dr089].
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where VI = {a,b,f}, V 2 = {g}, C = {cl andP2 = 0.38 Both RI andR2 are easily seen 
to be terminating (and confluent) but R = RI U R 2 is non-terminating. We have e.g. 
an infinite (cyclic) derivation of the form f(a,b,g(a,b,b)) -+ f(a,b,g(a,b, b)) _ .... 
The system R even is a disjoint combination of TRSs. Obviously, the first RI-rule 
contains nested VI -symbols on its left-hand side. 

Example 4.21 (cf. [Kri92J) Consider the hierarchical combination of TRSs given by 

RI : f(x) - x and R 2 : g(x) - f(x), h(a) - h(g(a)) 

with VI = {f}, V 2 = {g, h}, P2 = {f} and C = {a}. Again both systems are clearly 
terminating but their hierarchical combination R = RI U R 2 is non-terminating. We 
have for instance the following infinite (cyclic) derivaion in R: h(a) -R2 h(g(a)) -R2 

h(J(a)) -'Rl h(a) - ... : Here, the right-hand side of the second rule ofR2 contains 
nested V 2-symbols, namely hand g. 

In order to identify (more) principal problems concerning the invariance of termina­
tion (and confluence) under hierarchical combinations we consider now a (simplified) 
schematic version of Example 4.12. 

Example 4.22 Assume that Ril is some complete CS with a set C = {O, s} of con­
structors where some (unary) functions g and hare (pre)defined, i.e. VI = {g, h} such 
that RI is a complete constructor system. Then we consider the hierarchical combina-

f(O) = to 
with

f(s(x)) = g(J(h(x))) 

to some fixed term from T(C) and V 2 = {f}. It is obvious that R 2 is also complete, 
but the interesting question is whether the combined system R:F is terminating (and 
confluent). Intuitively it is clear that the definition of g provided in RI is irrelevant 
for the termination behaviour of f which only depends on the definition of h. For 
instance, if for h interpreted over the natural numbers we have 'h(x) ::; x' for all x 
then the definition of f, i. e. the combined system, is terminating (and confluent, hence 
complete). If however 'hex) > x' for all x then the definition of f is non-terminating 
in the combined system. 

Hence, in order to obtain a sufficient criterion for the invariance of termination under 
such hierarchical combinations we try to solve the above problem by eliminating the 
possibility that predefined function symbols may occur on right-hand sides of the non­
base system below function symbols from V 2 • The above considerations motivate the 
following definitions (cf. Dershowitz [Der92]). 

Definition 4.23 LetR:F = (RI UR2 ):Fl U:F2 with:FI =Cl.:tJVIJ :F2 = (Cl±IP2 )l.:tJV2 39 be 
the hierarchical combination ofRil with R{2. Then we saythat'R2 is flat if symbols 

38Hence, the combination is not only hierarchical but even modular. 
3 9 Note that we assume here w.l.o.g. that the set of constructor symbols of'R.f2 consists of the 

constructor symbols of'R.i' plus the predefined symbols from VI (for a given hierarchical combination 
of R.i' = (R. I , Cl, Vd with R.~2 = (R.z, Cz, Vz) this can always be achieved by taking C to be C ;= 

Cl U (C2 \ VI) and considering (R.l , C, Vd and ('Rz,C, V z) instead of 'Ri' and 'Rf2, respectively. 
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where ’D1 ;: {a ,b , f } ,  D2 = {g},  C = {c} and P2 = (0.38 Both R1 and ”R.; are easily seen
to  be terminating (and confluent) but 7?. = R1 U R2 is non-terminating. We have e.g.
an infinite (cyclic) derivation of the form f (a ,b ,g(a ,b ,  b)) —->+ f (a ,b ,g (a ,b ,  b)) ——+
The system R even is a disjoint combination of TRSs. Obviously, the first Rl-rule
contains nested ’Dl-symbols on  its left-hand side.

Example 4.21 (cf. [Kri92]) Consider the hierarchical combination of TRS’s given by

R1 : f(x) —+ a: and 722 :  9($)—+ f($)‚ k l“ )  “" h(9 (a ) )

with D; = { f } ,  Dz == {g,h}, ”Pg = { f }  andC = {a} .  Again both systems are clearly
terminating but their hierarchical combination R = R1 U R; is non-terminating. We
have for instance the following infinite (cyclic) derivaion in ’R.: h(a) an? h(g(a.)) “>22
h(f(a))  “"‘RI h(a) ——+ - - - 1* Here, the right—hand side of the second rule of R2 contains
nested Dg-symbols, namely h and g .

In order to identify (more) principal problems concerning the invariance of termina—
tion (and confluence) under hierarchical combinations we consider now a (simplified)
schematic version of Example 4.12.

Example 4 .22  Assume that 'Rf’ is some complete CS with a set C = {0 ,3}  of con-
structors where some {unary} functions g and h are (prejdefined, i .e. DI = {g ,  h }  such
that R1 is a complete constructor system. Then we consider the hierarchical combina—

tion R}— = (R1 U R2)f1Uf2 where R? is given by f(0)  = to withf(5(—'v)) == 9(f(h($)))
to some fixed term from T(C) and Dz = { f } .  It is obvious that R2 is also complete,
but the interesting question is whether the combined system R? is terminating (and
confluent). Intuitively it is clear that the definition of 9 provided in R1 is irrelevant
for the termination behaviour of f which only depends on the definition of h .  For
instance, if for h interpreted over the natural numbers we have ’h(a') £ 3: ’ for all a:
then the definition of f ,  i .e .  the combined system, is terminating {and confluent, hence
complete). If however ’h(:r) > a: ’ for all a: then the definition of f is non—terminating
in the combined system.

Hence, in  order to obtain a sufficient criterion for the invariance of termination under
such hierarchical combinations we try to solve the above problem by eliminating the
possibility that predefined function symbols may occur on right—hand sides of the non-
base system below function symbols from D2. The above considerations motivate the
following definitions (cf. Dershowitz [Der92]).

Definition 4 .  23 Let R f :  ('Rl LJ'R2)5’1W”'2 with Ja.—= Cum, f; = (C  U792 )UD239 be
the hierarchical combination of R‘f‘ with 722:”. Then we 'say that R2 is flat if symbols

38Hence,  the combination IS not only hierarchical but even modular.
39Note  that we assume here w .l. o .  g. that the set of constructor symbols of R.;“ consists of the

constructor symbols of R1 plus the predefined symbols from ’Dl (for a given hierarchical combination
of R f ‘ :  (R1 ,  61 ,91 )  with R2“  =(R2 ,C2 ,  DZ) this can always be  achieved by taking C to be  C:
C1 U ( C2 \‘D1 ) and considering (R1, C ’Dl) and (R2,C,  D?) instead of Rf‘ and Rf", respectively.
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from V 2 are not nested, on both sides of the rules of R 2 (that is, no path from the root 
symbol to a constant or variable h.as more than one D 2 symbol along it).40 In this case 
the combined system R F is also said to be flat. Moreover the hierarchical combination 
R F is said to be separated if no predefined function symbol from VI occurs below a 
defined one of V 2 on a right-hand side of R 2 • 

Now we are prepared to state the following interesting result. 

Theorem 4.24 A flat and separated hierarchical combination R F = (RI U R2ViuF2 
is innermost normalizing if and only if both R{i and R{2 are innermost normalizing. 

Proof: The 'only-if' di~ection of the theorem is trivial. Hence let us assume that 
R F = (RI U R 2)F1 U:F2 is a flat and separated hierarchical combination such that both 
RI and R 2 are innermost normalizing. Let VI and V 2 be the set of defined symbols of 
RI and R 2 , respectively, C be the set of common constructors and P2 ~ VI be the set 
of predefined function symbols of R 2 • Assume now for a proof by contradiction that 
R is not innermost normalizing. Then there exists a counterexample, i.e. an infinite 
innermost R-derivation 

W.l.o.g. we:rnay further assume that all proper subterms of to are irreducible (if there 
exists an infinite innermost R-derivation then this derivation either contains a root 
reduction step or else, using the pigeonhole principle, one can extract from it another 
infinite R-derivation starting with a root reduction step). We distinguish the following 
three cases according to where the root symbol of to does stem from and show that in 
each case we obtain a contradiction. 

(a)	 If root(to) E C then to is obviously R-irreducible contradicting the assumption 
ooi(tO)' 

(b)	 If root (to) E VI we know that to has the form to = C[s1, ... ,sn] where C[, ... ,] 
is a context containing only symbols from C U VI U V and SI, ... ,Sn are all the 
maximal subterms of to with root symbol in V 2 • The first step of D above then 
has the form 

with ik E {I, ... , n} for k = 1, ... , m and C'[, . .. ,] is again a context containing 
only symbols from C U VI UV. Since all proper subterms of to are irreducible we 
know in particular that all the Si, 1 ~ i ~ n are irreducible. That means to as 
well as i I are irreducible w.r.t. R 2 . Moreover no innermost R-reduction step in 
D can take place below some Si- Hence any innermostR-reduction step starting 
with t I must again be an innermost RI-step. By induction we can conclude that 
D is an R-innermost derivation using only RI-steps in the 'top R I-layer'.4I This 
implies that we can transform the infinite Ri-innermost derivation D into an 

40Note that in this case 'R2 is in particular a constructor system. 
41 Note that 'RI-steps may create new 'R1-redexes. 

28 

from D; are not nested, on both sides of the rules of "Rz (that is, no path from the root
symbol  to  a constant  o r  variable has more than one  272 symbol along it).40 In this case
the combined system Rf is also said to be flat. Moreover the hierarchical combination
72}- is said to be separated if no predefined function symbol from DI occurs below a
defined one of D; on  a right-hand side of 722.

Now we are prepared to state the following interesting result.

Theorem 4.24 A flat and separated hierarchical combination Rf = (R1 U R2)f1UF’
is innermost normalizing if and only if both 'Rf‘ and 72:” are innermost normalizing.

Proof: The ’only-if’ direction of the theorem is trivial. Hence let us assume that
Rf = (R1 U 'Rgflufi is a flat and separated hierarchical combination such that both
R1 and R2 are innermost normalizing. Let D1 and D2 be the set of defined symbols of
R1 and 72;, respectively, C be the set of common constructors and 792 g DI be the set
of predefined function symbols of R2. Assume now for a proof by contradiction that
’R. is not innermost normalizing. Then there exists a counterexample, i.e. an infinite
innermost ”IE-derivation

Di ta  ""—Pt]  fi t z  f—Pt3  “€*-"“

W.l.o.g. we:ma.y further assume that all proper subterms of to are irreducible (if there
exists an infinite innermost ’R-derivation then this derivation either contains a root
reduction step or else, using the pigeonhole principle, one can extract from i t  another
infinite R-derivation starting with a root reduction step). We distinguish the following
three cases according to where the root symbol of to does stem from and show that in
each case we obtain a contradiction.

(a) If root(to) G C then to is obviously R—irreducible contradicting the assumption
CD,’(to).

(b)  If root(to) € 'Dl we know that to has the form to = C[s l ,  . . . ,  sn] where C[ ,  . . .  ,]
is a. context containing only symbols from C U 171 U V and 51,. . . , 3,, are all the
maximal subterms of to with root symbol in D2. The first step of D above then
has the form

to = C[s l ,  . . . ,sn] ‚am C'[s,-,, . . „s,-„] = t1

with ik € {1, . . . , n }  for k = 1, .  . . ,m  and C'[, . . . ,] is again a context containing
only symbols from C U 'Dl U V.  Since all proper subterms of to are irreducible we
know in particular that all the 55, 1 S i g n are irreducible. That means to as
well as t l  are irreducible w.r. t .  722. Moreover no innermost R—reduction step in
D can take place below some s i .  Hence any innermost „R,-reduction step starting
with t l  must again be an innermost ’Rl-step. By induction we can conclude that
D is an R—innermost derivation using only ’Rl-steps in the ’top lily-layer".41 This
implies that we can transform the infinite R1}- -innermost derivation D into an

40Note that in this case R2 is in particular a. constructor system.
“Note that Rl-steps may create new Rl-redexes.
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infinite nil-innermost derivation D' as follows: For to = C[Sl,"" Sn] as above 
we obtain t' by replacing the maximal 'alien' subterms Si, 1 ~ i ~ n, by fresh 
variables Xi such that Xi = Xj whenever Si = Sj. By this transformation we 
obtain from 

the infinite nil-derivation 

But this is a contradiction to I N(R1 ). 

(c)	 Ifraat(to) E 1)z we·know that to has the form to = C[St, ... ,sn] where C[, ... ,] 
is a context containing only symbols from C U V z U V and St, ... , Sn are all the 
maximal subterms of to with root symbol in Vt . This case is more difficult because 
the first step in D is an innermost Rz-step, i.e. of the form to rR2 t1, which 
may introduce new innermost nt-redexes due to the possibility of predefined 
Vt-symbols on right-hand sides of R z. We shall show now by induction that 
nz is not innermost normalizing which yields a contradiction to the assumption 
I N(Rz). To this end we define a measure for the terms ti which is invariant for 
every innermost RI-step in D and properly decreases for every innermost R z­
step in D. The basic idea is to collect the multiset of all maximal subterms t of 
ti with raat(t) E V z which are R-reducible and to compare these multisets by 
the multiset extension of some appropriate well-founded ordering. Formally we 
define for every ti (0 S i):42 ' 

M(t) := Ht' It' is a maximal n-reducible subterrn of t with raot(t') E V z}} 

and the ordering
 

>:= ( y-+R2 U >st)+ ,
 

i.e. > is the transitive closure of the union of the innermost Rz-reduction relation 
and the proper subterm ordering (denoted by >st). The (finite) multiset extension 
of > is denoted by» and defined as usual. Since ;-tR2 is terminating we know 
that >= ( ;-+'R2 U >st)+ is well-founded. Moreover, » is well-founded if and 
only if > is well-founded. Hence, in order to obtain a contradiction it suffices to 
construct an infinite properly decreasing » chain. Consider now some arbitrary 
step t n ;-t t n +1 in D. We shall prove the following two properties: 

and 

421n the following we use double braces in order to distinguish multisets from sets. For the sa.ke of 
readability the usual set operations are ambiguously used for multisets, too. 
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infinite Rf 1—inne rmos t  derivation D' as follows: For to = C'[.31, . . . ,sn] as above
we obtain t '  by replacing the maximal ’alien’ subterms s i ,  1 g z' _<_ n ,  by fresh
variables :::.- such that x,; = :3,- whenever s ;  = 3 j -  By this transformation we
obtain from

D:  to  T’PlJ l -Wr t l  3"}?2112-"2 t ?  fipalfaéfa  t3  T’tfin

the infinite Rig-derivation

I ,  : I : r . _
D - t o  l r h—"l  t l  ?"}?sq t z  T"P3‚‘3-+fs t a  T'PMr-W4

But this is a contradiction to I N (R1).

(c) If root(to) e Dz weiknow that to has the form to = C[31, . . . , 3“] where C[‚ . . . ‚]
is a context containing only symbols from C U D2 U v and s l ,  . . . , su are all the
maximal subterms of to with root symbol in ’D1. This case is more difficult because
the first step in  D is an innermost 'Rg—step, i.e. of the form to 74122 t l ,  which
may introduce new innermost Rl-redexes due to the possibility of predefined
Dl-symbols on right-hand sides of 76;. We shall show now by induction that
R2 is not innermost normalizing which yields a contradiction to the assumption
I N (73;). To this end we define a measure for the terms t,- which is invariant for
every innermost Rl-step in D and properly decreases for every innermost 72;—
step in D .  The basic idea is to  collect the multiset of all maximal subterms t of
t,- with root(t) 6 D2 which are ’R—reducible and to compare these multisets by
the multiset extension of some appropriate well-founded ordering. Formally we
define for every t,- (0 g i):42 ‘

M ( t )  :=  {{t’ | t '  is a maximal ’R-reducible subterm of t with root(t’) E D; }}

and the ordering
>:=(  rm. U >304“,

i .e .  > i s  the transitive closure of the union of the innermost Rg-reduction relation
and the proper subterm ordering (denoted by >“ ) .  The (finite) multiset extension
of > is  denoted by >> and defined as usual.  Since r ing i s  terminating we know
that >=  ( g—rnz U >3: )+ is well-founded. Moreover, >> is well-founded if and
only if > is well—founded. Hence, in order to obtain a contradiction it suffices to
construct an infinite properly decreasing >> chain. Consider now some arbitrary
step t.z 7» tu“ in D .  We shall prove the following two properties:

(I) tn rm; t n+1  1*" M(t„)=M(tn+1)

and
( I I )  t n  T+R2 tn+1  ==> M(tn)  >> M( tn+1)  .

42In  the following we use double braces in order to distinguish multisets from sets. For the sake of
readability the usual set operations are ambiguously used for multisets, too.
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From I N(R1 ) we know that only finitely many consecutive steps in D can be 
'R1 -innermost steps, hence this implies that D is of the form 

with infinitely many ;-+'R2 -steps. But this implies - using (I) and (11) -

This is an infinite properly decreasing »-chain which contradicts I N(Rt}. 

It remains to prove the claims (I) and (H) above. (I) follows from the invariant 
in D that for every in no R 1-rule is applicable below a maximal subterm i of tn 
with root(t) E V z (this is an easy consequence of the assumption that R is fiat 
and separated). (11) is proved by definition of M(.) and of > as follows. Let 
in ;-+ph-r2 tn+1with 1z -+ rz E R z. Then we distinguish two cases. 

(1)	 in/p E M(tn), i.e. in/p = O'(1z) for some substitution 0' is a maximal 
reducible subterm of in with root symbol in V z: Obviously in+dp = O'(rz) 
is of the form C[S1,' .. ,srn] with rooi(s;) E V z for 1 :::; i :::; rn and C[, . .. ,] 
a context over C U V 1 U V. By definition of M we get 

Due to in/p = 0'(12) r-+'R2 O'(rz) = C[S1, . .. , Srn] >st Si for all i, 1 :::; i :::; rn, 
this implies M(in) » M(tn+d. 

(2)	 tn/p (j. M(in): From tn = O'(1z) for some substitution 0' we know that in/p 
is a proper subterm of some maximal (Rz-reducible) subterm in/q of t with 
rooi(in/q) E V z. Hence we either have 

for	 the case that i n+1 / q is- (R-) reducible, or else 

for	 the case that i n +1/q is (R-) irreducible. 

In both cases we clearly get 

Hence the claim is proved which completes the whole proof. 

• 
Combining this result with Lemma 4.15 and Theorem 3.20 we obtain as corollary the 

following invariance result for completeness of hierarchical combinations. 
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From I N (R1) we know that only finitely many consecutive steps in  D can be
fill-innermost s teps,  hence this  implies  that D is of the form

D : tno :=  t0  TVR-2 t 1  : tno+ l  T’I‘llll tm  T+R2 tfl1+ l  "VIII; t n :  ' ' '

with infinitely many T—bq-steps.  But this implies —-- using (I) and (II) -—--

M(tno) >> M(tm) >> M(t„‚) >> . . . .

This is an infinite pr0perly decreasing >>~chain which contradicts I N (R1).
It remains to prove the claims (I) and (II) above. (I) follows from the invariant
in D that for every in no ’Rl-rule is applicable below a maximal subterm t of tn
with root(t)  E D; (this is an easy consequence of the assumption that ’R is flat
and separated ). (II) is proved by definition of M ( )  and of > as follows. Let
tn i—wrflz tn+1'with lg —-> T2 € 71;. Then we distinguish two cases.

(1) tn/p E M(tn), i.e. tn/p : 0(12) for some substitution 0' is a maximal
reducible subterm of tn with root symbol in 022 Obviously tn.” /p = a(r2)
is of the form C[s l , . „  ,3m] with root(s.-) E D; for 1 5 i _<_ m and C[ , . . . , ]
a context over C U DI U V. By definition of M we get

M(tn+1)§ (M( tn l \ {{ tn /P}} )  U {{55 | 1  S i S m}}.

Due to tn/p = 0(5 )  fing 0(1‘2) = C[s l , .  . . ‚sm] >“  3.- for all i ,  1 S i _<_ m ,
this implies M (tn) >> M(tn+1).

(2) tn/p € M(t„): From in = 0(12) for some substitution 0' we know that tn/p
is a proper subterm of some maximal (Kg-reducible) subterm tn / q of t with
root(t,.1 / q) € D2. Hence we either have

M(t) = (M(tn) \ {{tn/qll) U {{tn+1/q}}
«for the case that tn+1/ q is-(R-) reducible, or else

M(t„+1) = MU")  \ {{tn/QII

for the case that tn+1/q is (R,—) irreducible.

In both cases we clearly get

M(tn) >> M(t)  .

Hence the claim is proved which completes the whole proof.

I

Combining this result with Lemma 4.15 and Theorem 3.20 we obtain as corollary the
following invariance result for completeness of hierarchical combinations.

30



Theorem 4.25 Let R F = (RI U R 2)FI UF
2 be a flat and separated hierarchical combi­

nation such that both Ril and R{2 are locally confluent overlay systems. Then R F is 
complete if and only if both Ril and R'::2 are complete. 

Theorem 4.25 has already been stated in [Der92] but without proof. A similar result has 
been presented in [Kri92], too, (cf. Theorem 7, p. 11) but the proof given there for.the 
main technical Lemma (cf. [Kri92] Theorem 6, p.lO) is incorrect. One interesting idea 
presented in [Kri92] is to weaken the 'flatness' condition defined above but retaining 
'separation'. The intuition for that is as follows. The crucial point for the 'separation' 
property defined above is to guarantee that Rz-rules do not introduce VI-symbols on 
right-hand sides of Rz-rules below Vz-symbols. In order to ensure this property one 
may weaken the 'flatness' condition by allowing nested 1)2 symbols on right-hand sides 
of Rz-rules in such a way that (direct or indirect) introduction of VI-symbols below 
Vz-symbols is impossible. This leads us to the following. 

Definition 4.26 (cf. [I<ri92}) Let RF = (R} U R Z)F'IUF'2 be the hierarchical combi­
nation of the TRSs with constructors (Rit,cI , Vd and (R{2,C2 , V z). Then we say 
that R 2 is weakly separated if for every rule lz ~ r2 E R 2 and every maximal subterm 
t = f(t}, . .. ,tn ) of r2 with root(t) = f E V 2 the following holds: 

n 

DEPn(g) n V} = 0 for all 9 E (VI U V 2 ) n UF(ti) 
;=} 

where the set DEPn(g) of functions symbols on which 9 'depends' 1S defined by 
DEPn(g) := {h E Fig ~d h} with 9 ~d h if there exists a rule I ~ r E R with 
root(l) = g and h E F( r). In this case we also say that the combined system R F zs 
weakly separated.43 

Theorem 4.27 Let R F = (RI U R z)FI UF2 be a weakly separated hierarchical combi­
nation. Then R F = (RI U R Z)F'IUF'2 is innermost normalizing if and only if both Ril 

and R{2 are innermost normalizing. 

Proof: The proof is analogous to the proof of Theorem 4.24. • 
As a straightforward consequence of Theorem 4.27 above we obtain the following result 
which is a slight generalization of both Theorem 4.25 (cf. Theorem 24 in [Der92]) and 
Theorem 7 in [Kri92]. 

Theorem 4.28 Let R F = (RI U R 2)Fl UF2 be a weakly separated hierarchical combi­
nation such that both Ril and R{2 are locally confluent overlay systems. Then RF' is 
complete if and only if both Ril and R{2 are complete. 

Note that Theorem 4.28 is not in contradiction to Example 4.20. There, applying 
Theorem 4.27 yields innermost termination of the disjoint union RF = (RI UR2)(F'IUF'2) 

43If R2 is weakly separated and both 'RI and 'R2 are additionally constructor systems then R2 is 
said to be a' proper extension of 'RI in [Kri92]. 
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Theorem 4 .25  Let R}- : (R1 U Rflf 1U}—? be a flat and separated hierarchical combi—
nation such that both 'Rf‘ and "R? are locally confluent overlay systems. Then R}- is
complete if and only if both R‘f‘ and 73:2 are complete.

Theorem 4.25 has already been stated in [Der92] but without proof. A similar result has
been presented in  [Kri92], too, (cf. Theorem 7 ,  p. 11) but the proof given there for the
main technical Lemma (cf. [Kri92] Theorem 6 ,  p.10) is incorrect. One interesting idea
presented in  [Kri92] is to weaken the ’flatness’ condition defined above but retaining
’separation’. The intuition for that is as follows. The crucial point for the ’separation’
property defined above is to guarantee that ’Rg-rules do not introduce Dl-symbols on
right-hand sides of Rg-I‘UICS below ’Dg—symbols. In order to ensure this property one
may weaken the ’flatness’ condition by allowing nested D; symbols on right-hand sides
of ‘Rz-rules in  such a way that (direct or indirect) introduction of Dl-symbols below
Dg-symbols is impossible. This leads us to the following.

Definition 4.26 (cf. [Kri92]) Let Rf = (72.1 U R2)?1”}- 2 be the hierarchical combi-
nation of the T1353 with constructors (Rf ‘ ,C1 ,Dl )  and (Rf-2,03,192). Then we say
that R2 is weakly separated if for every rule I; —-> T2 6 R2 and every maximal subterm
t = f ( t1 ,  . . . , t“)  of r2 with r,oot(t) = f € D; the following holds:

_ DEPR(g) n DI = 0 for all 9 6(191  U Dz) n Ü F(t.-)
i=1

where the set DEPn(g) of functions symbols on  which g ’depends’ is defined by
DEPR(g) := {h  € f l y  a ;  h}  with g "*d h if there exists a rule I _» r E 'R with
root(l) = g and h E F(r) .  In this case we also say that the combined system R}- is
weakly separated.”

Theorem 4 .27  Let  Rf = (R1 U 732)}-I ” ; ? be a weakly separated hierarchical combi-
nation. Then 72}- : (R1 U ’RQ‘FIUF? is innermost normalizing if and only if both 'Rf‘
and 72:2 are innermost normalizing.

Proof: The proof is analogous to the proof of Theorem 4.24. I

As a. straightforward consequence of Theorem 4.27 above we obtain the following result
which is a slight generalization of both Theorem 4.25 (cf. Theorem 24 in [Der92]) and
Theorem 7 in [Kri92].

Theorem 4.28 Let R}- := (731 U Reef-1”?” be a weakly separated hierarchical combi-
nation such that both 'R’f‘ and 72%"-2 are locally confluent overlay systems. Then R}- is
complete if and only if both 72:3 and Rf” are complete.

Note that Theorem 4.28 is not in  contradiction to Example 4.20. There, applying i
Theorem 4.27 yields innermost termination of the disjoint union 727: = (R1 U722)”-1U}-2)

43I f  R2 is weakly separated and both R1  and R2  are additionally constructor systems then R2 is
said to be a' proper extension of R1  in [Kri92].
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5 

of both TRSs Ril and R:244 . On the other hand we have seen that R F is non­
terminating. But this is not a contradiction to Theorem 4.28 above since Ril is not 
an overlay system which means that Theorem 4.28 is not applicable. In other words, 
iij.nermost termination may be preserved, but for the implication I N(R) ===> SN(R) 
we need stronger conditions (e.g. OS(R) /\ JCP(R)). 

Discussion, Related Work and Open Problems 

As noticed by Dershowitz (cf. [Der92]) (one of) the first to consider modularity issues 
in rewriting was Bidoit ([Bid8!]) with his 'gracious' conditions. He proved in [Bid8!] 
that completeness is modular for orthogonal, fully defined45 constructor systems. Other 
interesting results concerning termination of rewriting are investigated by Dershowitz 
[Der92] and Geupel [Geu89] by means of overlap (and forward) closures. In particular, 
it is shown in [Geu89] that - as conjectured in [Der81] - a non-overlapping TRS 
is terminating if and only if no-right-hand side of a forward closure initiates an infi­
nite derivation. This implies as an easy consequence that completeness is modular for 
non-overlapping TRS (cf. Theorem 4.3 above) as noticed in [Der92]. Moreover, the fol­
lowing generalization of the above result about forward closures is stated in [Der92](cf. 
Proposition C17):46 A uniquely normalizing overlay system is terminating if and only 
if no right-hand side of a forward closure initiates an infinite derivation.47 This result 
can be used alternatively to provide a proof of our Theorem 4.4 above as sketched in 
[Der92]. Furthermore some other known and new results about termination of (non­
disjoint) combinations of TRSs are summarized in [Der92]. In particular Theorem 4.25 
is mentioned there but without proof. As already mentioned a similar result has also 
been presented in [Kri92], but with an incorrect proof. 

Before concluding now let us finally discuss the general idea underlying the approach 
presented and some open problems. In fact, what has been done in section 3, is on the 
one hand side an abstract analysis of the interrelation between restricted and uniform 
termination under some additional assumptions. On the other hand the goal of the 
analysis and the results obtained may be considered to be a kind of 'modular' approach 
to modular properties of TRSs in the following sense. We wanted to find properties P 
such that e.g. 

IN+P ==} SN(+P) 

holds. The additional knowledge available was that IN is modular. Generalizing 
this situation we get the following abstract 'modular' approach for obtaining sufficient 
conditions for the modularity of some property Q. Assume that Q is not modular. 

44Note that this follows already from Lemma 4.2. 
45This means that every ground term can be reduced to a constructor ground term. 
461n [Der92] no formal proof for this result is given but some proof idea which roughly spoken says 

that the proof of [Geu89] can be adapted to the more general case of uniquely normalizing overlay 
systems. 

47Here, a TRS is said to be uniquely normalizing if no term has more than one normal form. 
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of both TRSS Rf‘ and R?“ . On the other hand we have seen that 727: is non-
terminating. But  this is not a contradiction to Theorem 4.28 above since R‘f‘ is not
an overlay system which means that Theorem 4.28 is not applicable. In other words,
innermost termination may be preserved, but for the implication I N ('R) =» S N (R)
we need stronger conditions (e.g. OS(’R) A J C P(’R)).

5 Discussion, Related Work and Open Problems

As noticed by Dershowitz (cf. [Der92]) (one of) the first to consider modularity issues
in rewriting was Bidoit ([Bid81]) with his ’gracious’ conditions. He proved in [Bid81]
that completeness is modular for orthogonal, fully defined45 constructor systems. Other
interesting results concerning termination of rewriting are investigated by Dershowitz
[Der92] and Geupel [Geu89] by means of overlap (and forward) closures. In particular,
i t  is shown in  [Geu89] that — as conjectured in [Der81] -— a non-overlapping TRS
is terminating if and only if no-rig-ht-hand side of a forward closure initiates an infi-
nite derivation. This implies as an easy consequence that completeness is modular for
non-overlapping TRS (cf. Theorem 4.3 above) as noticed in [Der92]. Moreover, the fol-
lowing generalization of the above result about forward closures is stated in [Der92](cf.
Proposition 717):-46 A uniquely normalizing overlay system is terminating if and only
if no right-hand side of a forward closure initiates an infinite derivation.47 This result
can be used alternatively to provide a proof of our Theorem 4.4 above as sketched in
[Der92]. Furthermore some other known and new results about termination of (non-
disjoint) combinations of TRSs are summarized in [Der92]. In particular Theorem 4.25
is mentioned there but without proof. As already mentioned a similar result has also
been presented in [Kri92], but with an incorrect proof.
Before concluding now let us finally discuss the general idea underlying the approach
presented and some. open problems. In fact, What has been done in section 3 ,  is on the
one hand side an abstract analysis of the interrelation between restricted and uniform
termination under some additional assumptions. On  the other hand the goal of the
analysis and the results obtained may be considered to be a kind of ‘modular’ approach
to modular properties of TRSs in the following sense. We wanted to find pr0perties P
such that e.g.

holds. The additional knowledge available was that IN is modular. Generalizing
this situation we get the following abstract ‘modular’ approach for obtaining sufficient
conditions for the modularity of some property Q .  Assume that Q is not modular.

44Note  that this follows already from Lemma 4.2.
45This means that every ground term can be reduced to a constructor ground term.
“In [Der92] no formal proof for this result is given but some proof idea which roughly spoken says

that the proof of [Geu89] can be adapted to the more general case of uniquely normalizing overlay
systems.

47Here ,  3. TBS is said to be  uniquely normalizing if no term has more than one normal form.
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Then look for other modular properties PI, .. . ,Pn with48 

Then the property (Pt + ... + Pn + Q) is obviously modular, hence Q is modular for 
the class of TRSs satisfying (Pt + ... + Pn ).
 

Unfortunately, this kind of modular approach is not easily applicable to the main result
 
of [TKB89] which says that (LL +CONF + SN) is a modular property of TRSs.
 

For obtaining a modular proof here we would have to find some property P (probabiy 
a kind of restricted termination property) satisfying 

(1) (LL + CONF + P) is modular, and 

(2) (LL +CONF + P) ===} SN. 

Since P cannot be IN, this is an interesting open problem. But note that even for 
the case that such a (hopefully easy to understand) property P exists it is not clear a 
priori that the proofs of (1) and (2) would be simple. 

We suppose that it should be possible to extend our approach and proof ideas to 
the more general case of conditional TRSs. This might in particular also yield a 
relatively- simple proof of the fact that completeness is a decomposable property of 
conditional constructor systems, a result which has recently been obtained in [Mid93]. 
Moreover our abstract results also provide a thorough theoretical basis for investigating 
applications like (termination and uniqueness properties of) different function definition 
formalisms and inductive theorem proving problems. 

Conclusion 

We have provided an abstract analysis of how various kinds of restricted termination 
(and confluence) properties are related to uniform termination (and confluence). In 
particular, we have proved some new results about sufficient criteria for termination 
(strong normalization) which can be considered as generalizations of known results 
about orthogonal TRSs. Moreover we have shown how these results can be applied in 
a modular fashion in order to derive simple modular proofs of known and new results 
concerning modular properties of term rewriting systems. Even more generally we 
have shown how to obtain invariance results for termination and confluence of certain 
non-disjoint combinations of TRSs. 

Acknowledgements: I would like to thank Klaus Madlener and Claus-Peter Wirth 
for useful hints and fruitful discussons on early versions of this paper. Moreover I'm 
grateful to Andrea Sattler-Klein for a thorough reading of a final draft and for detailed 
criticisms. 

48Slightly weaker, it even suffices that only the conjunction (Pt + ... + Pn ) is modular. 
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Then look for other modular properties Pl, . . . , Pn with43

(P1+---+P„) => Q.
Then the property (P1 + - . .  + Pn + Q)  is obviously modular, hence Q is modular for
the class of TRSs satisfying (Pl + - - - + P“).
Unfortunately, this kind of modular approach is not easily applicable to the main result
of [TKB89] which says that (LL + CON  F + SN) is a modular property of TRSs.
For obtaining a modular proof here we would have to find some property P (probably
a kind of restricted termination property) satisfying

(1) ,. (LL + CONF + P )  is modular , and

(2)  (LL + CONF + P) => SN.
Since P cannot be IN,  this is an interesting open problem. But  note that even for
the case that such a (hopefully easy to understand) property P exists i t  is not clear a
priori that the proofs of (1) and (2) would be simple.
We suppose that i t  should be possible to extend our approach and proof ideas to
the more general case of conditional TRSs. This might in particular also yield a
relatively; simple proof of the fact that completeness is a decomposable property of
conditional constructor systems, a result which has recently been obtained in [Mid93].
Moreover our abstract results also provide a thorough theoretical basis for investigating
applications like (termination and uniqueness properties of) different function definition
formalisms and inductive theorem proving problems.

6 Conclusion

We have provided an abstract analysis of how various kinds of restricted termination
(and confluence) properties are related to uniform termination (and confluence). In
particular, we have proved some new results about sufficient criteria for termination
(strong normalization) which can be considered as generalizations of known results
about orthogonal TRSs. Moreover we have shown how these results can be applied in
a modular fashion in order to derive simple modular proofs of known and new results
concerning modular properties of term rewriting systems. EVen more generally we
have shown how to obtain invariance results for termination and confluence of certain
non-disjoint combinations of TRSs.

Acknowledgements: I would like to thank Klaus Madlener and Claus-Peter Wirth
for useful hints and fruitful discussons on early versions of this paper. Moreover I’m
grateful to Andrea Sattler-Klein for a thorough reading of a final draft and for detailed
criticisms.

48Slightly weaker, it even suffices that only the conjunction (Pl + . - - + P,.) is modular.

33



References 

[Bid81]	 M. Bidoit. Une methode de presentation de types abstraits: Applications. These 
de troisieme cycle, Universite de Paris-Sud, Orsay, France, 1981. 

[BKM89] J.A. Bergstra, J.W. Klop, and A. Middeldorp.· Termherschrijfsystemen. 
Technical report, Kluwer Bedrijfswetenschappen, Deventer, 1989. In Dutch. 

[Der81]	 N. Dershowitz. Termination of linear rewriting systems. In S. Even and 
O. Kariv, editors, Proc. of the 8th Int. Conf. on Automata, Languages and 
Programming, volume 115 of Lecture Notes in Computer Science, pages 448­
458. Springer, 1981. 

[Der87] N. Dershowitz. Termination of rewriting. Journal of Symbolic Computation, 
3(1):69-116, 1987. 

[Der92]	 N. Dershowitz. Hierarchical termination, Department of Computer Science', 
Hebrew University, Jerusalem, Israel. Draft version, December 1992. 

[DJ90]	 N. Dershowitz anq J.-P. Jouannaud. Rewrite systems. In J. van Leeuwen, edi­
tor, Formal models and semantics, Handbook of Theoretical Computer Science, 
volu-me B, chapter 6, pages 243-320. Elsevier - The MIT Press, 1990. 

[Dro89] K. Drosten. Termersetzungssysteme. Informatik-Fachberichte 210. Springer, 
1989. In German. 

[Geu89] O. Geupel. Overlap closures and termination of term rewriting systems. Tech­
nical Report MIP-8922, Fakultat fiir Informatik, Universitat Passau, July 1989. 

[Gra91] B. Gramlich. A structural analysis of modular termination of term rewriting 
systems. SEKI Report SR-91-15, Dept. of Comp. Science, Univ. of Kaiser­
slautern, 1991. 

[Gra92a] B. Gramlich. Generalized sufficient conditions for modular termination of 
rewriting. In H. Kirchner and G. Levi, editors, Proc. of 3rd Int. Conf. on 
Algebraic and Logic Programming, Pisa, Italy, volume 632 of Lecture Notes in 
Computer Science, pages 53-68. Springer-Verlag, 1992. 

[Gra92b] B. Gramlich. Relating innermost, weak, uniform and modular termination of 
term rewriting systems. In A. Voronkov, editor, International Conference on 
Logic Programming and A utomated Reasoning, St. Petersburg, volume 624 of 
Lecture Notes in Artificial Intelligence, pages 285-296. Springer-Verlag, 1992. 

[Gra92c] B. Gramlich. Sufficient conditions for modular termination of conditional 
term rewriting systems. In M. Rusinowitch and J.L. Remy, editors, Proc. of 
the 3rd International Workshop on Conditional Term Rewriting Systems, Pont­
a-Mousson, volume 656 of Lecture Notes in Computer Science, pages 128-142. 
Springer-Verlag, 1992. 

34 

References

[Bid81] M.  Bidoit. Une me’thode de presentation de types abstraits: Applications. These
de troisiéme cycle, Université de Paris-Sud, Orsay, France, 1981.

[BKM89] . J .A .  Bergstra, J ‚W. Klop, and A. Middeldorp.~ Termherschrijfsystemen.
Technical report, Kluwer Bedrijfswetenschappen, Deventer, 1989. In Dutch.

[Der81] N. Dershowitz. Termination of linear rewriting systems. In S .  Even and
O. Kariv, editors, Proc. of the 8th Int. Conf. on  Automata, Languages and
Programming, volume 115 of Lecture Notes in Computer Science, pages 448—
458. Springer, 1981.

[Der87] N. Dershowitz. Termination of rewriting. Journal of Symbolic Computation,
3(1):69*—116, 1987.

[Der92] N. Dershowitz. Hierarchical termination, Department of Computer Science,
Hebrew University, Jerusalem, Israel. Draft version, December 1992.

[DJ90] N. Dershowitz and J .—P. Jouannaud. Rewrite systems. In J .  van Leeuwen, edi-
tor, Formal models and semantics, Handbook of Theoretical Computer Science,
volume B ,  chapter 6, pages 243—320. Elsevier - The MIT Press, 1990.

[Dro89] K. Drosten. Termersetzungssysteme. Informatik—Fachberichte 210. Springer,
1989. In German.

[Geu89] O. Geupel. Overlap closures and termination of term rewriting systems. Tech-
nical Report MIP-8922, Fakultät für Informatik, Universität Passau, July 1989.

[Gra91] B. Gramlich. A structural analysis of modular termination of term rewriting
systems. SEKI Report SR—91-15, Dept.  of Comp. Science, Univ. of Kaiser-
slautern, 1991.

[Gra92a] B. Gramlich. Generalized sufficient conditions for modular termination of
rewriting. In H.  Kirchner and G .  Levi, editors, Proc. of 3rd Int. Conf. on
Algebraic and Logic Programming, Pisa, Italy, volume 632 of Lecture Notes in
Computer Science, pages 53—68. Springer-Verlag, 1992.

[Gra92b] B. Gramlich. Relating innermost, weak, uniform and modular termination of
term rewriting systems. In A. Voronkov, editor, International Conference on
Logic Programming and Automated Reasoning, St. Petersburg, volume 624 of
Lecture Notes in Artificial Intelligence, pages 285—296. Springer-Verlag, 1992.

[Gra92c] B. Gramlich. Sufficient conditions for modular termination of conditional
term rewriting systems. In M. Rusinowitch and J .L. Remy, editors, Proc. of
the 3rd International Workshop on Conditional Term Rewriting Systems, Pont-
a-Mousson, volume 656 of Lecture Notes in Computer Science, pages 128—142.
Springer—Verlag, 1992.

34



[Gra93] B. Gramlich. Generalized sufficient conditions for modular termination of 
rewriting. Applicabh Algebra in Enginftri7lg. Communication and Control, 
1993. To appear. 

[HL78]	 G. Huet and D. Lankford. On the uniform halting problem for term rewriting 
systems. Technical Report 283, INRIA, 1978. 

[Hue80] G. Huet. Confluent reductions: Abstract properties and applications to term 
rewriting systems. Journal of the ACM, 27(4):797-821, oct 1980. . 

[KB70J	 D.E. Knuth and P.B. Bendix. Simple word problems in universal algebra. In 
J. Leech. editor, Computational Problems in Abstract Algebra, pages 263-297. 
Pergamon Press", Oxford. U. K., 1970. Reprinted 198:3 in "Automation of 
Reasoning 2", Springer. Berlin, pp. 342-376. 

[KK90]	 M. Kurihara and 1. Kaji. Modular term rewriting systems and the termination. 
Information Processing Letters, 34:1-4, 1990. 

[Kl087]	 J. W. Klop. Term rewriting systems: A tutorial. Bulletin of the European 
Association for Theoretical Computer Science, 32:143-182, 1987. 

[Kl092J ~J.W. Klop. Term rewriting systems. In S. Abramsky, D. Gabbay, and 
T. Maibaum, editors. Handbook of Logic in Computer Science, volume 2, chap­
ter 1, pages 2-117. Clarendon Press, Oxford. 1992. 

[K090aJ M. Kurihara and A. Ohuchi. Modularity of simple termination of term rewrit­
ing systems. Journal of IPS, Japan, 34:632-642. 1990. 

[K090b] M. Kurihara and A. Ohuchi. Modularity of simple termination of term rewrit­
ing systems with shared constructors. Technical Report SF-36, Hokkaido Uni­
versity, Sapporo. 1990. Also in TCS 103. pp. 273-282. 1992. 

[Kri92]	 Krishna Rao ..M.R.K. ~Iodular proofs for completeness of hierarchical systems. 
Computer Science Group. Tata Institute of Fundamental Research, Bombay, 
India. Draft version. December 1992. 

[Mid89] A. Middeldorp. A sufficient condition for the terminat ion of the direct sum of 
term rewriting systems. In ProceEdings of thE 4th IEEE Symposium on Logic 
in Compti.ter Science, pages 396-401. Pacific Grove. 1989. 

[Mid90] A. Middeldorp. lHodular Propertifs of Tf rm Rell'riting Systems. PhD thesis. 
Free University, Amsterdam, 1990. 

[Mid93] A. Middeldorp. Completeness of combinations of conditional constructor sys­
t.ems. In M. Rusinowitch and J.L. Remy, editors, PT'O(,. of the. 3rd International 
l¥orkshop on Conditional Tfnn RCliwiting SystnTl8. POld-(I-,\!ollsson. volume 
656 of LcctUrf Note.s in Computer Scie.ncf. pages 82-9G. Springt>r- Verlag. 1993. 

35 

[Gra93] B. Gramlich. Generalized sufficient conditions for modular termination of
rewriting. Applicable Algebra in Engineering. Communication and Control,
1993. To appear.

[HL78] G .  Huet and D.  Lankford. On  the  uniform halting problem for term rewriting
systems.  Technical Report 283, INRIA,  1978.

[Hue80] G. Huet. Confluent reductions: AbstraCt prOperties and applications to term
rewriting systems. Journal of the ACM, 27(4):?97—821. oct 1980. '

[KB70] D.E. Knuth and RB. Bendix. Simple word problems in universal algebra. In
J .  Leech. edi tor ,  Computat ional  Problems in Abstract  Algebra, pages 263—297.
Pergamon Press”, Oxford. U. K., 1970. Reprinted 1983 in ”Automation of
Reasoning 2", Springer. Berlin, pp. 342—376. '

[KK90] M. Kurihara and I. Kaji. Modular term rewriting systems and the termination.
Information Processing Let ters ,  3421—4, 1990.

[K1087] J .W.  KIOp. Term rewriting systems: A tutorial. Bulletin of the European
Association for Theoretical Computer Science, 32:143—182, 1987.

[K1092] : . ] .VV.  KIOp. Term rewriting systems. In S.  Abramsky, D. Gabbay, and
T.  Maibaum,  edi tors ,  Handbook of Logic in Computer  Science,  volume ‘2, chap-
ter  1, pages 2—117. Clarendon Press, Oxford. 1992.

[KO90a] M. Kurihara and A. Ohuchi. Modularity of simple termination of term rewrit-
ing systems. Journal  of IPS, Japan, 34:632—642. 1990.

[KO90b] M. Kurihara and A. Ohuchi. Modularity of simple termination of term rewrit-
ing systems with shared constructors. Technical Report SF-36. Hokkaido Uni-
versity, Sapporo. 1990. Also in TCS  103. pp.  273-282. 1992.

[Kri92] Krishna Rao. M.R.K. Modular proofs for completeness of hierarchical systems.
Computer Science Group. Tata Insti tute of Fundamental Research, Bombay,
India. Draft version. December 1992.

[Mid89] A. Middeldorp. A sufficient condition for the termination of the direct sum of
term rewriting systems. In Proceedings of the {th IEEE Symposium on Logic
in Computer Science, pages 396—401. Pacific Grove. 1989.

[Mid90] A. Middeldorp. .Modulor Properties of Term Rewriting Systems. PhD thesis.
Free Universi ty,  Amste rdam,  1990.

[Mid93] A. Middeldorp. Completeness of combinations of conditional constructor sys-
t ems .  In  M.  Rus inowi tch  and  J .L .  Remy, ed i to r s ,  Proc. of the  3rd In t e rna t iona l
l—Vorkshop on  Condi t iona l  Term. Rewri t ing  Systems.  Poizl-(i—i’lfousson. vo lume
656 of Lecture Notes in Computer Science. pages 82—96. Springer—Verlag. 1993.

35



[:\lT91] A. :\liddeldorp ami Y. To~·ama. C'omplt>teness of combinations of constructor 
systems. In H.\". Book. editor. Pmc. of Ihf 4th /lIt. C01l1 Oil Rnl'riting TEch­
niqufs a1ld Application",. \"olumE' -!88 of Ltelun Sotu.. ill ComputET" S'CiUICf.. 
pages 174-187. Springer, 1991. 

[0'077] M.J. O'Oonnell. Computing in Systems DEscribu/ by EquatioT/s. volume 58 of 
Lecture Sotes in Computer Science. Springer. 1977. 

[0'08.5] M.J. O·Oonnell. Eqllotio7lal logic as a programming language ~IIT Press. 
198.5. 

[Oh193] E. Ohlebusch. On the modularity of termination of term rewriting systems. 
Technical Report 1~ .. Cniversitat Bielefeld. :\larch 1993. 

[Ros73] B.K. Rosen. Tree-manipulating systems and C'hurch-Rosser theorems. JOUr1wl 
of the ACM. 20:160-187. 1973. 

[Rus87]	 M. Rusinowitch. On termination of the dirf'ct sum of term rewriting systems. 
Inf07'mation PT'OCf.ssing Lftttrs. 2(;:(;.)-70. 1987. 

[TKB89] Y. Toyama. J.\V. Klop. and H.P. Barendregt. Termination for the dire<:'t sum 
of left-linear term rewriting systems. In ~. Oershowitz. editor. PIOC, of Ihf .inl 
Int. Conf. on RfUlT·iting Ttelmiqufs and Appli('ati01/s. ,"olume 35.) of [utilI'( 
,'VottS i1l ComputfT' .)CiUICf. pages -lI7-491. Springer. H)8~). 

[Toy87a] Y. Toyama.. Counterexamples to termination for the din'<:'t sum of term 
rewriting systems. Information PT'OCfssing [(ttfre.. 27>:1-1.1-14:3. 1QS7. 

[Toy87b] Y. Toyama. On the Churdl-Rosser property for tilt' dire<:'t slim of term rewrit ­
ing systems: Journal oftllf ...le:\!. 3~(l):128-14:3. 1987. 

[MTQI] A. Midcleldorp and Y. Toyama. Completeness of combinations of constructor
sys t ems .  In  R . \ ' .  Book. ed i to r .  Proc. of Hu 4th In t .  ( 'onf.  on Hurri l ing Tic/t—
niques and  Applicat ions.  volume 488 of Lcclar t  Notes  in Compu te r  Science.
pages 174—187. Springer, 1991.

[O‘D'l'l] M.J .  O‘Donnell. Computing in Systems Described by Equations. volume 58 of
Lecture Notes in Computer Science. Springer. 1977.

[O’D85] M.J. O‘Donnell. Equational logic as a pmgramming language. MIT Press.
1985.

[Oh193] E.  Ohlebusch. On  the  modularity of termination of term rewriting systems.
Technical Report 1 ; .  Universität Bielefeld. March 1993.

[R0573] B.K. Rosen. Tree-manipulating systems and Church-Besser theorems. Journal
of the ACM. 20:160—187. 1973.

[RusST] M. Rusinowitch. On  termination of the  direct sum of term rewriting systems.
Information Processing Lcltcrs. 26:65-70. 1987.

[TKBSSI] Y. Toyama. .].VV. Klop. and H.P. Barenclregt. Termination for the  direct sum
of left- l inear t e rm  rewr i t ing  sys t ems .  In N.  Dershowi tz .  ed i to r .  Proc. o f f h f  .J’rd
1a Conf. on. Rewriting Techniques and Applications. volume 355 of Lfidurf
Notes in Computer Science. pages 477—491. Springer. 1989.

[Toy87a] Y. Toyama.. Counterexamples to termination for the direct stun of term
rewriting systems. Information Proms-sing Liftcrs. 251-11443. 1987.

[Toy87b] Y. Toyama. On  the C‘hurch—Rosser prOperty for the  direct sum of term rewrit—
ing systems. Journal  of ihr A CM. 31(1):128—143. 1987.

36


