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ABSTRACT

Over the last decade, Deep Neural Networks (DNNs) have proven successful in a wide range of applica-
tions and hold the promise to have a positive impact on our lives, especially in high-stakes applications. For
example, given their outstanding performance—by now regularly outperforming humans—DNNs could
make state-of-the-art medical diagnostics more easily accessible to many and lessen the strain of often
overworked medical professionals. That said, it is of course exactly those high-stakes situations in which
a wrong decision can be disastrous, potentially putting human lives at risk. Especially in such settings it is
therefore imperative that we can understand and obtain an explanation for a model’s ‘decision’.

This thesis studies this problem for image classification models from three directions. First, we evaluate
methods that explain DNNs in a post-hoc fashion and highlight promises and shortcomings of existing
approaches. In particular, we study a popular importance attribution technique to explain a model trained
to identify brain scans of patients suffering from Alzheimer’s disease (AD), and find it to correlate with
known biomarkers of AD. Unfortunately, however, we do not know for certain which patterns in the
input signals a given model is using to classify its inputs. To address this, we additionally design a novel
evaluation scheme for explanation methods. Specifically, in this scheme, we control which input regions
the model was certainly not using, which allows us to detect instances in which explanation methods are
provably not model-faithful, i.e., they do not adequately represent the underlying classification model.

Second, we study how to design inherently interpretable DNNs. In contrast to explaining the models
post hoc, this approach not only takes the training procedure and the DNN architecture into account, but
also modifies them to ensure that the decision process becomes inherently more transparent. In particular,
we propose two novel DNN architectures: the CoDA and the B-cos Networks. These architectures are
designed such that they can easily and faithfully be summarised by a single linear transformation, and are
optimised during training such that these transformations align with the task-relevant input features. As a
result, we find that they exhibit a great amount of detail and are able to accurately localise task-relevant
features. As such, they lend themselves well to be used as explanations for humans.

Third, we investigate how to leverage explanations to guide models during training, e.g., to suppress
reliance on spuriously correlated features or to increase the fidelity of knowledge distillation approaches.
In particular, we show that regularising the explanations to align with human annotations or with the
explanations of another model can be a powerful and efficient tool to, e.g., improve model robustness
under distribution shift or to better leverage limited training data during knowledge distillation.

Finally, in the last part of this thesis, we additionally analyse a popular self-supervised representation
learning paradigm: contrastive learning. In particular, we study how a single parameter influences the
learning dynamics on imbalanced data and show that it can significantly impact the learnt representations.
While not directly linked to model explanations, this work highlights the importance of taking even minor
aspects of the optimisation procedure into account when trying to understand and explain DNNs.

iii





ZUSAMMENFASSUNG

In den letzten zehn Jahren haben sich tiefe neuronale Netze (Deep Neural Networks, DNNs) in einer
Vielzahl von Anwendungen als äußerst erfolgreich erwiesen. Vor allem in Situationen, die mit hohem
Risiko verbunden sind, könnten DNNs daher einen positiven Einfluss auf unsere Gesellschaft haben. So
könnten sie aufgrund ihrer herausragenden Fähigkeiten, die oft die des Menschen übertrifft, beispielsweise
modernste medizinische Diagnostik für viele leichter zugänglich machen und das allzu oft überlastete
medizinische Personal entlasten. Natürlich sind es aber gerade auch solche Situationen, in denen falsche
Entscheidungen katastrophale Folgen haben können und möglicherweise Menschenleben gefährden.
Insbesondere in diesen Fällen ist es daher unerlässlich, die “Entscheidung” von DNNs erklären zu können.

Diese Dissertation untersucht diese Problematik im Zusammenhang von Bildklassifizierungsmodellen.
Zunächst evaluieren wir dafür Methoden, die DNNs “post hoc” erklären und beschreiben sowohl Chancen
als auch Unzulänglichkeiten bestehender Ansätze. Zum einen werten wir eine gängige Erklärungsmethode
aus und untersuchen damit DNNs, die trainiert wurden zu erkennen, ob ein Gehirnscan von einem
gesunden Probanden oder von einem Alzheimerpatienten stammt. Dabei stellen wir fest, dass diese
Methode tatsächlich Hirnregionen hervorhebt, die besonders stark von Alzheimer betroffen sind. Leider
können wir hierbei jedoch nicht mit Sicherheit sagen, auf welche Aspekte des Eingangssignals sich
das Modell stützt. Um Erklärungsmethoden diesbezüglich besser untersuchen zu können, entwickeln
wir daher eine neue Auswertungsmethodik, bei der wir explizit kontrollieren, welche Signalmerkmale
das Modell mit Sicherheit nicht verwendet hat. Damit können wir zeigen, dass einige der beliebtesten
Erklärungsmethoden das zu erklärende Modell nachweislich nicht getreu abbilden.

Anschließend widmen wir uns inhärent interpretierbaren DNNs. Im Gegensatz zu post-hoc-Erklärungen
werden bei diesem Ansatz das Trainingsverfahren und die Architektur der DNNs nicht nur berücksichtigt,
sondern explizit so verändert, dass die Entscheidungsfindung inhärent transparenter wird. In diesem Kon-
text stellen wir zwei neue, inhärent interpretierbare DNNs vor: die CoDA und die B-cos Networks. Diese
Modelle sind dermaßen konstruiert, dass wir die gesamten Modellberechnungen durch eine äquivalente
Lineartransformation darstellen können. Während des Trainings wird das Modell weiterhin so optimiert,
dass es die resultierenden Transformationen relevanten Strukturen im Eingangssignal angleicht, wodurch
diese sich gut als Erklärung der Modellentscheidung für den Menschen eignen.

Darüber hinaus untersuchen wir wie Modellerklärungen genutzt werden können, um Modelle während
des Trainings zu leiten, mit dem Ziel die Abhängigkeit der Vorhersage von Kontextmerkmalen (z.B. im
Bildhintergrund) zu reduzieren oder Methoden der “knowledge distillation” (KD) zu verbessern. Hierbei
werden die Erklärungen dahingehend optimiert, dass sie zusätzlichen Annotationen von Menschen
oder den Erklärungen anderer Modelle ähnlich werden. In unseren Experimenten zeigen wir, dass
dies ein mächtiges Werkzeug darstellt, um DNNs beispielsweise robuster gegenüber sich verändernder
Signalverteilungen zu machen oder um die Modelltreue von KD Methoden zu verbessern.

Schließlich wenden wir uns einem anderen Thema zu und analysieren einen beliebten Ansatz des
selbstüberwachten Lernens (dem kontrastiven Lernen) und zeigen, dass ein einzelner Parameter (die
“Softmax-Temperatur”) die Trainingsdynamik signfikant beeinflussen kann. Auch wenn diese Arbeit nicht
in direktem Zusammenhang mit der Erklärung von Modellen steht, unterstreicht sie jedoch, wie wichtig
es ist, die einzelnen Faktoren, die den Optimierungsprozess beeinflussen, besser zu verstehen.
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High-risk AI systems shall be designed and developed
in such a way to [...] enable users to interpret the
system’s output and use it appropriately.

AI Act Proposal, European Union [Cou21]

DEEP Learning has come to be the dominant machine learning paradigm, with Deep Neural
Networks (DNNs) achieving outstanding performance in tasks ranging from predicting the
3D structure of proteins [JEP+21], to providing diagnoses on par with medical professionals

[LJE+20], to autonomously steering vehicles in complex urban environments (cf. [Cal23a, Cal23b]).

This success is often attributed to the fact that DNNs learn predictive features directly from raw data
[JGB+21], instead of relying on explicit, hand-crafted features. As a consequence of this, however, their
‘decision-making process’ is highly opaque and they are thus often described as ‘black boxes’ [Rud19].
Especially in sensitive contexts such as healthcare or autonomous driving this lack of transparency is a
major concern. In fact, in response to this concern, the recently proposed ‘Artificial Intelligence (AI) Act’
of the European Union would require that “High-risk AI systems shall be designed and developed in such
a way to [...] enable users to interpret the system’s output and use it appropriately” [Cou21].

This captures well the motivation for this thesis, which, at its core, is concerned with designing DNNs
that inherently enable us to better understand their internal computations. Specifically, we propose to
rethink the design of DNN architectures and their training procedures to explicitly include the goal of
interpretability and show that this allows us to effectively optimise the DNNs for inherent interpretability.

In detail, we approach this problem setting from three directions: better understanding the current state of
model interpretability (Part I), designing inherently interpretable models from first principles (Part II), and
then guiding these models to avoid spuriously correlated features (e.g. background features) and instead
rely on object-specific features that are meaningful to humans (Part III).

Additionally, in Part IV of this thesis, we ‘zoom out’ and, instead of focusing on understanding individual
model decisions, aim to better understand the learning dynamics of a popular technique for self-supervised
representation learning: contrastive learning. While very different on the surface, this work shares an
interesting parallel with the inherently interpretable models of Part II: specifically, we find that a single
hyperparameter can play a crucial role in determining the optima the DNNs converge to, thus highlighting
the importance of taking the optimisation procedure into account when trying to understand DNNs.

1
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1.1 INTERPRETABILITY IN DEEP LEARNING

While research on understanding machine learning (ML) models pre-dates DNNs [HR19], explainable
Artificial Intelligence (xAI) has gained both importance and popularity with the wide-spread adoption of
these highly complex models; for an overview of xAI approaches for image classification, see Chapter 2.
In short, the goal of xAI is to develop (1) post-hoc addenda for existing ML models or (2) novel ML
techniques, such that the models’ highly complex computations can be faithfully represented in simpler
terms in order to provide human understandable explanations for their decisions, cf. [NTP+23]. Before
discussing the approaches (1) and (2) in more detail, let us first define the preceding terms more precisely.

Definitions. In the following, we provide short definitions of some of the core concepts used in this thesis.

Explanation. We define an explanation to be a simplified representation of a machine learning
model that faithfully describes (an aspect of) that model and is aimed to answer a specific question
[GBY+18] in a way that is easily understandable for humans, cf. [NTP+23]. Importantly, the
quality of an explanation thus mainly depends on two factors: how easily human-understandable
the simplified representation is and how accurately it describes the desired aspect of the model.

Specifically, in this thesis we are primarily interested in answering the question ‘Which input
features were most relevant for the decision?’ for a given DNN-based image classifier.

Faithfulness. To describe how accurately a particular representation reflects a given aspect of a
model, we often use the term faithfulness; this concept has also been referred to as completeness
[GBY+18] or descriptive accuracy [MSK+19]. E.g., a model is often well approximated locally
by a linear function based on its gradient (i.e. the first order Taylor expansion)—the model gradient
thus faithfully describes the models’ behaviour in a small neighbourhood around a given input.

However, albeit faithful, note that a linear approximation of a model does not necessarily answer
the above question regarding feature importance. Instead, it can help answer the question ‘To which
features is the model most sensitive to if they were to be perturbed slightly?’ Moreover, the gradient
of DNNs are often highly noisy and are thus not easily understandable for humans.

Interpretation. Within the context of this thesis, an interpretation refers to a simplifying approx-
imation of a complex model such as a DNN. Given the reduced complexity, these representations
can then serve as a basis for providing human-understandable explanations (see above). Models
which are explicitly designed such that a simplified representation of the model computations
exists are thus referred to as inherently interpretable. The degree of simplification can, of course,
vary. E.g., all model parameters in combination with the model architecture fully describe how
the model arrived at its prediction without simplifying the model. In contrast, the highly popular
class activation mapping (CAM) method [ZKL+16] yields a drastic simplification of a DNN and
approximates the full model by the linear transformation performed by the last layer.

Described in the above framework, a core part of this thesis (Part II) is thus concerned with the design of
inherently interpretable DNNs. Specifically, we develop DNNs that can by design be summarised by a
single linear transformation for every input. This linear summary thus serves as the model interpretation.
As this summary is equivalent to the full model computations for every input, it is a faithful representation
of the models’ computations. Finally, we show that these summaries effectively ‘reconstruct’ task-relevant
patterns in the input and thus allow for localising features that were most relevant to the models’ decisions.
As such, visualisations based on these summaries lend themselves well as explanations for humans.
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As discussed above, approaches for addressing the black-box nature of DNNs can be divided into two
distinct categories: (1) developing post-hoc explanations for existing models and (2) designing inherently
interpretable models. To motivate and contextualise this thesis, we provide a short description of such
approaches and how they relate to work performed in this thesis in the following; for details see Chapter 2.

Post-hoc Explanations. In the quest towards better understanding DNNs, a considerable amount
of research has been devoted to explaining model decisions in a post-hoc fashion (for an overview,
see Section 2.1). I.e., the goal of this approach is to develop a general technique for deriving easily
understandable explanations from any pre-trained DNN. This has an obvious appeal: it decouples the
model performance on the main task of interest (e.g. classification accuracy) from its interpretability,
thus simplifying model development. Moreover, if such a method were to be found, the black box
problem of DNNs would effectively be solved and past, present, and potentially also future applications of
DNNs might at once become more transparent. The research on post-hoc explanations has yielded many
promising approaches, some of which have been shown to provide explanations (e.g. in the form of feature
importance heatmaps) that correlate with meaningful signals in the data, e.g. in chemistry [SGTM19],
pharmacology [PKR+19], or histopathological images [BBH+21], see also [SML+21].

Similarly, in Chapter 3 we analyse DNNs trained for detecting Alzheimer’s disease (AD) from magnetic
resonance imaging (MRI) data. In this context, we show that a popular method for interpreting DNN
models, namely layer-wise relevance propagation (LRP) [BBM+15], yields explanations that emphasise
brain areas known to be particularly affected by AD, thus highlighting a major promise of xAI research.
In particular, if we can reliably explain DNNs, we might eventually learn from these models and, e.g.,
identify new biomarkers that could allow us to detect and treat medical conditions at an earlier stage.

Unfortunately, it is generally difficult to evaluate whether a given model interpretation (e.g. via LRP)
indeed yields reliable explanations, as we do not know the true reasons that lead a DNN to a specific
classification—after all, this is the problem that post-hoc methods aim to solve in the first place. Con-
sequently, evaluating the correctness of explanations and comparing them fairly has proven challenging.

In Chapter 4, we make a step towards addressing this issue. In particular, we carefully construct an
evaluation setting in which certain input features are known to not contribute to the model decision and
develop a framework that allows for comparing different explanation methods in a systematic and fair
manner. Interestingly, we find that some popular post-hoc explanation methods can attribute importance to
features that—by construction—do not influence the DNNs, thus putting their faithfulness into question.

This highlights a common concern regarding post-hoc explanations: can (and should) we trust a fixed
approximation method of black box models to reliably provide faithful and understandable explanations
of the underlying decision process, cf. [Rud19]? In fact, can the simplifying assumptions of the model
interpretations be expected to hold independent of the training paradigm? And, even if they do, can we
expect the resulting explanations to be easily understandable for humans?

In fact, at least two commonly used explanation methods (gradients [TSE+19] and self-attention [CTM+21])
have been shown to yield drastically different results depending on the training paradigm. In light of
this, we argue that the optimisation procedure of DNNs should be taken into account when explaining
DNNs. Even more, we propose to design the optimisation procedure so that the models become inherently
interpretable and yield explanations that lend themselves well to be easily understandable for humans.

Inherently Interpretable Models. One of the core challenge in designing inherently interpretable
models is to ensure that they not only provide understandable and faithful explanations, but also achieve
performance competitive with non-interpretable models (see also the desiderata put forward in [MSK+19]).
While it is often assumed that an inherent trade-off between interpretability and performance exists, others
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argue that interpretability might even help to improve models [Rud19, RCC+22].

In Part II of this thesis, we make a step towards designing performant, yet inherently interpretable models
and show that performance and interpretability might indeed not necessarily be at odds. For this, we
propose to rethink the model design and optimisation procedure with the explicit goal of increasing model
interpretability. In particular, we design models that inherently allow to be faithfully summarised by a
linear transformation, which is optimised during training to align with relevant input features and thus
lends itself well to be easily understandable for humans.

While this has been attempted before [AJ18], to the best of our knowledge, our models are the first
to perform well with respect to all three of the following desiderata: they (1) are performant and (2)
yield faithful model explanations that (3) lend themselves well to being understandable to humans. E.g.,
piece-wise linear models (e.g. ReLU-based [NH10] DNNs) are performant and faithfully summarised by
a linear transformation for every input, but the resulting explanations are not easily understandable. The
Self-Explaining Neural Networks by [AJ18], on the other hand, are optimised to yield stable and thus
more easily understandable explanations, but sacrifice predictive performance. The B-cos Networks we
propose in Chapter 6, in contrast, achieve high classification performance and provide highly detailed,
human-understandable explanations that faithfully summarise the model computations for every input.

1.2 OUTLINE AND AUTHOR’S CONTRIBUTIONS

This thesis is divided into 5 parts and a total of 10 chapters. In the following, we provide a short overview
over the content of each of the remaining 9 chapters. Further, we highlight the publications in which
the respective content has previously appeared; in this context, ‘∗’ denotes equal contributions of the
leading authors. We would like to further emphasise that the senior advisors Bernt Schiele, Mario Fritz,
Hilde Kuehne, Christian Rupprecht, and Kerstin Ritter provided invaluable feedback throughout all the
development stages of the corresponding projects, and we thank them for their continuous support.

Chapter 2 — Related Work. In this chapter, we provide a detailed overview over the relevant literature
to contextualise this thesis appropriately. To paint the full picture, this includes prior work by which this
thesis is inspired and on which it is built, concurrent work that appeared alongside the approaches we
develop and discuss in this thesis, as well as follow-up work that has appeared since and which allows us
to identify important open questions and promising recent developments, see also Chapter 10.

1.2.1 Part I — The Promises and Pitfalls of Attribution Methods

In the first part of this thesis we focus on evaluating existing explanation methods. By doing so, we
highlight both the promises (Chapter 3) and open challenges (Chapter 4) of explanation methods.

Chapter 3 — The Promises. As a starting point for this thesis, in this chapter we present a case
study on understanding the decisions of Deep Neural Network (DNN) classifiers in the medical domain.
Specifically, we use the layer-wise relevance propagation (LRP) technique [BBM+15] to analyse DNNs
that were trained to detect signs of Alzheimer’s disease (AD) in magnetic resonance imaging (MRI) data.
In this context, we showcase and discuss some of the potential benefits of explaining the DNNs’ decisions.
The corresponding publication [BEWR19] has previously appeared in Frontiers in Aging Neuroscience.

As one of the lead authors of [BEWR19], Moritz Böhle developed the majority of the code, the experiments,
and the quantitative and qualitative evaluation procedures. The general study design and the literature
review were done jointly with Fabian Eitel. The majority of the writing for the first submission was done
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by Moritz Böhle, whereas the majority of the revisions of the manuscript after the first (and last) round
of reviews were done by Fabian Eitel. Fabian Eitel was further responsible for revising the code for
publication, as well as the design, implementation, and evaluation of relevant ablation studies.

Chapter 4 — The Pitfalls. Given the importance of making the decision processes of DNNs more
transparent, a wide range of different approaches for doing so have been developed; for a detailed
discussion, see Chapter 2. In order to better understand the differences between methods from a highly
popular subgroup—so-called importance attribution methods—in this chapter we perform a systematic
evaluation across a wide range of approaches. By doing so, we are able to distill and highlight various
important shortcomings of existing approaches, such as a lack of model faithfulness. Moreover, we show
that apparent performance differences between some of the most widely used methods can be attributed to
the fact that the comparisons are often skewed. To address this, we provide a framework to more fairly
compare attribution methods, both qualitatively and quantitatively. This work has previously appeared at
CVPR ([RBS22]) and an extension has been accepted for publication at IEEE TPAMI ([RBS24]).

For [RBS22, RBS24], as second author, Moritz Böhle contributed significantly to the study design,
the evaluation procedure, and the general development of the project. All the experiments and their
implementation, their quantitative and qualitative evaluation, as well as the development and publishing of
the code were done by Sukrut Rao. Moritz Böhle and Sukrut Rao contributed in equal parts to the writing.

Publications

[BEWR19] Moritz Böhle∗, Fabian Eitel∗, Martin Weygandt, Kerstin Ritter. Layer-wise Relevance
Propagation for Explaining Deep Neural Network Decisions in MRI-based Alzheimer’s
Disease Classification. In Frontiers in Aging Neuroscience, 11, 2019.

[RBS22] Sukrut Rao, Moritz Böhle, Bernt Schiele. Towards Better Understanding Attribution
Methods. In IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR),
2022.

[RBS24] Sukrut Rao, Moritz Böhle, Bernt Schiele. Better Understanding Differences in Attribution
Methods via Systematic Evaluations. In IEEE Transactions on Pattern Analysis and Machine
Intelligence (PAMI), 2024.

1.2.2 Part II — Designing Inherently Interpretable Deep Neural Networks

In Part I, we focused on analysing existing attribution methods that were developed to understand the
decision-making process in DNNs post hoc, i.e. independently of the training or the design of the DNNs.

In contrast, in Part II we place a particular focus on developing inherently interpretable DNNs. Specifically,
we show that it is possible to include the goal of interpretability into model design and training, resulting
in DNNs that are simultaneously optimised for classification performance and interpretability.

Chapter 5 — CoDA Networks. In this chapter, we introduce the notions of dynamic linearity and
alignment pressure as tools for building inherently interpretable DNNs, and based on this, design the
Convolutional Dynamic Alignment (CoDA) Networks. We show that these models indeed exhibit a
high degree of interpretability and can constitute performant classifiers. The content of this chapter has
previously been presented at CVPR (oral) [BFS21] and has been published at IEEE TPAMI [BFS22a].

As the lead author, Moritz Böhle designed the proposed models, conducted all the experiments, and was
the main writer for [BFS21, BFS22a].
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Chapter 6 — B-cos Networks. While the CoDA Networks showed promising gains in interpretability
and competitive performance, they do not easily scale to complex, large-scale classification problems. In
this chapter, we present a drastically simpler model that nonetheless adheres to the design principles of the
CoDA Networks, namely the dynamic linearity and the alignment pressure. Importantly, we show that the
core components of the resulting B-cos Networks are compatible with a wide range of conventional DNNs
and not only significantly increase their interpretability, but also maintain their classification performance
on challenging datasets. The content of this chapter has previously appeared in CVPR, see [BFS22b], and
has recently been accepted for publication at IEEE TPAMI [BSFS24].

As the lead author, Moritz Böhle designed the proposed models, developed the code base, conducted all
the experiments, and was the main writer for [BFS22b]. For the extension to [BSFS24], Moritz Böhle
was the main writer and responsible for the experimental and model design, as well as the qualitative
evaluations. Navdeeppal Singh implemented the majority of the experiments, and was the main contributor
for revising the code from [BFS22b], as well as for extending and publishing it.

Publications

[BFS21] Moritz Böhle, Mario Fritz, Bernt Schiele. Convolutional Dynamic Alignment Networks
for Interpretable Classifications. In IEEE/CVF Conference on Computer Vision and Pattern
Recognition (CVPR), 2021.

[BFS22a] Moritz Böhle, Mario Fritz, Bernt Schiele. Optimising for Interpretability: Convolutional
Dynamic Alignment Networks. In IEEE Transactions on Pattern Analysis and Machine
Intelligence (PAMI), 2022.

[BFS22b] Moritz Böhle, Mario Fritz, Bernt Schiele. B-cos Networks: Alignment is All We Need
for Interpretability. In IEEE/CVF Conference on Computer Vision and Pattern Recognition
(CVPR), 2022.

[BSFS24] Moritz Böhle, Navdeeppal Singh, Mario Fritz, Bernt Schiele. B-cos Alignment for Inherently
Interpretable CNNs and Vision Transformers. In IEEE Transactions on Pattern Analysis and
Machine Intelligence (PAMI), 2024.

1.2.3 Part III — From Understanding Models to Guiding Models

In the parts, we consider explanation methods as a tool that allows to provide additional information about
the models to humans. In this part, we explore the opposite direction, i.e. how explanations can be used to
provide additional information to the models.

Chapter 7 — Guiding Models. In Chapter 7, we do so by providing additional human annotations
(object bounding boxes) to the models during training and regularise the model explanations to specifically
highlight the corresponding regions in the input images. In particular, we perform a detailed study across
a wide range of design choices (attribution methods, models, loss functions, and other hyperparameters)
on two large-scale datasets, to better understand how this can be done efficiently and effectively. The
corresponding publication [RBPAS23] has previously appeared at ICCV.

Moritz Böhle and Sukrut Rao contributed the majority and in equal parts to the writing and the study
design of [RBPAS23]. The implementation of the code for training and quantitatively evaluating the
models was done by Sukrut Rao, the data analysis was done jointly by Sukrut Rao and Moritz Böhle, and
the data and explanation visualisations were created primarily by Moritz Böhle. The experiments on the
Waterbirds dataset were conducted by Amin Parchami-Araghi.
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Chapter 8 — Explanation-enhanced Knowledge Distillation. In addition to providing information
to the models via human annotations, we investigate the benefits of providing additional information to
DNNs via the explanations of another model. In particular, we show that regularising the explanations
of ‘student’ models to be similar to those of the ‘teacher’ models can help distill knowledge between
models more efficiently and improves distillation fidelity; i.e., student models behave more similarly to
their teachers if explanation distillation is applied, maintaining important properties such as robustness to
distribution shifts. The corresponding work is currently under review.

Moritz Böhle, Amin Parchami-Araghi, and Sukrut Rao contributed in equal parts to the study design and
the writing of [PABRS23]. All experiments were conducted and implemented by Amin Parchami-Araghi.

Publications

[RBPAS23] Sukrut Rao∗, Moritz Böhle∗, Amin Parchami-Araghi, and Bernt Schiele. Studying How to
Efficiently and Effectively Guide Models with Explanations. In IEEE/CVF International
Conference on Computer Vision (ICCV), 2023.

[PABRS23] Amin Parchami-Araghi∗, Moritz Böhle∗, Sukrut Rao∗, and Bernt Schiele. Good Teachers
Explain: Explanation-Enhanced Knowledge Distillation. Under review.

1.2.4 Part IV — Contrastive Learning on Long-Tail Data

Chapter 9 — Improving Contrastive Learning on Long-Tail Data. In the last chapter on work
performed for this thesis, we switch gears and, instead of analysing individual model decisions, try
to better understand the mechanics of a commonly used framework for self-supervised representation
learning. In particular, we study the effect of a single hyperparameter of contrastive learning methods:
the softmax temperature. We show that this parameter critically influences the learning dynamics and
that periodically changing it throughout the training process yields significant benefits for the learnt
representations on long-tail datasets. This work has previously appeared at ICLR, see [KBS+23].

Moritz Böhle and Anna Kukleva contributed in equal parts to the design of the temperature scheduling
approach, the analytical framework, as well as the writing of [KBS+23]. Initial results indicating a
significant effect of the temperature parameter were obtained by Anna Kukleva. The implementation of
the experiments and the publication of the code for this project were fully handled by Anna Kukleva.

Publications

[KBS+23] Anna Kukleva∗, Moritz Böhle∗, Bernt Schiele, Hilde Kuehne, Christian Rupprecht. Temper-
ature Schedules for Self-Supervised Contrastive Methods on Long-Tail Data. In International
Conference on Learning Representations (ICLR), 2023.

1.2.5 Conclusion and Outlook

Chapter 10 — Conclusion and Outlook. In this chapter we summarise the most important findings and
contributions from this thesis and discuss them against the backdrop of recent developments in the field.
In this context, we highlight important challenges that remain and how these could be addressed.
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IN the following, we highlight prior works that share important parallels with and served as inspiration
for the methods we develop in this thesis. In particular, to put our work on evaluating post-hoc
explanation methods (Part I) and on designing inherently interpretable Deep Neural Networks

(DNNs) (Part II) into context, we will first review related research on explainable AI (xAI) for image
classification; for a broader overview of xAI research, see e.g. [BPBPQE23, AAES+23]. In particular,
we discuss related work on understanding DNN-based image classifiers via post-hoc explanations in
Section 2.1 and on evaluating the quality of such explanations in Section 2.2. Then, in Section 2.3, we
describe recent efforts on designing inherently interpretable DNNs, which are the core focus of Part II.
Moreover, to contextualise our work on guiding models by regularising their explanations (Part III), we
discuss relevant related work on model guidance and knowledge distillation approaches in Section 2.4.
Finally, in Section 2.5, we highlight similarities of prior work to our ‘temperature scheduling’ approach,
which we develop to improve self-supervised representation learning on long-tailed data (Part IV).

2.1 POST-HOC EXPLANATIONS OF DEEP NEURAL NETWORKS

Commonly, xAI research for DNN-based classification models aims at better understanding the individual
predictions of existing classifiers. As the design and optimisation of the classification models are thus
decoupled from the question of how to explain them, the resulting explanations are often referred to as
post-hoc. In the following, we describe the most prominent examples of this in detail and how they relate
to the methods we present in this thesis. In particular, we first introduce importance attribution methods in
Section 2.1.1. Thereafter, in Section 2.1.2, we discuss approaches that aim to shed light on intermediate
model representations. In this context, we also highlight recent works on providing global explanations,
i.e., methods that describe model behaviour across images instead of providing per-image explanations.

2.1.1 Explaining Model Decisions via Importance Attributions

Post-hoc importance attribution methods can be divided into either white-box or black-box, which differ
in the level of access to the model they require. Specifically, white-box attribution methods assume full
access to the internal model computations, such as intermediate activations, the models’ gradients, and
the model architectures in general. In contrast, black-box attribution methods only require access to the
model outputs for differently perturbed inputs, as we discuss in the following. We then highlight a few

9
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selected approaches that exhibit interesting parallels to the methods developed in this thesis.

White-box Approaches are typically backpropagation-based and combine the model inputs and the
(modified) gradients of the models’ outputs with respect to those inputs in different ways and to vary-
ing degrees [SVZ14, SDBR15, ZF14, SGK17, STY17, SF19, ZBL+18, BBM+15, MBL+19, ZKL+16,
SCD+17, CSHB18, JZH+21, DR20, WWD+20]; note that the methods are often applied to just a part
of the model (e.g. the last layer as in [ZKL+16, SCD+17]) and the ‘input’ in that case is thus given by
the input to the first layer of the respective submodel. Conceptually, these approaches are thus highly
related and primarily differ in how specific rules are chosen for modifying the gradients or weighting the
inputs. E.g., Sensitivity [SVZ14] uses the gradient itself, whereas [ZF14, SDBR15, BBM+15, MBL+19]
introduce various rules by which gradients are altered in the backwards pass through the model. Going
further, Layer-wise Relevance Propagation (LRP) [BBM+15, MBL+19] explicitly turns the rules into
a design choice and thus constitutes a general framework that encompasses many other approaches.
Further, some methods [SGK17, STY17] introduce additional reference values on which the rules depend
[SGK17] or to improve the gradient-based importance estimates [STY17], or even try to learn the optimal
backpropagation strategy from data [KSA+18]. Finally, note that the group of so-called ‘class activation
map’ (CAM) approaches also typically relies on modified gradients to weight the inputs to a specific
layer of the model [ZKL+16, SCD+17, CSHB18, JZH+21] and are thus conceptually highly related to
computing ‘Input×Gradient’ (cf. [SGK17]); that said, some CAM approaches weight the layer inputs by
means of a reference value [WWD+20] or by perturbing the inputs to the layer [DR20].

Black-box Approaches are typically perturbation-based, i.e. they estimate the importance of input
features by evaluating the model on many perturbed versions of an input [RSG16, PDS18, ZF14, FV17,
DG17]. This is done by iteratively replacing different parts of the input with a fixed value (e.g. an
average value) [RSG16, PDS18, ZF14, LL17] or optimising a mask over the input image that maximises /
minimises class confidence [FV17, DG17]. While such black-box approaches are highly versatile, they
are not based on a mechanistic understanding of how the underlying model computes its output. Instead
they can be seen to answer the question: “If perturbed, which input features most strongly affect the
models’ output?” In contrast, in Chapters 5 and 6 we explicitly aim to design models for which we better
understand the underlying mechanism, which in turn allows us to derive explanations directly from the
model itself.

In Chapter 4, we compare both white- and black-box approaches in a systematic manner to better
understand differences between the methods and highlight failure modes. Specifically, for this we group
the approaches into being primarily gradient-based, activation-based (i.e. CAM methods), or perturbation-
based, and analyse their behaviour when applied to different layers of the models under investigation.

Relation to CoDA and B-cos Explanations. In Chapters 5 and 6, we introduce novel DNN architectures
(CoDA and B-cos Networks respectively), which compute their outputs in an easily interpretable manner.
For this, the models are designed to be dynamic linear: i.e., the output is given by an input-dependent
linear transformation of the input (y=W(x)x). The resulting linear transformations are hence white-box
explanations, as they are explicitly part of the model architecture and depend on the internal computations.
While they thus share similarities with the white-box approaches above, there are also crucial differences.

First, we note that the linear decomposition of the output into linear contributions from individual input
dimensions is equivalent to the Input×Gradient method (cf. [SGK17]) for piece-wise linear models.
Further, the explanations for CoDA and B-cos Networks are obtained via backpropagation: for this, we
modify the actual model gradients to reflect the dynamic linear transformations of each individual layer.
In fact, the rules by which the gradients are modified can be considered to be the appropriate LRP rules for
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the respective layers, as the total relevance is naturally conserved in the CoDA and B-cos explanations1.
Importantly, however, in contrast to the model-agnostic, post-hoc explanations discussed above, the CoDA
and the B-cos networks are explicitly designed and optimised to be explainable under this particular form
of backpropagation and the resulting explanations are thus not post-hoc, but rather model-inherent.

2.1.2 Extracting Learnt Concepts and ‘Global’ Explanations

In the previous section, we discussed methods that aim to highlight which input features were most
influential for the models’ output layers. In contrast, in this section we highlight approaches that aim to
improve our understanding of which ‘concepts’ intermediate layers in DNNs represent and how this can
help to describe global model behaviour, i.e., across images, instead of providing per-image explanations.

Neuron Visualisations. [HOWT06] show that first layer neurons of DNNs trained on natural images can
learn Gabor-like filters [Gab46, Gra78] by visualising their weight matrices. Extending such visualisations
to higher-level neurons, [EBCV09] introduced the idea of activation maximisation, which optimises input
images to maximally activate a chosen neuron. By regularising these images to conform with certain
priors (for a discussion, see [OMS17]), these optimised images can exhibit semantically understandable
patterns, such as faces or car wheels. This approach is still commonly used, cf. [OCS+20, GCV+21], but
has recently been shown to result in images that are processed very differently by the DNNs than natural
images [GZB+24] (i.e. from the original data distribution), which puts their reliability for explaining
model behaviour into question. Similarly, in Chapter 6, we visualise intermediate neuron explanations
as natural images. However, instead of optimising the input, we directly visualise the dynamically
computed linear mapping of the input to the chosen neuron. As such, our visualisations do not rely on
hand-crafted priors and are not based on out-of-distribution samples, such as the optimised images in
activation maximisation.

Extracting Learnt Concepts. Various approaches for mapping intermediate features of a DNN to human-
interpretable concepts have been proposed. E.g., [BZK+17, ZKL+15] use correlations of intermediate
activations with annotated semantic concepts to show that some neurons consistently ‘fire’ for human-
interpretable concepts. Instead of only relying on correlations, [KWG+18] use an annotated concept
dataset and train linear classifiers to map the intermediate representations of a DNN to those human-
understandable concepts. Similarly, [CBR20] ‘whiten’ the intermediate features and rotate the representa-
tions such that individual axes align with pre-defined human-interpretable concepts. Additionally, a recent
line of work explores how to extract the concepts on which the model relies in an unsupervised fashion and
without relying on human annotations [GWZK19, ZMM+21, FPB+23, GNO+23], by means of clustering
features [GWZK19] or by applying matrix factorisation [ZMM+21, FPB+23, GNO+23, FBB+23].

We note that approaches for concept extraction are complementary to our work on inherently interpretable
models (Chapters 5 and 6) and leave a detailed analysis of the intermediate features of the CoDA
(Chapter 5) and B-cos networks (Chapter 6) to future work. That said, in Chapter 6 we provide preliminary
evidence that the intermediate features can be mapped to human-interpretable concepts (such as wheels,
bird beaks, etc.) by qualitatively analysing the model-inherent explanations for those features.

From Local to Global Explanations. Finally, we would like to highlight a particularly interesting
aspect of combining concept-extraction techniques and importance attribution methods as discussed in
the previous section. Specifically, recent work explores the reliance of the final network prediction on
such extracted intermediate concepts [KWG+18, FPB+23, FBB+23, ADE+23], by measuring the output

1I.e., by design, the linear contributions obtained for CoDA and B-cos models sum to the output logit, thus conserving the
total amount of ‘relevance’ (logit score). See also the conservation principle for layer-wise relevance propagation in [BBM+15].
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change under ‘concept removal’ [FPB+23, FBB+23], or by applying backpropagation-based importance
attribution techniques [KWG+18, ADE+23, FBB+23]. By aggregating the concept importance estimates
over many images, it becomes possible to make global statements about a models’ reliance on the
intermediate concepts. Specifically, if intermediate concepts are human-understandable and can be
labelled (e.g., ‘striped’, ‘wheel’, ‘face’, or ‘watermark’), one can assess the strategies of the models for
solving a task across images and potentially detect unwanted model behaviour more easily (e.g., “The
detection of class A often relies on spuriously correlated watermarks in the training dataset”). While
this is thus a highly promising research direction, we also note that the reliability of such statements
crucially hinges on good estimates for the importance of individual concepts. By improving the importance
estimates or analysing the reliance on concepts for inherently interpretable models (as in Chapters 5
and 6), the global explanations might better reflect the true model behaviour and become more easily
understandable.

2.2 EVALUATING EXPLANATIONS OF DEEP NEURAL NETWORKS

As discussed in the previous section, many different approaches for better understanding the predictions
of DNNs have been proposed in recent years. However, given that the true reasons for a given DNN
decision are typically not known, it is often challenging to assess the quality of the resulting explanations.
To overcome this, the development of explanations has been accompanied by the development of an
array of evaluation techniques; for an excellent recent review, see [NTP+23]. Generally, these techniques
test for desirable properties of explanations. In the following, we discuss human-centric evaluations
[KMR+22, CFCS22, SSP+22, SH20, HB20], sanity checks [AGM+18], localisation- [ZBL+18, SSTL20,
CLY+15, FV17, BFS21, YK19], and perturbation-based metrics [SBM+16, SF19, CSHB18, HSMR23].

Human-centric Evaluations. A core motivation for developing explanations for DNNs is to help humans
better understand how a given model arrived at its prediction. To assess whether explanations live up to
this promise, various evaluation protocols involving human subjects have been proposed. In this context,
a common aspect of the explanations that is tested for is that of ‘simulatability’ [HB20]. Specifically,
simulatability assessments evaluate whether explanations help humans to predict model behaviour. While
some of the tested explanations do help users predict the model behaviour in simple settings [RSG16,
CFCS22], similar benefits have not been observed on more complex tasks [KMR+22, CFCS22, SH20].

Moreover, [KMR+22] find that accompanying model predictions by explanations significantly increases
the users’ trust in the underlying models. In fact, users are willing make significant sacrifices with respect
to model performance if a lower-performing model additionally provides explanations for its predictions,
especially in high-risk settings. While this shows that explanation methods could play a crucial role in
increasing the adoption of machine learning models, it also highlights the dangers of explanation methods
that are not faithful to the underlying model. Specifically, such explanations could engender a false sense
of trust in the DNNs’ predictions, without actually providing reliable information about their ‘reasons’.

Sanity Checks. To mitigate the issue of potentially relying on explanations that do not faithfully describe
the DNN in question, [AGM+18] develop two sanity checks that a model-faithful explanation should
necessarily fulfil. In particular, the authors evaluate various attribution methods for classification models.
Given that these methods are supposed to explain the decision of a given model trained for a specific
task, the authors test whether the attribution methods are in fact dependent on the model and the task.
Interestingly, they find that some explanation methods are surprisingly stable with respect to randomising
the model parameters and the labels used during training, putting the faithfulness of those methods into
question. Similarly, in Chapter 4, we develop an evaluation setting for attribution methods that also
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constitutes a sanity check for the methods’ faithfulness. Instead of basing it on the methods’ model-
specificity as in [AGM+18], we carefully control the flow of information through the model, which allows
us to make definitive statements about which regions in the input cannot possibly have contributed to the
output—any method that still assigns importance to those regions is thus provably not faithful.

Localisation-based Metrics. Instead of evaluating the utility of explanation methods via human studies
and as a proxy for evaluating the faithfulness of the explanations, various localisation metrics have been
developed [ZBL+18, SSTL20, CLY+15, FV17]. A common assumption for these metrics is that the
model will rely on class-specific ‘on-object’ features; i.e., the correctness of explanations is evaluated by
assessing whether an explanation method (primarily) assigns high importance values to pixels contained
within human-annotated masks for the target objects (pixel-level segmentations or bounding boxes). This
assumption might seem reasonable and will often be valid for a model that performs well on a complex
classification task. However, it also arguably defeats the purpose of trying to understand what the model
does, as it lifts the human expectations to be the gold reference (cf. [NTP+23], Sec. 6.11). It thus carries
the risk of confirmation bias: such metrics favour explanations that fulfil our expectations and penalises
explanations that faithfully highlight that the model relies on spuriously correlated background features.

To overcome this, in Chapters 4 and 5 we introduce a novel evaluation paradigm based on synthetically
created image grids; similar paradigms are also explored in [SJN21, ADPGG21]. In these grids, each
cell belongs to a different class and, when passed individually through the network, it is correctly and
confidently classified by the model. As such, we know that each grid cell contains features that allow
the model to correctly classify that image. For each of the present classes, we then measure the fraction
of importance attribution values that a given explanation method assigns to the grid cell. Importantly,
this approach thus does not distinguish between on-object and background features. In the framework
of [NTP+23], our proposed paradigm thus evaluates the contrastivity (i.e. target specificity) of the
explanations and can be considered a variation of a ‘controlled synthetic data’ experiment.

However, this approach can also not guarantee that the model only uses information from within the
desired grid cell, as the class logits can generally be influenced by features from all grid cells. Therefore,
in Chapter 4, we additionally propose a highly controlled setting in which we ensure that the logit for each
of the present classes is only connected to its respective cell in the grid. As a result, we can guarantee that
grid cells are classified independently, allowing us to identify definitive failures of attribution methods.

Perturbation-based Metrics typically test whether the importance attributions as assigned by a specific
explanation method are consistent for similar inputs [AJ18, DAA+19] or predictive of the model behaviour
when applying perturbations to the input (cf. ‘stability’ and ‘deletion/addition’ protocols in [NTP+23]).
E.g., in the so-called ‘deletion protocol’ [SBM+16, SF19, FV17, PDS18], it is assumed that if an input
feature (e.g. an image pixel) is assigned a high importance value by an explanation method, the models’
confidence in the prediction should drop most strongly when replacing that feature by a baseline value;
vice versa for the ‘insertion protocol’ [PDS18], i.e. it is assumed that the model’s prediction should be
recovered most quickly when inserting the most important features to a chosen baseline image.

While perturbation-based metrics thus test for desirable properties of explanations in terms of human ex-
pectations (‘similar inputs should have similar explanations’ and ‘removing supposedly important features
should reduce the model confidence most’) they do not necessarily test the explanations’ faithfulness.
E.g., if a DNN is highly sensitive to image perturbations, it is unclear whether similar explanations can
be expected for (albeit slightly) different inputs. Moreover, such interventions inherently depend on the
chosen baseline values and can introduce artefacts that are out of the training distribution (OOD). While
[HEKK19] mitigate this by retraining a model on data in which the purportedly most important features
are removed and then evaluating how much this impacts performance, this approach can be very costly for
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large models on complex datasets. Moreover, rather than testing whether a given explanation is faithfully
reflecting a particular model, this approach tests whether the combination of model and explanation allow
for identifying features that most drastically impact the predictive performance of a new model.

That said, in Chapter 5, we find the model-inherent explanations of the CoDA Networks to be highly
predictive of model behaviour under perturbations. Similarly, in a recent work on a synthetic dataset
[HSMR23]—which thus ensures that the interventions do not yield OOD data—the authors find that the
explanations of the B-cos Networks we introduce in Chapter 6 also exhibit desirable properties under a
part-based feature removal paradigm and compare favourably to other explanation methods.

2.3 DESIGNING INHERENTLY INTERPRETABLE DEEP NEURAL NETWORKS

In contrast to techniques that aim to explain models post-hoc, some recent work has focused on designing
new types of network architectures, which are inherently more interpretable. To achieve this, inspiration
is often taken from simpler models such as decision trees [WDH+21, AMSA21, HCLR19] or linear
classifiers. As we pursue the latter, we discuss the respective works in more detail in the following.

In general, approaches that leverage linearity to increase the interpretability of DNNs typically use at least
one of the following two ingredients: (I) introducing interpretable bottlenecks, on which linear classifiers
are trained to produce the output, or (II) using what we will henceforth call dynamic linear classifiers.

(I) Interpretable Bottlenecks. Among the most popular approaches that leverage the idea of interpretable
bottlenecks are prototype-based networks as introduced in [LLCR18, CLT+19]. The key idea for this
approach is to first train a feature extractor to detect ‘prototypical parts’ in a given input image, which are
then classified by a single linear layer. As a result, the exact contributions of each detected prototype to the
final prediction are known. By using a decoder [LLCR18] or constraining the prototypes to be given by a
specific image patch from the training set [CLT+19], one can further visualise the prototypes as natural
images to which any new image is compared. This approach has been extended multiple times, for example
by using deformable prototypes [DBC22], defining prototypes as basis vectors [WLWJ21], exchanging the
linear classifier by a decision tree [NVBS21], or adapting it to segmentation tasks [SRS+23]. We further
note that these prototype-based approaches are conceptually highly related to concept bottleneck models
[KNT+20, YWZ23, LFS21] (if the bottleneck is applied to the penultimate layer), which are becoming
increasingly popular, especially in combination with vision language models [MV23, PIM23, ODNW23].

While the aforementioned approaches often allow to make exact statements about the contributions
of the prototypes to the prediction, the prototypes themselves are typically not easily interpretable
[HFRK21, KMR+22, NVBS21]; the DNN responsible for extracting the prototypes remains unexplained
and the patch similarity in the models’ feature space often does not coincide with human notions of patch
similarity [KMR+22]. In contrast, in the models we introduce in Chapters 5 and 6 the full computation
from input to output is accounted for in the explanations. That said, note that our models could potentially
complement bottleneck-based approaches, as these might benefit from using more interpretable feature
extractors. This constitutes a promising research direction, which we intend to explore in future work.

Lastly, we note that the BagNets introduced in [BB19] also derive their interpretability from a ‘bottleneck’.
Specifically, in [BB19] the authors severely restrict the receptive field of the models and linearly classify
the representations of relatively small patches independently. As a result, the exact linear contributions of
each patch are known and can be attributed to a small area in the input image. Similarly, in Chapters 5
and 6 we also modify the model architectures to increase their interpretability. Instead of restricting the
receptive field, however, we propose novel types of network layers which change the optima of the models
in a targeted manner and allow us to assign linear contributions to individual pixels.
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(II) Dynamic Linear Models. Most related to the models we propose in Chapters 5 and 6 are approaches
that derive their interpretability from computing the model output y(x) in a dynamic linear fashion. I.e.,
the output y(x) is computed as an input-dependent linear transformation of the input x: y(x)=W(x)x,
with the linear transformation W(x) serving as the model interpretation (see also Section 1.1). The most
prominent prior work example of this are the self-explaining neural networks (SENNs) [AJ18], which
are motivated very similarly to our work. Specifically, the SENNs also derive their explanations from a
linear decomposition of the output into contributions from the input (features). In contrast to our work,
[AJ18] use a DNN—which is itself not interpretable—to predict the matrix W(x), whereas this matrix is
constructed layer by layer in our models introduced in Chapters 5 and 6; importantly, each of these layers
is itself designed to be easily interpretable.

Moreover, dynamic linearity, i.e., the property that the output is computed via some form of an input-
dependent linear mapping, is additionally shared by all piece-wise linear networks (e.g., ReLU-based
[NH10] networks). In fact, the contribution maps of CoDA and B-cos models are conceptually similar to
‘Input×Gradient’ (IxG) [SGK17] for piece-wise linear models, which also yields a linear decomposition
in form of a contribution map. In contrast to the piece-wise linear functions, we combine this dynamic
linearity with a structural bias towards an alignment between the contribution maps and discriminative
patterns in the input. This results in explanations of much higher quality, whereas IxG on piece-wise linear
models has been found to yield unsatisfactory explanations of model behaviour [AGM+18, KSA+18].

Finally, we note that attention layers as used in transformers [VSP+17, DBK+21] are also dynamic linear
and the resulting attention matrices W(x) are often used to better understand attention-based models.
However, in contrast to our models, which only use dynamic linear layers and thus become dynamic linear
as a whole, transformers employ attention layers and multi-layer perceptrons (MLPs) in an alternating
fashion. Conventional transformers can thus not be summarised faithfully via a single dynamic linear
transformation. Since the attention matrices alone do not capture the computations of the full models
[BF20, CGW21] additional mechanisms are required to explain the combined computations of attention
and MLP layers, such as [CGW21]. In contrast, in Chapter 6 we show that it is possible to construct fully
dynamic linear transformers by combining attention layers with B-cos MLPs.

Additional Similarities to CoDA and B-cos Networks. In Chapters 5 and 6, we design novel network
architectures with the explicit goal of making them inherently interpretable. For this, we replace the
ubiquitously used linear transformations in Deep Neural Networks (DNNs) by Convolutional Dynamic
Alignment (CoDA, Chapter 5) and B-cos transformations (Chapter 6) respectively. Given the central role
that the CoDA and B-cos models play in this thesis, in the following we highlight and discuss interesting
parallels to other work in more detail.

First, in our models, the convolutional kernels are dependent on the specific patch that they are applied to;
i.e., CoDA and B-cos layers effectively apply different filters at every position in the input. As such, they
can be regarded as an instance of dynamic local filtering layers as introduced in [JDBTG16]. Importantly,
we design these dynamic local filters such that they are dynamic linear (see above) and structurally biased
towards yielding dynamic linear weights that exhibit a high cosine similarity with relevant input patterns.

Second, the CoDA networks are related to capsule networks as proposed in [SFH17]. In fact, the dynamic
weights predicted by the CoDA networks are equivalent to the activations of capsules after a single
iteration of the dynamic routing mechanism (for details on dynamic routing, see [SFH17]). However,
while in [SFH17] the activations of the capsules directly serve as input to the next layer, in CoDA networks
the corresponding vectors are used as convolutional filters; for a detailed discussion, see Appendix B.

Lastly, we note that the B-cos transformations constitute an approximation to radial basis function (RBF)
layers with isotropic Gaussian kernels on unit norm hyperspheres. As such, B-cos networks as a whole
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can be regarded as an approximation of deep RBF networks; for a discussion, see Appendix C. While it
has been argued that RBF networks could exhibit desirable properties [GSS15], integrating RBF layers
into DNNs has proven challenging and mostly been limited to single layers [ZHS18] or small datasets
[HW19] potentially due to computational and optimisation issues (see, e.g., the discussion in [HW19]).
In contrast, in Chapter 6, we show that B-cos networks easily scale to large scale datasets, are easy to
optimise, and perform on par with conventional models.

2.4 MODEL GUIDANCE AND KNOWLEDGE DISTILLATION

In Chapters 7 and 8, we aim to guide Deep Neural Networks (DNNs) to exhibit certain desirable properties
after model training by regularising the explanations for their decisions. Specifically, for this we use
human annotations (Chapter 7) or the explanations obtained from a separate teacher model (Chapter 8). In
the following, we discuss parallels to prior art and the similarities between the two approaches in detail.
In Section 2.4.1, we then provide an additional discussion on relevant works for Chapter 8 specifically.

Implicit Model Guidance via Attribution Priors. Several approaches have been proposed for training
better models by enforcing desirable properties on their attributions. These include enforcing consistency
under augmentations [PP21, PKO+22, GZF+19], smoothness [EJS+21, MFBS22, KTI19], separation of
classes [ZSZ+22, PKO+22, SKL+20, NS20, SMG+20], or constraining the model’s attention [FHYF19,
AKK+22]. In contrast to these implicit attribution priors that are the same for every input, in Chapters 7
and 8, we provide explicit, input-specific targets. In particular, we regularise the models’ explanations to
align with human annotations (Chapter 7) or with explanations of a ‘teacher’ model (Chapter 8).

Explicit Model Guidance via Attribution Regularization. In contrast to the indirect regularization effect
achieved by attribution priors, various approaches have been proposed (cf. [FSSK22, TASD23]) to act-
ively guide models by regularising their attributions, for tasks such as classification [RHDV17, GSZH22,
GSB+22, RSMY20, PDN+22, HCMN22, TAvdH20, MFS+21, TK19, Tes19, SST+20, SSS+21, LSES19,
SLL+21, YKDO23, FRRLS22], segmentation [LWP+18], VQA [SLS+19, TAvdH20], and knowledge
distillation [FTP+22]. The goal here is not only to improve performance, but also make sure that the
model is “right for the right reasons” [RHDV17]. This typically involves jointly optimising the models for
classification performance, whilst simultaneously ensuring that their explanations localise object features.

In Chapter 7, we conduct an in-depth study to distill the most effective techniques for guiding models via
human annotations. Whereas most prior work evaluate on simple datasets [RHDV17, SSS+21, GSZH22,
GSB+22] or focuses on one particular attribution method [CSW22], we perform a detailed evaluation
across loss functions, attribution methods, models, and ‘guidance depths’ on challenging real-world
multi-label classification datasets. Specifically, we evaluate the localisation losses introduced in the closest
related work (RRR [RHDV17], HAICS [SLL+21], and GRADIA [GSZH22]) and additionally propose
the EPG metric [WWD+20] as a loss function and show that it has desirable properties.

In Chapter 8, we additionally evaluate whether models can be guided by other DNNs instead of human
annotations. Specifically, we propose explanation-enhanced knowledge distillation (e2KD) and train
student models to not only mimic their teacher’s logit distribution, but to also yield similar explanations;
for this, we use both a popular post-hoc explanation method (GradCAM [SCD+17]) as well as the
model-inherent explanations of the B-cos models [BFS22b, BSFS24]. e2KD thus shares similarities with
[PDN+22], in which a model is guided via the attention maps of a vision-language model. Similar to our
work in Chapter 8, the authors show that this can guide the students to focus on the ‘right’ input features.
We extend such guidance to KD and discuss the benefits that this yields for KD fidelity.
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Evaluating Model Guidance. The benefits of model guidance have typically been shown via improve-
ments in classification performance (e.g. [RHDV17, RSMY20]) or an increase in IoU between object
masks and attribution maps (e.g. [GSB+22, LWP+18]). In addition to these metrics, in Chapter 7 we also
evaluate on the EPG metric [WWD+20], which has thus far only been used to evaluate the quality of the
attribution methods themselves. We further show that it lends itself well to being used as a guidance loss,
as it places only minor constraints on the model, and, in contrast to the IoU metric, it is fully differentiable.
Moreover, in Chapter 8, we place a particular focus on the benefits of model guidance via a DNN teacher
(i.e. of our proposed e2KD) for KD fidelity. For example, as in Chapter 7, we assess whether students
learn to be right for the right reasons when training them on highly biased datasets (Waterbirds-100,
[SKHL20]). We further evaluate whether e2KD is able to transfer the knowledge more efficiently (i.e.
with less data) and whether the students are able to learn architectural priors from the teachers.

2.4.1 Explanation-Enhanced Knowledge Distillation (e2KD)

In the following, we additionally discuss relevant works that are specific to our e2KD approach (Chapter 8).

Knowledge Distillation (KD) has been introduced to compress larger models into smaller, more efficient
models for cost-effective deployment [HVD15]. Various approaches for KD have since been proposed,
which we group into three types for the following discussion: logit- [HVD15, ZCS+22, BZR+22], feature-
[RBK+15, ZK17, SF18, CLZJ21], and explanation-based KD [GYLL23, AVT21].

Logit-based KD [HVD15], which optimises the logit distributions of teacher and student to be similar,
can suffice to match their accuracies, as long as the models are trained for long enough (‘patient teaching’)
and the models’ logits are based on the same images (‘consistent teaching’), see [BZR+22]. However,
[SIK+21] showed that despite such a careful setup, the function learnt by the student can still significantly
differ from the teacher’s by comparing the agreement between the two. We expand on [SIK+21] and
introduce additional evaluation settings to better evaluate KD fidelity, and show that it can be significantly
improved by a surprisingly simple explanation-matching approach. While [OLL22] reports that KD
does seem to transfer additional properties to the student, by showing that GradCAM explanations of the
students are more similar to the teacher’s than those of an independently trained model, we show that
explicitly optimising for explanation similarity not only significantly improves this with respect to vanilla
KD, but also yields important additional benefits such as a higher robustness to distribution shifts.

Feature-based KD approaches [RBK+15, ZK17, SF18, CLZJ21] provide additional information to the
students by optimising some of the students’ intermediate activation maps to be similar to those of
the teacher. For this, specific choices regarding which layers of teachers and students to match need
to be made and these approaches are thus architecture-dependent. In contrast, our proposed e2KD is
architecture-agnostic as it matches only the explanations of the models’ predictions.

Explanation-based KD approaches have only recently begun to emerge [GYLL23, AVT21] and these are
conceptually most related to our work. In CAT-KD [GYLL23], the authors match class activation maps
(CAM [ZKL+16]) of students and teachers. As such, CAT-KD can also be considered an ‘explanation-
enhanced’ KD (e2KD) approach. However, the explanation aspect of the CAMs plays only a secondary
role in [GYLL23], as the authors even reduce the resolution of the CAMs to 2×2 and fidelity is not
considered. In contrast, we explicitly introduce e2KD to improve distillation fidelity and evaluate fidelity
across multiple settings. Further, similar to our work, [AVT21] argues that explanations can form part
of the model functionality and should be considered in KD. To do so, the authors train an additional
autoencoder to mimic the explanations of the teacher model; explanations and predictions are thus
produced by separate models. In contrast, we optimise the students directly to yield similar explanations
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as the teachers in a simple and parameter-free manner.

Fixed Teaching. Lastly, in Chapter 8 we describe how to distill knowledge via e2KD without querying
the teacher at every training step, which we refer to as a ‘fixed teacher’ setting. This is inspired by
[YOH+21, SX22, FPM+23], in which the authors explore pre-computing the logits at the start of training
to limit the computational costs due to the teacher. In Chapter 8, we show that this paradigm can seamlessly
be extended to e2KD: in addition to pre-computing the teacher’s logits, we also pre-compute the teacher’s
explanations and show how they can nonetheless be used to guide the student model during distillation.

2.5 SELF-SUPERVISED LEARNING ON LONG-TAIL DATA

In Chapter 9, we introduce a simple but highly effective approach for improving the quality of the
representations learned via contrastive self-supervised representation learning (SSL) on imbalanced data.
This approach is based on a novel perspective of the importance of negative samples on the loss function.
In the following, we introduce and discuss relevant related works to place our approach into context.

Self-supervised Representation Learning (SSL) from visual data is a quickly evolving field. Recent
methods are based on various forms of comparing embeddings between transformations of input images.
We divide current methods into two categories: contrastive learning [HFW+20, CFGH20, CKNH20,
OLV18], and non-contrastive learning [GSA+20, ZJM+21, CH21, BPL22, WFX+22, GBP+21, ARV19,
CMM+20, HCX+22]. Our analysis in Chapter 9 concerns the structure and the properties of the embed-
ding space of contrastive methods when training on imbalanced data. Consequently, this section focuses
on contrastive learning methods, their analysis and application to imbalanced training datasets.

Contrastive Learning (CL) employs instance discrimination [WXSL18] to learn representations by form-
ing positive pairs of images through augmentations and a loss formulation that maximises their similarity
while simultaneously minimising the similarity to other samples. Methods such as MoCo [HFW+20,
CFGH20], SimCLR [CKNH20, CKS+20], SwAV [CMM+20], CPC [OLV18], CMC [TKI20], and
Whitening [ESSS21] have shown impressive representation quality and down-stream performance using
this learning paradigm. CL has also found applications beyond SSL pre-training, such as multi-modal
learning [SCR+22], domain generalisation [YBZ+22], semantic segmentation [VGVGVG21], 3D point
cloud understanding [ADD+22], and 3D face generation [DYC+20].

Negatives. The importance of negatives for contrastive learning is remarkable and noticed in many prior
works [WWW+21, YHH+21, ZZP+22, ITAC18, KSP+20, RCSJ20, KAG22]. [YHH+21] propose de-
coupled learning by removing the positive term from the denominator, [RCSJ20] develop an unsupervised
hard-negative sampling technique, [WWW+21] propose to employ a triplet loss, and [ZZP+22, KAG22]
propose to improve negative mining with the help of different temperatures for positive and negative
samples that can be defined as input-independent or input-dependent functions, respectively. In contrast to
explicitly choosing a specific subset of negatives, we discuss the Info-NCE loss [OLV18] through the lens
of an average distance perspective with respect to all negatives and show that the temperature parameter
can be used to implicitly control the effective number of negatives.

Imbalanced Self-Supervised Learning. Learning on imbalanced data instead of curated balanced
datasets is an important application since natural data commonly follows long-tailed distributions [Ree01,
LMZ+19, WRH17]. In recent work, [KLX+20], [YX20], [LHGM21], [ZTC+22], [GS22] discover that
self-supervised learning generally allows to learn a more robust embedding space than a supervised
counterpart. [THvdO21] explore the down-stream performance of contrastive learning on standard
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benchmarks based on large-scale uncurated pre-training and propose a multi-stage distillation framework
to overcome the shift in the distribution of image classes. [JCMW21, ZYW+22] propose to address
the data imbalance by identifying and then emphasising tail samples during training in an unsupervised
manner. For this, [JCMW21] compare the outputs of the trained model before and after pruning, assuming
that tail samples are more easily ‘forgotten’ by the pruned model and can thus be identified. [ZYW+22],
use the loss value for each input to identify tail samples and then use stronger augmentations for those.
Instead of modifying the architecture or the training data of the underlying frameworks, we show that
a simple approach—i.e. oscillating the temperature of the Info-NCE loss [OLV18] to alternate between
instance and group discrimination—can achieve similar performance improvements at a low cost.

Analysis of Contrastive Learning (CL). Given the success of CL in representation learning, it is
essential to understand its properties. While some work analyses the interpretability of embedding
spaces [BZK+17, FV18, LFV20, LAV21], here the focus lies on understanding the structure and learning
dynamics of the objective function such as in [SPA+19, TWSM20, CLL21]. E.g., [CLL21] study the
role of the projection head, the impact of multi-object images, and a feature suppression phenomenon.
[WL21b] analyse the feature learning process to understand the role of augmentations in CL. [RSY+21]
find that an emphasis on instance discrimination can improve representation of some features at the
cost of suppressing otherwise well-learned features. [WI20, WL21a] analyse the uniformity of the
representations learned with CL. In particular, [WL21a] focus on the impact of individual negatives and
describe a uniformity-tolerance dilemma when choosing the temperature parameter. In Chapter 9, we
rely on the previous findings, expand them to long-tailed data distributions and complement them with an
understanding of the emergence of semantic structure.
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AT T R I B U T I O N M E T H O D S

In the first part of this thesis, we aim to highlight the potential benefits as well
as discuss the shortcomings of one of the most common ways for explaining
Deep Neural Networks (DNNs): importance attribution methods.

For this, in Chapter 3, we present a case study that highlights the promise of
such methods. Specifically, we apply layer-wise relevance propagation (LRP)
to DNNs that were trained to discriminate between brain scans of healthy
subjects and patients suffering from Alzheimer’s disease (AD). We find that
the resulting attribution maps indeed highlight regions that are known to be
affected by AD. As such, they could serve as a useful tool for providing
clinicians with additional information about the decision of DNNs.

However, while these results are certainly encouraging, it is generally unclear
to what degree importance attributions methods can be trusted to faithfully
describe the underlying model. This is aggravated by the fact that the im-
portance attributions can drastically vary between different methods and no
ground truth to compare against exists.

Therefore, in Chapter 4, we present a framework to systematically study and
compare different attribution methods. In this context, we also develop an
evaluation setting in which, by construction, certain regions are known to not
influence the model decisions. Interestingly, we find that some commonly
used attribution methods nonetheless attribute importance to those regions
and are thus provably not model-faithful. In general, we find that it still
remains a challenge to faithfully explain DNNs in a reliable manner and
therefore, in the subsequent part of the thesis (Part II), develop novel DNN
models that inherently provide faithful and easily interpretable explanations.
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IN the 2018 World Alzheimer Report, it was estimated that 50 million people worldwide were suffering
from dementia and this number was projected to rise to more than 152 million people until 2050. The
most common reason for dementia is Alzheimer’s disease (AD) accounting for around 60-70 % of

dementia cases [WHO17]. AD is characterised by abnormal cell death, primarily in the medial temporal
lobe. This cell death is thought to be rooted in protein plaques and neurofibrillary tangles, which restrict
normal neural function [BES17]. The resulting atrophy is visible in structural magnetic resonance imaging
(MRI) data, and derived markers (such as hippocampal volume or grey matter density) have been used
to diagnose AD and predict disease progression [FFJJ+10, RHI+17]. In the last decade, those markers
have frequently been employed in machine learning settings to allow for predictions on an individual
level [KSC+08, OPYM+12, WVA+13, RSW+15, RLW+16]. However, those expert features usually
reflect only one part of disease pathology and the combination with standard machine learning methods,
such as support vector machines, do not allow for finding new and potentially unexpected hidden data
characteristics that might also be important to describe a disease.

By extracting hierarchical information directly from raw or minimally processed data, deep learning
approaches can help to fill a gap and offer a great potential for improving automatic disease diagnostics.
One family of algorithms that lends itself well to performing non-linear feature extraction from image
data and their respective classification into disease categories are convolutional neural networks (CNNs).
CNNs have been proven to be very successful in a wide range of medical imaging applications [LKB+17],
including AD detection based on neuroimaging data (e.g. [GAM13, SLS14, PM15, ST16, KSBD17]).

Despite this success, automatically learning the features comes at a cost: the decisions of neural networks
are notoriously hard to interpret in retrospect. Therefore, deep learning methods including CNNs often
face the criticism that they are “black-box” [Cas16]. In contrast to some simpler learning algorithms, in
particular decision trees, they do not offer a simple and comprehensible explanation; their architecture
is complex and can consist of hundreds of layers with potentially millions of parameters that need to be
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trained. In the medical domain, however, it is imperative to base diagnoses and subsequent treatments
on an informed decision and not on a single yes / no answer of an algorithm. Therefore, if CNNs are to
support clinicians in their daily work, ways have to be found to visualise and interpret their ‘decisions’.

A promising technique for doing so is the generation of an individual heatmap for each patient, which
lies in the same space as the input image and indicates the importance of each voxel for the classification
decision. By allowing for a human-guided, intuitive investigation of what drives the classifier to come to a
certain classification decision, such heatmaps hold great potential in assisting and understanding diagnostic
decisions performed by DNNs. While a wide range of tools for such importance attributions have been
developed (see Chapter 2), for the case study in this chapter we primarily rely on one particular approach
for better understanding the DNNs’ decisions: layer-wise relevance propagation (LRP, [BBM+15]).

To explain the decision of a DNN, LRP decomposes the network’s output score (e.g. for AD) into the
individual contributions of the input neurons while keeping the total amount of relevance constant across
layers (conservation principle). This has been shown to yield promising results on natural imaging data
sets [SBM+16] and performs favourably in comparison to other explanation methods, see also Chapter 4.

In this chapter, we use LRP to explain individual classification decisions for AD patients and healthy
controls (HCs) of a CNN trained on structural MRI data (T1-weighted MPRAGE) from the Alzheimer’s
Disease Neuroimaging Initiative (ADNI1). Based on the trained CNN model, we generated LRP heatmaps
for each subject in the test set. Importantly, each heatmap indicates the voxel-wise relevance for the
particular classification decision (AD or HC). To spot the most relevant regions for AD classification,
we computed average heatmaps across AD patients and HCs, which we then further split into correct
and wrong classification decisions (i.e. true positives, false positives, true negatives, false negatives). To
analyse the relevance in different brain areas according to the Scalable Brain Atlas by Neuromorphometrics
Inc. [BTK15], we suggest size-corrected metrics and compared these metrics between LRP and guided
backpropagation [SDBR15]. We choose guided backpropagation as a baseline method because (1)
gradient-based sensitivity analysis is the most common method for generating heatmaps, (2) it results
in more focused heatmaps than using the raw gradients of the models [REW+18], and (3) it is better
comparable to LRP than occlusion methods with respect to our relevance measures. On an individual
level, we analysed the heatmap patterns of single subjects (‘relevance fingerprinting’) and correlate them
with the hippocampal volume as a key biomarker of AD. We show that the LRP heatmaps succeed in
depicting individual contributions to AD diagnosis and thus hold great potential as a diagnostic tool.

Prior to our work [BEWR19] presented in this chapter, the LRP method has been applied to single-
trial EEG and functional MRI classification [SLSM16, THMS18], but, to the best of our knowledge,
not to clinical disease classification based on structural MRI data. Instead, prior works on explaining
the decisions of DNNs on structural MRI data either visualise specific filters and activations [ST16,
DSK+19, LPD+18] or perturbation-based explanations (occlusion) [KSBD17, EBPA18, LCWW18].
[REW+18, YRR18] additionally analyse various gradient-based approaches. Similar to our work, prior
works qualitatively [KSBD17, EBPA18, LCWW18] and quantitatively [REW+18, YRR18] show that the
resulting attributions tend to primarily highlight areas known to be involved in AD (e.g. hippocampus,
amygdala or ventricles). However, other areas such as the thalamus or the parietal lobe are also occasionally
highlighted, and gradient-based methods tend to be highly distributed [REW+18]. Expanding on prior
work, we provide a detailed analysis of LRP as a tool for importance attribution in AD classification,
propose additional metrics for evaluating the relative importance assigned to different brain areas, and
show that the LRP-based relevance correlates with neurobiological markers such as hippocampal volume.

This chapter is based on [BEWR19] and the corresponding code is publicly available at:
github.com/moboehle/Pytorch-LRP.

1http://adni.loni.usc.edu/

https://github.com/moboehle/Pytorch-LRP
http://adni.loni.usc.edu/
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3.1 MATERIALS AND METHODS

Data used in the preparation of this work were obtained from the Alzheimer’s Disease Neuroimaging
Initiative (ADNI, RRID:SCR_003007) database (adni.loni.usc.edu). The ADNI was launched in 2003 as
a public-private partnership, led by Principal Investigator Michael W. Weiner, MD. The primary goal of
ADNI has been to test whether serial magnetic resonance imaging (MRI), positron emission tomography
(PET), other biological markers, and clinical and neuropsychological assessment can be combined to
measure the progression of mild cognitive impairment (MCI) and early Alzheimer’s disease (AD). For
up-to-date information, see www.adni-info.org.
We included structural MRI data of all subjects with Alzheimer’s disease (AD) and healthy controls
(HCs) listed in the “MRI collection - Standardized 1.5T List - Annual 2 year". The subjects in the data
set are labelled as AD if the Clinical Dementia Rating (CDR) score [Mor93] was greater than 0.5. HCs
are selected as those subjects with a CDR score of 0. In total, we included 969 individual scans (475
AD, 494 HC) of 193 AD patients and 151 HCs (up to three time points). All scans were acquired with
1.5 T scanners at various sites and had undergone gradient non-linearity, intensity inhomogeneity and
phantom-based distortion correction. We downloaded T1-weighted MPRAGE scans and non-linearly
registered them to the 1mm resolution 2009c version of the ICBM152 reference brain using Advanced
Normalisation Tools (ANTs2). This has been done to (1) ensure a relative alignment across subjects, (2)
allow the convolutional neural network to extract more robust features, and (3) be able to analyse the
heatmaps in a common space. For the region-wise analysis of heatmaps, we used the Scalable Brain Atlas
by Neuromorphometrics Inc. [BTK15] available in SPM123. A list of all areas included can be found in
the SPM12 package.

3.1.1 Convolutional Neural Network Architecture

Convolutional neural networks (CNNs) are neural networks optimised for array data including images or
videos [LBH15]. In addition to input and output layer, they consist of several hidden layers including
convolutional and pooling layers. In convolutional layers, in contrast to fully-connected layers, the weights
and the bias terms are shared between all neurons in a given layer for a given filter. This means that each
of the neurons applies the same filter or kernel to the input, but at a different position, usually with a
displacement (often called stride) of 1-3 between neighbouring neurons. Since these filters are learned via
the backpropagation algorithm, CNNs do not rely on hand-crafted features, but can be applied to minimally
processed data [LBH15]. CNNs have been very successfully applied to a large number of applications
including image and speech recognition [KSH12, AHMJ+14, LSD15] as well as medical imaging and
AD classification based on MRI data [GAM13, SLS14, PM15, ST16, KSBD17, LKB+17, VPM17].

The model in the present study consists of four convolutional blocks followed by two fully-connected
layers. Each block features a convolutional layer with f filters (f = 8, 16, 32, 64) and filter sizes of 3x3x3.
Every convolutional layer is followed by batch normalisation and max pooling with window sizes wxwxw
(w = 2, 3, 2, 3). The fully-connected layers contain 128 and 2 units respectively and dropout (p = 40%)
is applied before each. The final fully-connected layer, which is activated by a softmax function serves as
the network output, providing the class scores for HCs (first unit) and AD (second unit) respectively. As
an optimiser Adam [KB15] was used with an initial learning rate of 0.0001 and a weight decay of 0.0001.
The data was split into a training data set (163 AD patients, 121 HCs; 797 images in total), a validation
set for optimising the hyperparameters (18 AD patients, 18 HCs; 100 images in total) and a test set (30
AD patients, 30 HCs; 172 images in total). To ensure independence between training and test data, we

2http://stnava.github.io/ANTs/
3http://www.fil.ion.ucl.ac.uk/spm/software/spm12/

www.adni-info.org
http://stnava.github.io/ANTs/
http://www.fil.ion.ucl.ac.uk/spm/software/spm12/
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performed the split of the data on the level of patients instead of images. The data was augmented during
training by flipping the images along the sagittal axis (p = 50%) and translated along the sagittal axis
between -2 and 2 voxels. When the model did not improve for 8 epochs on the validation set, training was
stopped. The training epoch (i.e. model checkpoint) with the best validation accuracy (91.00%) was then
applied to the test data, resulting in a classification accuracy of 87.96%.

3.1.2 Visualisation Methods

Layer-wise Relevance Propagation (LRP). In the following, we introduce the Layer-wise Relevance
Propagation (LRP) algorithm by [BBM+15]. The core idea underlying LRP for attributing relevance to
individual input nodes is to trace back contributions to the final output node layer by layer. While several
different versions of the LRP algorithm exist, they all share the same principle: the total relevance—e.g.
the activation strength of an output node for a certain class—is conserved in each layer; each of the nodes
in layer l that contributed to the activation of a node j in the subsequent layer l+1 gets attributed a certain
share of the relevance Rj

l+1 of that node. Overall, the sum over the relevances of all nodes i contributing
to neuron j in layer l must sum to Rj

l+1, such that the total relevance per layer is conserved:∑
i

R i→j
l,l+1 = R j

l+1 (3.1)

For distributing relevance values, different rules have been proposed. Here, we use the β-rule [BML+16]:

R i→j
l,l+1 =

(
(1 + β)

z+ij

z+j
− β

z−ij

z−j

)
R j

l+1 . (3.2)

Here, z+/−
ij refers to the amount of positive/negative input that node i contributed to node j. The

individual contributions are divided by the sum over all positive/negative contributions of the nodes in
layer l, z+/−

j =
∑

i z
+/−
ij , such that the relevance is conserved from layer l+1 to layer l. We have chosen

this rule, as it allows for adjusting how much weight is put on positive contributions relative to inhibitory
contributions that benefit the AD score. LRP with a β value of zero allows only positive contributions to be
shown in the heatmap, whereas non-zero β values additionally correct for the inhibitory effects of neuron
activations. When diagnosing AD, the network needs to balance structural evidence speaking for and
against AD. Any given local area that looks healthy to the network, might have inhibitory effects on the AD
score, as it correlates more with HC patients. As the network increases its receptive field size throughout
the layers, healthy areas within this receptive field might inhibit the contribution of affected areas to the
final class score of AD. By reversing this process with LRP, positive contributions lying closer to healthy
areas will thus obtain a lower relevance score, as they overlap with inhibited receptive fields. This leads to
sparser heatmaps, see also [BBM+16], and might disproportionately affect small structures surrounded
by ‘healthy areas’. As AD—especially in the early stages of the disease—can affect brain areas in a
highly localised manner, heatmaps obtained with lower β values might thus be more meaningful, as they
highlight all positive contributions, irrespective of their surroundings. Accordingly, we focus in the present
study on β=0, but additionally test the robustness for varying values of β (β∈{0, 0.25, 0.5, 0.75, 1}).

For a more detailed description of the LRP algorithm, we kindly refer the reader to [BBM+15, MSM18].
A PyTorch implementation of LRP has been developed for the current work and is available on github.4

Guided Backpropagation (GB). In order to emphasise and point out the advantages of LRP as a
diagnostic tool, we compared it to a gradient-based method, the guided backpropagation (GB) algorithm

4https://www.github.com/moboehle

https://www.github.com/moboehle
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[SDBR15]. In GB, the absolute values of the gradient of the output with respect to the input nodes is
shown as a heatmap, with the additional twist that negative gradients are set to zero at the rectification
layers of the network. As was shown by [REW+18], ‘rectifying’ the gradients in the backward pass leads
to more focused heatmaps.

3.1.3 Analysing the Classification Decisions

The CNN model was evaluated on each MR image from the test set and, subsequently, both the LRP and
the GB algorithm were used to produce a heatmap for each MR image. For LRP, we produced separate
heatmaps for each β value. We analysed the resulting heatmaps (1) group-wise to distill those regions,
which are particularly important for the AD classification and (2) individually to understand the network
decisions per sample and find differences between subjects. For the former, we computed an average AD
heatmap (obtained from all AD subjects) and an average HC heatmap (obtained from all HCs), which we
then further split into a true positive heatmap (i.e. average heatmap of clinically validated AD patients,
who are classified as AD), a false positive heatmap (i.e. average heatmap of HCs classified as AD), a true
negative heatmap (i.e. average heatmap of HCs classified as HC) and a false negative heatmap (i.e. average
heatmap of clinically validated AD patients classified as HC). For GB, these heatmaps highlight those
areas to which the network is on average most susceptible. For LRP, they show the average relevance of
each voxel for contributing to the AD score. All LRP heatmaps show the average relevance for the same
class (AD), such that they can be compared on the same scale (relevance for AD diagnosis). As the AD
scores of HCs typically range between 0 and 0.5, there will be relevance for AD in HCs, too.

3.1.4 Atlas-based Importance Metrics

To quantitatively analyse the heatmaps and the underlying CNN model, we assessed the importance
of different brain areas—as defined by the Neuromorphometrics brain atlas [BTK15]—by using the
following three metrics for both LRP and GB.

Sum of AD Importance per Area. As a first metric of importance, the resulting heatmap values were
simply summed per area. While this can already be taken as a measure of importance, the resulting
importance scores are highly correlated to the area size, see Figure 3.3. Therefore, two size-independent
metrics for importance were additionally analysed in more detail: the size-normalised sum, and the
average gain (ratio) when comparing to the average HC patient.

Size-normalised AD Importance Metric. For diagnostic purposes, it can be particularly interesting to
identify areas that over their entire volume carry a lot of information, i.e. areas with high relevance density
or, in GB, susceptibility density. Hence, we divide the sum of AD importance per area by the size of the
area (i.e. number of voxels), which corresponds to the regional mean relevance/susceptibility. While low
values over large areas might be due to statistical fluctuations in the data, clusters of relevance (LRP) or
susceptibility (GB) in a very confined area could be indicative of the presence of biomarkers for AD.

Gain: Ratio of Values with Respect to the Average HC. Lastly, it is important to note that HCs are not
‘relevance-free’ under the LRP algorithm: HCs might exhibit certain structural elements in their brains that
are correlated with the AD diagnosis. While the network might still classify them as HC, these structures
lead to a non-zero class score for virtually every subject. Thus, as an additional metric, we look at the
gain in relevance (LRP) and susceptibility (GB) per area, i.e. the ratio to the average HC in that area. By
doing this, those areas that differ most between the two cases will be attributed the highest importance.
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3.2 RESULTS

In Section 3.2.1, we compare the heatmaps generated by GB and LRP qualitatively with respect to different
β values and different sets of data (AD, HC, true positives, false positives etc., see Figure 3.1-3.2). In
Section 3.2.2, we quantitatively compare the heatmaps with respect to the different atlas-based importance
metrics (see Figure 3.3-3.6). In Section 3.2.3, we present and discuss the LRP heatmaps of two individual
patients (see Figure 3.7) and investigate the association between LRP relevance scores and hippocampal
volume as one of the neurobiological key markers of AD (see Figure 3.8).

3.2.1 Average Heatmap Comparison

In Figure 3.1, we show the average heatmaps for AD patients and HCs, separately for LRP with different
β values (β = 0, 0.5, 1) and GB. The AD pattern between LRP and GB is relatively similar, which
is reasonable because all heatmaps are extracted from the same CNN model. However, whereas GB
heatmaps are very susceptible for both AD and HCs, LRP heatmaps show much more relevance in
AD patients than HCs. This indicates that LRP heatmaps might be more valuable in assessing why
a certain person has been classified as AD patient as opposed to which voxels should be changed to
increase the likelihood for AD diagnosis. Concerning the different β values, it is noted that the heatmaps
look qualitatively similar, but that sparseness increases with higher β values (which is due to a larger
effect of inhibitory contributions, see also [BBM+16]). Since β values close to 0 focus on positive AD
contributions and might thus be clinically more relevant, we focus on β = 0 in the remaining analyses.

In Figure 3.2, we show the average heatmaps for the distinct classification cases (true positives, false
positives etc.), separately for LRP (β = 0) and GB. In particular, the false positives lead to an interesting
insight: For LRP, the false positives exhibit less relevance than the true positives, but generally in similar
areas. This could indicate that in these patients structures that are correlated with AD were found, albeit
that overall the positive contribution was less compelling than for true AD patients. For GB on the other
hand, the false classifications (mostly false positives, but also false negatives) seem to exhibit the highest
gradient values of all cases. This exemplifies well what GB truly measures: in the case of false positives
(and negatives), the network might be ‘unsure’ and more easily influenced to change its decision; the
outcome is unstable. The highlighted areas that could change the outcome are very broadly distributed
and need not necessarily represent areas with positive contributions for AD.

3.2.2 Atlas-based Importance Metrics

In Figure 3.3, we show the sum of AD importance per area, separately for LRP (β = 0) and GB. Although
this metric seems to be dominated by the size of the respective brain area, one important qualitative
difference between LRP and GB is visible: in the LRP results, the mean importance values per area are
consistently much higher for AD patients than for HCs. For GB, this clear split is not present; moreover,
the average sum of gradients in several brain regions, including the cerebral white matter and cerebellum,
is even higher for HC than for AD. This exemplifies well that the heatmaps for GB cannot directly be
interpreted as showing the relevance for AD classification, but instead show the sensitivity to certain areas,
which does not have to be AD or HC specific. As the absolute sum of importance correlates with the size
of the respective brain area, in the following, we additionally control for the size of the brain area.

In Figure 3.4, the total sum of importance is normalised by the size of the respective brain area. Here, the
aforementioned difference in the distributions between HCs and AD patients becomes even more apparent:
while the distributions are very heavily overlapping for GB, this is not the case for LRP. Notably, the
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Figure 3.1: Average heatmaps for AD patients and healthy controls (HCs) in the test set are shown separately
for LRP with β = 0, 0.5, 1 (left) and GB (right). The scale for the heatmap is chosen relative to the average AD
patient heatmap for LRP and GB respectively. Hence, values in the average heatmaps that are higher than the
50th percentile and lower than the 99.5th percentile are linearly colour-coded as shown on the scale. Values below
(above) these numbers are black (white).
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variance in the AD distributions is much higher in the AD case than in the HC case. This could indicate
that the network has learned to differentiate between subtypes of AD and bases its decision on different
structural elements for different patients; the existence of different subtypes of AD has been investigated
in recent work, see for example [PNK+17, FVHC+17]. In contrast, for HCs the relevance density is
consistently very low. As an example of the diversity in importance assessments according to this metric,
we added the ‘individual fingerprints’ of two AD patients to Figure 3.4; for these patients the individual
heatmaps will be compared in Section 3.2.3 and Figure 3.7. In Figure 3.5, the results for the gain metric
for different cases—true positives and true negatives—are visualised. This metric allows for plotting the
LRP and the GB results on the same scale and emphasises once again the stronger distinction between
AD patients and HCs under the LRP algorithm. Most gain for LRP has been found in areas of temporal
lobe including transversal temporal gyrus, hippocampus, planum temporale and amygdala.

In Figure 3.6, we compare the regional overlap of the top 10 regions between different β values
(β∈{0, 0.25, 0.5, 0.75, 1}), separately for the three metrics. It can be seen that (1) the regional overlap is
strongest for relevance sum followed by relevance density and relatively unstable for gain of relevance
especially for large and more distant β values and (2) the regional overlap is stronger for neighbouring β
values. The instability of the gain metric for higher β values is probably due to the associated sparsity
leading to very low relevance scores for HCs (which might thus in some cases inflate the gain metric).

3.2.3 Individual Heatmaps – Fingerprinting and Neurobiological Relevance

Since the LRP heatmaps take into account the individual filter activations and therefore highlight positive
contributions to the class score of AD, they might serve as ‘individual fingerprints’ in a diagnostic tool.
In Figure 3.7, we show several slices of the relevance heatmaps for two patients in order to highlight
the diversity in those heatmaps. The two patients were selected from the test set as those with the
highest cosine distance in the relevance-density space between each other among those patients that were
classified as AD with a class score > 90% (their individual trajectories of region-wise relevance are
shown in Figure 3.4). It can be seen that the areas, which mainly contributed to the network decision, are
rather different for the two patients. For one patient (patient B), the class score of the network is heavily
influenced by areas of the temporal lobe, such as parahippocampal gyrus, entorhinal area, hippocampus,
inferior temporal gyrus and amygdala, while for the second patient (patient A), frontal areas, including
triangular part of inferior frontal gyrus, superior frontal gyrus and frontal pole, in addition to superior
temporal gyrus seem to be most informative.

To investigate whether higher importance scores correspond to stronger anatomical deviations (e.g.
atrophy) in correctly classified AD patients (true positives), we performed a correlation analysis between
hippocampal volume and LRP relevance / GB susceptibility scores (see Figure 3.8). We show that the
LRP relevance score (β = 0) in the hippocampus is significantly (negatively) correlated with hippocampal
volume (-0.560, p < 10−3, permutation test), whereas the GB score is not (0.096, p = 0.77). To rule out
that false positives are outliers in terms of association between hippocampal volume and LRP relevance,
we included them in Figure 3.8. Interestingly, for larger β values the correlation tends to decrease
(−0.560,−0.562,−0.525,−0.457,−0.361 for β = 0, 0.25, 0.5, 0.75, 1 respectively) supporting our
notion of a higher neurobiological relevance in case of β values close to 0.
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Figure 3.3: Absolute sum of relevance (LRP, top) and absolute sum of susceptibility (GB, bottom) is shown for
different brain areas. Susceptibility refers to the absolute value of the GB gradients. Only the top 25 most important
areas under this metric are shown for LRP and GB respectively. The circles show the average sum for each area
over all AD patients (orange) and all healthy controls (HCs, green) in the test set. Note that the absolute sum metric
shows significant correlations with the size of the respective brain areas.
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Figure 3.4: Size-normalised relevance (LRP, top) and size-normalised susceptibility (GB, bottom) is shown for
different brain areas. Only the top 25 most important areas under this metric are shown for LRP and GB respectively.
We show the average density for all AD patients (orange circles) and all healthy controls (HCs, green circles) in the
test set along with a density estimation of the distribution of values per area (orange and green shaded area for AD
and HCs respectively). Moreover, two patients were selected to emphasise the diversity in relevance distributions
for LRP; the patients were selected as those with the highest cosine distance in the relevance-density space of the 25
areas between each other among those patients that were classified as AD with a class score >90%.
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Figure 3.5: Gain of relevance (LRP, top) and gain of susceptibility (GB, bottom) is shown for different brain
areas. The gain per area is defined as the average sum of relevance (LRP) or susceptibility (GB) in a given area
divided by the average sum in this area over all healthy controls (HCs) in the test set. Again, only the top 25 most
important areas under this metric are shown for LRP and GB respectively. To provide an estimate of gain in correctly
classified subjects, we show here the mean and density estimations only for true positive (TP) and true negative
(TN) classifications. As an additional visual aid, the identity gain (gain of 1) is shown as a dashed line.
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Figure 3.6: Comparison of the effect of different β values on the regional ordering in Figures 3.3 to 3.5. The
intersection between the top 10 regions of the three metrics is shown for different LRP β values in %.

Figure 3.7: Three brain slices are shown for patient A and patient B, whose individual slopes in relevance density have
been shown in Figure 3.4. The highlighted areas are the hippocampus, temporal pole, amygdala, parahippocampal
gyrus, medial temporal gyrus (MTG), superior temporal gyrus (STG), triangular part of the inferior frontal gyrus
(TrIFG) and frontal pole. The scale for the heatmap is chosen relative to the average AD patient heatmap. Hence,
values in the individual patients that are higher than the 90th percentile and lower than the 99.5th percentile are
linearly colour-coded as shown on the scale. Values below (above) these numbers are transparent (yellow).
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Figure 3.8: Correlation between hippocampal volume and LRP relevance / GB susceptibility in hippocampus for
correctly classified AD patients (true positives; left: LRP, right: GB), as well as the false positives.
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3.3 DISCUSSION

In this study, we studied LRP as a method for explaining individual CNN decisions in AD classification.
After training a CNN to separate AD patients and HCs based on structural MRI data, individual heatmaps—
indicating the importance for each voxel for the respective classification decision—were produced for the
test subjects. We analysed the heatmaps with respect to different classification subgroups (AD patients,
HCs, true positives, false positives etc.) and different β values. The relevance of brain regions contained
in the Neuromorphometrics atlas was evaluated using three different importance metrics, namely the
sum of importance per area, the size-normalised AD importance, and the gain as ratio between AD and
HC importance. We demonstrated that LRP-derived heatmaps—in contrast to GB—provide (1) high
specificity for individuals and (2) little relevance for AD in HCs. Additionally, areas that exhibit a lot
of relevance correlate well with what is known from literature. Importantly, these LRP heatmaps were
produced without the need for expert annotations on the presence or absence of biomarkers throughout
the learning process. This combination of a simple classification task (AD vs. HC) and in-depth network
analysis by LRP might be a promising tool for diagnostics. Additionally, it could allow for discovering
new and unknown biomarkers for a variety of diseases and might help distinguishing subtypes of AD by
analysing the diversity in ‘relevance hot-spots’ across all AD patients. Further, the size-corrected metrics
(‘relevance density’ and ‘relevance gain’) correlate with what is known from AD research, indicating that
the most discriminating features for classifying an input image as AD can be found in the temporal lobe.

3.3.1 Regional Specificity of LRP

We quantitatively evaluated the heatmaps, obtained by either GB or LRP, towards different brain areas
according to the Neuromorphometrics atlas [BTK15] by summarising the importance (AD relevance
in case of LRP, susceptibility in case of GB) for each brain area separately. Both types of heatmaps
mostly identified regions known to be important in disease progression of AD, such as structures in the
medial temporal lobe including hippocampus, amygdala, parahippocampal gyrus, and entorhinal cortex
[DSA+01, DCH+09, FFJJ+10, WVA+13, VPW+13, KKHR+14, LCJ+17] as well as frontal and parietal
areas [CWW+11, QSR+13, KHF+17, PNK+17, LCWW18]. For all these regions morphometric changes
including global and local atrophy (e.g. smaller volumes of hippocampus or amygdala, reduced cortical
thickness or grey matter density) or deviations in shape have been shown and related to disease progression
and cognitive decline [DCH+09, FFJJ+10, WVA+13, HMRGP14, LCJ+17, LSG+18]. These changes
seem to be utilised by our CNN framework for making individual predictions and are highlighted in the
heatmaps of both LRP and GB. However, the contrast in importance scores between AD patients and HCs
is much higher for LRP than GB (in GB, the average heatmaps for AD patients and HCs are quite similar).
This supports the notion that LRP heatmaps reflect AD-specific relevance, whereas GB emphasises areas
which the network more generally is sensitive to. Regarding other structures found to be important in our
network, it might be interesting to see if also other neural networks find relevance in these areas and if
predictions about finding significant structural changes in these areas might be possible at some point. In
this respect, the decisions of such networks can be treated as a ‘second opinion’ and a reciprocal learning
process with medical experts might be initiated.

3.3.2 Fingerprinting and Neurobiological Relevance

In addition to heatmap differences between AD patients and HCs, we noticed a high variability between
the heatmaps of individual AD patients for the LRP method. This variability was not only reflected in a
high variance of important scores within regions, but also in individual trajectories (‘fingerprints’), which
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we exemplary depicted for two AD patients, see Figure 3.7. For future work, it might be very interesting to
see if these fingerprints reflect different disease stages of AD [BB91, CWW+11] or allow for identifying
subtypes of AD, in which brain areas are affected differently [MGRR+11, NJL+14, SGGP+16, ZMS+16,
FVHC+17, PNK+17]. [ZMS+16], for example, identified a temporal, a subcortical and a cortical atrophy
factor associated with impairment in different cognitive domains. Another important question is whether
the relevance found by the LRP method reflect some true evidence in the sense of biomarkers. By
showing that the hippocampal volume is significantly correlated to the LRP relevance scores (but not to
the GB susceptibility scores), we argue that LRP—at least partially—succeeded here in breaking down the
relevance to the level of voxels in a meaningful way. Interestingly, we found higher correlations for lower
β values speaking for a higher neurobiological relevance of β values close to 0. Further studies are needed
to more carefully relate LRP relevance measures to other clinical markers of AD including biomarkers
and neuropsychological test scores, also in dependency of different CNN models and parameter settings.
Moreover, our metrics should be evaluated in patients with mild cognitive impairment (MCI).

3.3.3 Limitations

Although LRP heatmaps seem to be a promising tool for visualising neural network decisions, we would
like to point out several limitations of LRP and other heatmap methods in the context of this study.

First, heatmap methods are limited by the lack of a ground truth. Most commonly, heatmaps are
qualitatively evaluated based on visual assessment, but there are also studies proposing sanity checks
[AGM+18] or more objective quality measures such as region perturbation [SBM+16]. In [Lip18], the
interpretability of models has been generally investigated and questioned. In medical research, heatmaps
can be qualitatively evaluated based on prior knowledge (e.g. hippocampus is known to be strongly
affected in AD, therefore it seems reasonable to find relevance there). Given that in the specific case
of heatmaps for MR images the input space is highly structured, we proposed here additional ways for
assessing the quality of explanations by using a brain atlas. Future studies might assess the neurobiological
validity by removing presumably important brain areas and re-training the classifier.

Second, it is largely acknowledged that heatmaps are quite sensitive to the specific algorithms (and its
parameters, e.g. the β value in case of LRP) used to produce them. However, regarding the β values
in LRP, we have shown that the heatmaps are relatively robust towards this parameter, only sparsity
increases as a function of β. Additionally, we demonstrated that the regional ordering is relatively stable
for relevance sum and density, but unstable for the gain metric—especially in the case of large and more
distant β values.

Third, heatmaps just highlight voxels that contributed to a certain classifier decision, but do not allow
making a statement about the underlying reasons (e.g. atrophy or shape differences) or potential inter-
actions between voxels or brain areas. For example, it is difficult to disentangle interactions between
different regions (certain patterns in the hippocampus might only be considered as positive evidence if
structure Y is found in area Z) nor do we know whether the network developed specific filters for atrophy
or the shapes of different structures. Although we found in this study a significant correlation between
hippocampal volume and LRP relevance measures, we can not make any claim about causal relationships
here. Future studies are necessary to more systematically investigate the relationship between manifested
neurobiological markers and LRP explanations.

Fourth, heatmaps strongly depend on the type and quality of the classifier, whose decisions are sought
to be explained. Therefore, each heatmap should be read as an indication of where the specific network
model sees evidence. For badly trained networks, this does not have to correlate at all with the presence
of actual biomarkers. Nevertheless, the better the classifier, the more likely it becomes that the classifier
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uses meaningful patterns as a basis for its decision and that the heatmaps correlate with ‘true’ evidence
for AD. However, heatmaps are also useful in cases, where classification performance is low or sample
size is rather small, e.g. for better understanding if the classifier picks up relevant or irrelevant features
(e.g. noise or imaging artifacts) and if there are any biases present in the data set [LBM+16, MSM18]. It
would be very interesting to investigate how the heatmaps change for different networks, as those which
yield stronger classification results should also base their decisions on better ‘evidence’.

And finally, we point out that when referring to brain areas throughout this work, we refer to the location
that the areas are assigned in the brain atlas and not to the individual anatomical structures of any patient.
Due to inter-individual differences, the individual patient’s anatomical realities will not perfectly match
the atlas; this is most likely further aggravated by the presence of atrophy in AD patients.

3.4 CONCLUSION

In conclusion, we introduced the LRP method for explaining individual CNN decisions in MRI-based
AD diagnosis. In contrast to GB, LRP heatmaps can be interpreted as providing individual AD relevance
(“What speaks for AD in this particular subject?") as opposed to a general susceptibility for small
variations in the input data. Additionally, we provided a framework and specific metrics (i.e. ‘relevance
density’ and ‘relevance gain’) to quantitatively compare heatmaps between different groups, brain areas
or methods. We demonstrated that these metrics correlate well with clinical findings in AD, but also vary
strongly between AD patients. By this, the LRP method might be very useful in a clinical setting for a
case-by-case evaluation. However, we would like to point out that (1) our metrics should be evaluated in
different network architectures and (2) other (individual) brain atlases might be used for the evaluation
of regions. Future studies should evaluate the LRP method on patients with mild-cognitive impairment
(MCI) and relate findings to known biomarkers in AD. We are convinced that our framework might also be
very useful for other disease classification studies in helping to understand individual network decisions.
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APART from the LRP framework discussed in Chapter 3, many other techniques have been de-
veloped for attributing importance values to individual input features and to thereby shed light
on the decision-making process within Deep Neural Networks (DNNs). However, as discussed

in the previous chapter, the lack of access to a ground truth for those importance values makes it difficult
to reliably compare and evaluate these attribution methods in a holistic and systematic manner.

To better understand advantages and shortcomings of different attribution methods, in this chapter
we develop a systematic framework for comparing them. For this, we place a particular focus on three
important components: (1) reliably measuring the attributions’ faithfulness, (2), ensuring a fair comparison,
and (3) providing a framework that allows for systematic visual inspections of their attributions.

To address (1), we introduce a novel evaluation scheme (DiFull), which allows distinguishing possible
from impossible importance attributions. This effectively provides ground truth annotations for whether
or not an input feature can possibly have influenced the model output. As such, it can highlight distinct
failure modes of attribution methods (Figure 4.1, left).

For (2), we argue that a fair evaluation requires attribution methods to be compared on equal footing.
However, we observe that different methods are often used to explain DNNs to different depths, thus
effectively solving different problems (e.g., explaining the full model vs. the classification head). To even
the playing field, we propose a multi-layer evaluation scheme for attributions (ML-Att) and thoroughly
evaluate commonly used methods across multiple layers and models (Figure 4.1, left). When compared
on the same level, we find that performance differences between some methods essentially vanish.

Finally, for (3), we note that relying on individual examples for a qualitative comparison is prone to
skew the comparison and cannot fully represent the evaluated attribution methods. To overcome this, we
propose a qualitative evaluation scheme for which we aggregate attribution maps (AggAtt) across many
input samples. This allows us to observe trends in the performance of attribution methods across complete
datasets, in addition to looking at individual examples (Figure 4.1, right).

39
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Figure 4.1: Left: Illustration of DiFull and ML-Att. In DiFull, we evaluate models on image grids (col. 1). Crucially,
we employ separate classification heads for each subimage that cannot possibly be influenced by other subimages;
this yields ‘ground truths’ for possible and impossible attributions (col. 2). For ML-Att, we evaluate methods at
different network layers; and show attributions for the example grid image using GradCAM and IntGrad. Further,
we show results after smoothing IntGrad (S-IntGrad), which we find to perform well (Section 4.3.3). GradCAM, for
instance, incorrectly attributes the bottom-right butterfly which lies in the ‘impossible’ partition for attributions.
Right: Visualisation of our AggAtt evaluation. By sorting attributions into percentile ranges w.r.t. their performance
and aggregating them over many samples, we obtain a holistic view of a methods’ performance. AggAtt can thus
reflect both best and worst case behaviour of an attribution method.

In short, we would like to highlight the following contributions:

(1) We propose a novel evaluation setting, DiFull, in which we control which regions cannot possibly
influence a model’s output, which allows us to highlight definite failure modes of attribution methods.

(2) We argue that methods can only be compared fairly when evaluated on the same layer. To do this, we
introduce ML-Att and evaluate all attribution methods at multiple layers. We show that, when compared
fairly, apparent performance differences between some methods effectively vanish.

(3) We propose a novel aggregation method, AggAtt, to qualitatively evaluate attribution methods across
all images in a dataset. This allows to qualitatively assess a method’s performance across many samples
(Figure 4.1, right), which complements the evaluation on individual samples.

(4) We apply our proposed qualitative and quantitative evaluations to a wide range of importance
attribution methods and show that the results and trends are consistent across a diverse set of CNN
architectures. In this context, we find that the LRP approach evaluated in Chapter 3 performs favourably
in comparison to other methods. However, we also observe that achieving good localisation requires
carefully choosing propagation rules and their parameters, and that LRP is not implementation invariant.

(5) We propose a post-processing smoothing step that significantly improves localisation performance on
some attribution methods. We observe significant differences when evaluating these smoothed attributions
on different architectures, which highlights how architectural design choices can influence an attribution
method’s applicability.

This chapter is based on [RBS22] and [RBS24] and the corresponding code is publicly available at:
github.com/sukrutrao/Attribution-Evaluation.

https://github.com/sukrutrao/Attribution-Evaluation
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4.1 EVALUATING ATTRIBUTION METHODS

We present our evaluation settings for better understanding the strengths and shortcomings of attribution
methods. Similar to the Grid Pointing Game (GridPG) [BFS21], these metrics evaluate attribution methods
on image grids with multiple classes. In particular, we propose a novel quantitative metric, DiFull, and
an extension to it, DiPart (4.1.1), as stricter tests of model faithfulness than GridPG. Further, we present
a qualitative metric, AggAtt (4.1.2) and an evaluation setting that compares methods at identical layers,
ML-Att (4.1.3).

4.1.1 Quantitative Evaluation: Disconnecting Inputs

In the following, we introduce the quantitative metrics that we use to compare attribution methods. For
this, we first describe GridPG and the grid dataset construction it uses [BFS21]. We then devise a novel
setting, in which we carefully control which features can influence the model output. By construction,
this provides ground truth annotations for image regions that can or cannot possibly have influenced the
model output. While GridPG evaluates how well the methods localise class discriminative features, our
metrics complement it by evaluating their model-faithfulness.

4.1.1.1 Grid Data and GridPG

For GridPG [BFS21], the attribution methods are evaluated on a synthetic grid of n× n images in which
each class may occur at most once. In particular, for each of the occurring classes, GridPG measures the
fraction of positive attribution assigned to the respective grid cell versus the overall amount of positive
attribution. Specifically, let A+(p) refer to the positive attribution given to the pth pixel. The localisation
score for the subimage xi is given by:

Li =

∑
p∈xi

A+(p)∑n2

j=1

∑
p∈xj

A+(p)
(4.1)

An ‘optimal’ attribution map would thus yield Li=1, while uniformly distributing attributions would
yield Li=

1
n2 .

By only using confidently classified images from distinct classes, GridPG aims to ensure that the model
does not find ‘positive evidence’ for any of the occurring classes in the grid cells of other classes. However,
specifically for class-combinations that share low-level features, this assumption might not hold, see
Figure 4.3 (right): despite the two dogs (upper left and lower right) being classified correctly as single
images, the output for the logit of the dog in the upper left is influenced by the features of the dog in
the lower right in the grid image. Since all images in the grid can indeed influence the model output in
GridPG1, it is unclear whether such an attribution is in fact not model-faithful.

4.1.1.2 Proposed Metric: DiFull

As discussed, the assumption in GridPG that no feature outside the subimage of a given class should
positively influence the respective class logit might not hold. Hence, we propose to fully disconnect
(DiFull) the individual subimages from the model outputs for other classes. For this, we introduce two
modifications. First, after removing the GAP operation, we use n × n classification heads, one for

1As shown in Figure 4.2a, the convolutional layers of the model under consideration process the entire grid to obtain feature
maps, which are then classified point-wise. Finally, a single output per class is obtained by globally pooling all point-wise
classification scores. As such, the class logits can, of course, be influenced by all images in the grid.
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(a) GridPG (b) DiFull (c) DiPart

Figure 4.2: Our three evaluation settings. In GridPG, the classification scores are influenced by the entire input. In
DiFull, on the other hand, we explicitly control which inputs can influence the classification score. For this, we pass
each subimage separately through the spatial layers, and then construct individual classification heads for each of
the subimages. DiPart serves as a more natural setting to DiFull, that still provides partial control over information.
We show a 1× 2 grid for readability, but the experiments use 2× 2 grids.

each subimage, and only locally pool those outputs that have their receptive field centre above the same
subimage. Second, we ensure that their receptive field does not overlap with other subimages by zeroing
out the respective connections.

In particular, we implement DiFull by passing the subimages separately through the CNN backbone of
the model under consideration2, see Figure 4.2b. Then, we apply the classification head separately to
the feature maps of each subimage. As we discuss in Appendix A, DiFull has similar computational
requirements as GridPG.

As a result, we can guarantee that no feature outside the subimage of a given class can possibly have
influenced the respective class logit—they are indeed fully disconnected.

Note that this setting differs from pixel removal metrics (e.g. [SBM+16, SF19]), where ‘removing’ a
patch of pixels at the input and replacing it with a baseline (e.g. zero) values may still result in the patch
influencing the network’s decision, for example, based on the shape and the location of the patch. In
contrast, we effectively make the weights between the CNN backbone and the classification heads for
other grid cells zero, which ensures no influence from pixels in those grid cells to the output.

4.1.1.3 Natural Extension: DiPart

At one end, GridPG allows any subimage to influence the output for any other class, while at the other,
DiFull completely disconnects the subimages. In contrast to GridPG, DiFull might be seen as a constructed
setting not seen in typical networks. As a more natural setting, we therefore propose DiPart, for which we
only partially disconnect the subimages from the outputs for other classes, see Figure 4.2c. Specifically,
we do not zero out all connections (Section 4.1.1.2), but instead only apply the local pooling operation
from DiFull and thus obtain local classification heads for each subimage (as in DiFull). However, in this
setting, the classification head for a specific subimage can be influenced by features in other subimages
that lie within the head’s receptive field. For models with a small receptive field, this yields very similar
results as DiFull (Section 4.3 and Appendix A).

2This is equivalent to setting the respective weights of a convolutional kernel to zero every time it overlaps with another
subimage.
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4.1.2 Qualitative Evaluation: AggAtt

In addition to quantitative metrics, attribution methods are often compared qualitatively on individual
examples for a visual assessment. However, this is sensitive to the choice of examples and does not
provide a holistic view of the method’s performance. By constructing standardised grids, in which ‘good’
and ‘bad’ (GridPG) or possible and impossible (DiFull) attributions are always located in the same regions,
we can instead construct aggregate attribution maps.

Thus, we propose a new qualitative evaluation scheme, AggAtt, for which we generate a set of aggregate
maps for each method that progressively show the performance of the methods from the best to the worst
localised attributions.

For this, we first select a grid location and then sort all corresponding attribution maps in descending
order of the localisation score, see Equation (4.1). Then, we bin the maps into percentile ranges and,
finally, obtain an aggregate map per bin by averaging all maps within a single bin. In our experiments,
we observed that attribution methods typically performed consistently over a wide range of inputs, but
showed significant deviations in the tails of the distributions (best and worst case examples). Thus, to
obtain a succinct visualisation that highlights both distinct failure cases as well as the best possible results,
we use bins of unequal sizes. Specifically, we use smaller bins for the top and bottom percentiles. For an
example of AggAtt, see Figure 4.1.

As a result, AggAtt allows for a systematic qualitative evaluation and provides a holistic view of the
performance of attribution methods across many samples.

4.1.3 Attributions Across Network Layers: ML-Att

Attribution methods often vary significantly in the degree to which they explain a model. Activation-based
attribution methods like GradCAM [SCD+17], e.g., are typically applied on the last spatial layer, and thus
only explain a fraction of the full network. This is a significantly easier task as compared to explaining
the entire network, as is done by other backpropagation-based methods. Activations from deeper layers of
the network would also be expected to localise better, since they would represent the detection of higher
level features by the network (Figure 4.1, left). Therefore, there is a potential trade-off between the extent
to which the network is explained and how well localised the attribution explanations are, which in turn
would likely determine how useful the attributions are to end users.

For a fair comparison between methods, and to further examine this trade-off, we thus propose a multi-
layer evaluation scheme for attributions (ML-Att). Specifically, we evaluate methods at various network
layers and compare their performance on the same layers. For this, we evaluate all methods at the input,
an intermediate, and the final spatial layer of multiple network architectures, see Section 4.2 for details.
Importantly, we find that apparent differences found between some attribution methods vanish when
compared fairly, i.e., on the same layer (Section 4.3.1).

Lastly, we note that most attribution methods have been designed to assign importance values to input
features of the model, not intermediate network activations. The generalisation to intermediate lay-
ers, however, is straightforward. For this, we simply divide the full model ffull into two virtual parts:
ffull=fexplain ◦ fpre. Specifically, we treat fpre as a pre-processing step and use the attribution methods
to explain the outputs of fexplain with respect to the inputs fpre(x). Note that in its standard use case, in
GradCAM fpre(x) is given by all convolutional layers of the model, whereas for most gradient-based
methods fpre(x) is the identity.
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Figure 4.3: Left: Example Attributions on the Standard, GridPG, and DiFull Settings. We show attributions for all
methods on their typically evaluated layers, i.e. input for backpropagation-based and perturbation-based, and final
layer for activation-based methods. Blue boxes denote the object bounding box (Standard) or the grid cell (GridPG,
DiFull) respectively. For DiFull, we use images of the same class at the top-left and bottom-right corners as in our
experiments. Right: Occlusion attributions for an example evaluated on GridPG, DiFull, and DiPart. The top-left
and bottom-right corners contain two different species of dogs, which share similar low-level features, causing
both to be attributed in GridPG. In contrast, our disconnected construction in DiFull and DiPart ensures that the
bottom-right subimage does not influence the classification of the top-left, and thus should not be attributed by any
attribution methods, even though some do erroneously.

4.2 EXPERIMENTAL SETUP

Dataset and Architectures. We run our experiments on VGG-19 [SZ15] and ResNet-152 [HZRS16]
trained on ImageNet [DDS+09]; similar results on other architectures and on CIFAR10 [Kri09] can be
found in Appendix A. For each model, we separately select images from the validation set that were
classified with a confidence score of at least 0.99. By only using highly confidently classified images
[BFS21, ADPGG21], we ensure that the features within each grid cell constitute positive evidence of
its class for the model, and features outside it contain low positive evidence since they get confidently
classified to a different class.

Evaluation on GridPG, DiFull, and DiPart. We evaluate on 2×2 grids constructed by randomly
sampling images from the set of confidently classified images (see above). Specifically, we generate 2000
attributions per method for each of GridPG, DiFull, and DiPart. For GridPG, we use images from distinct
classes, while for DiFull and DiPart we use distinct classes except in the bottom right corner, where we
use the same class as the top left. By repeating the same class twice, we can test whether an attribution
method simply highlights class-related features, irrespective of them being used by the model. Since
subimages are disconnected from the classification heads of other locations in DiFull and DiPart, the use
of repeating classes does not change which regions should be attributed (Section 4.1.1.2).

Evaluation at Intermediate Layers. We evaluate each method at the input, middle3 (Conv9 for VGG-19,
Conv3_x for ResNet-152), and final spatial layer (Conv16 for VGG-19, Conv5_x for ResNet-152) of each
network, see Section 4.1.3. Evaluating beyond the input layer yields lower dimensional attribution maps,
given by the dimensions of the respective activation maps. As is common practice [SCD+17], we thus
upsample those maps to the image dimensions (448× 448) using bilinear interpolation.

Qualitative Evaluation on AggAtt. As discussed, for AggAtt we use bins of unequal sizes (Section 4.1.2).
In particular, we bin the attribution maps into the following percentile ranges: 0–2%, 2–5%, 5–50%,

3We show a single intermediate layer to visualise trends from the input to the final layer; for results on all layers, see
Appendix A.
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50–95%, 95–98%, and 98–100%; cf. Figure 4.1. Further, in our experiments we evaluate the attributions
for classes at the top-left grid location.

Attribution Methods. We evaluate a diverse set of attribution methods, for an overview see Section 2.1 of
Chapter 2. As discussed in Section 4.1.3, to apply those methods to intermediate network layers, we divide
the full model into two virtual parts fpre and fexplain and treat the output of fpre as the input to fexplain to obtain
importance attributions for those ‘pre-processed’ inputs. In particular, we evaluate the following methods.
From the set of backpropagation-based methods, we evaluate on Guided Backpropagation [SDBR15],
Gradient [SVZ14], IntGrad [STY17], IxG [SGK17], and LRP [BBM+15]. From the set of activation-
based methods, we evaluate on GradCAM [SCD+17], GradCAM++ [CSHB18], AblationCAM [DR20],
ScoreCAM [WWD+20], and LayerCAM [JZH+21]. Note that in our framework, these methods can
be regarded as using the classification head only (except [JZH+21]) for fexplain, see Section 4.1.3. To
evaluate them at earlier layers, we simply expand fexplain accordingly to include more network layers.
From the set of perturbation-based methods, we evaluate Occlusion [ZF14] and RISE [PDS18]. These
are typically evaluated on the input layer, and measure output changes when perturbing (occluding) the
input (Figure 4.3, left). Note that Occlusion involves sliding an occlusion kernel of size K with stride
s over the input. We use K=16, s=8 for the input, and K=5, s=2 at the middle and final layers to
account for the lower dimensionality of the feature maps. For RISE, we use M=1000 random masks,
generated separately for evaluations at different network layers.

For LRP, following [ADPGG21, MLB+17], we primarily use a configuration that applies the ϵ-rule
with ϵ=0.25 for the fully connected layers in the network, the z+-rule for the convolutional layers
except the first convolutional layer, and the zB-rule for the first convolutional layer. We discuss the
performance across other configurations, including the composite configuration proposed by [MBL+19],
in Section 4.3.5. Note that since certain LRP rules, such as the z+-rule, are not implementation invariant
([STY17]), relevance may be distributed differently for functionally equivalent models. In particular,
relevance propagation through batch normalisation layers can be handled in multiple ways, such as by
replacing them with 1×1 convolutions or by merging them with adjacent linear layers. In our experiments,
as in [MBL+19], batch normalisation layers are handled by merging them with adjacent convolutional or
fully connected layers. We further discuss some ramifications of the lack of implementation invariance to
attribution localisation in Section 4.3.5 and Appendix A.

4.3 EXPERIMENTAL RESULTS AND DISCUSSION

In this section, we first present the quantitative results for all attribution methods on GridPG, DiPart, and
DiFull and compare their performance at multiple layers (4.3.1). Further, we present a simple smoothing
mechanism that provides highly performant attributions on all three settings, and discuss architectural
considerations that impact its effectiveness (4.3.3). Finally, we present qualitative results using AggAtt,
and show its use in highlighting strengths and deficiencies of attribution methods (4.3.4).

4.3.1 Evaluation on GridPG, DiFull, and DiPart

We perform ML-Att evaluation using the the input (Inp), and the activations at a middle layer (Mid) and
final convolutional layer (Fin) before the classification head (x-ticks in Figure 4.4) for all three quantitative
evaluation settings (GridPG, DiFull, DiPart, minor columns in Figure 4.4) discussed in Section 4.1. In the
following, we discuss the methods’ results, grouped by their ‘method family’: backpropagation-based,
activation-based, and perturbation-based methods (major columns in Figure 4.4).
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Figure 4.4: Quantitative Results on VGG-19 and ResNet-152. For each metric, we evaluate all attribution
methods with respect to the input image (Inp), a middle (Mid), and the final (Fin) spatial layer. Boxes of the same
colour correspond to the same attribution method, and each group of three boxes shows, from left to right, the results
at the input (Inp), middle (Mid), and final (Fin) spatial layers respectively. We observe the performance to improve
from Inp to Fin on most settings. See also Figure 4.5. We find similar results on DiFull and DiPart across methods.
The symbol * denotes boxes that collapse to a single value, for better readability.

Backpropagation-based Methods. We observe that all methods except LRP perform poorly at the initial
layer on GridPG (Figure 4.4, left). Specifically, we observe that they yield noisy attributions that do not
seem to reflect the grid structure of the images; i.e., positive attributions are nearly as likely to be found
outside of a subimage for a specific class as they are to be found inside.

However, they improve on later layers. At the final layer, IntGrad and IxG show very good localisation
(comparable to GradCAM), which suggests that the methods may have similar explanatory power when
compared on an equal footing. We note that IxG at the final layer has been previously proposed under the
name DetGradCAM [SSPP20].

LRP, on the other hand, performs strongly at all three layers. We believe that this is likely because the z+

rule used in the convolutional layers propagates relevance backwards in a manner that favours activations
that contribute positively to the final output. As the localisation metric only considers positive attributions,
such a propagation scheme would result in a high localisation score. Note that this only evaluates a single
LRP configuration, as we discuss in Section 4.3.5, we find that the performance can significantly vary
based on the propagation rules used.

On DiFull, all backpropagation-based methods show near-perfect localisation across layers. No attribution
is given to disconnected subimages since the gradients with respect to them are zero (after all, they are
fully disconnected); degradations for other layers can be attributed to the applied upsampling. However,
the lack of implementation invariance [STY17] in LRP implies that relevance could be made to effectively
propagate through disconnected regions by constructing an appropriate functionally equivalent model, as
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Figure 4.5: Mean localisation performance layer-wise across seven models of a selected subset of attribution
methods. For each method and network, we plot the mean localisation score at at several depths. The x-axis shows
the fraction of the total network depth (0 - input, 1 - final layer). As discussed in Section 4.1.3 and Figure 4.4, the
localisation performance tends to improve towards the final layer.

we discuss in Section 4.3.5 and Appendix A.

Similar results are seen in DiPart, but with decreasing localisation when moving backwards from the
classifier, which can be attributed to the fact that the receptive field can overlap with other subimages in
this setting. Overall, we find that similar performance is obtained on DiFull and DiPart across all methods.

Activation-based Methods. We see that all methods with the exception of LayerCAM improve in
localisation performance from input to final layer on all three settings. Since attributions are computed
using a scalar weighted sum of attribution maps, this improvement could be explained by improved
localisation of activations from later layers. In particular, localisation is very poor at early layers, which is
a well-known limitation of GradCAM [JZH+21]. The weighting scheme also causes final layer attributions
for all methods except LayerCAM to perform worse on DiFull than on GridPG, since these methods
attribute importance to both instances of the repeated class (cf. Figure 4.9). This issue is absent in
LayerCAM as it does not apply a pooling operation.

Perturbation-based Methods. We observe (Figure 4.4, right) Occlusion to perform well across layers
on DiFull, since occluding disconnected subimages cannot affect the model outputs and are thus not
attributed importance. However, the localisation drops slightly for later layers. This is due to the fact that
the relative size (w.r.t. the activation map) of the overlap regions between occlusion kernels and adjacent
subimages increases. This highlights the sensitivity of performance to the choice of hyperparameters, and
the tradeoff between computational cost and performance.

On GridPG, Occlusion performance improves with layers. On the other hand, RISE performs poorly
across all settings and layers. Since it uses random masks, pixels outside a target grid cell that share a
mask with pixels within get attributed equally. So while its attributions concentrate more in the target grid
cell, a significant amount of positive attributions can be found outside of it, see also Figure 4.9.

4.3.2 Localisation Across Network Depths

In this section, we evaluate the trends in localisation performance across the full range of network depths
for the seven models we evaluate on (VGG-19, VGG-11 [SZ15], ResNet-152, ResNet-18 [HZRS16],
ResNeXt [XGD+17], Wide ResNet [ZK16], GoogLeNet [SLJ+15]). Our quantitative evaluation using
our proposed ML-Att scheme so far (Figure 4.4) focused on three representative network depths – at the
input, a middle layer, and the final layer of each model. We found that several methods (e.g. IxG, IntGrad,
GradCAM, LRP) localise well at the final layer. Here, we evaluate whether the performance on these three
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Figure 4.6: Smoothing the attributions for IntGrad and IxG significantly improves their performance at the input
image and middle layer. For reference, we show GradCAM on the final spatial layer.

layers is representative of the general trend across all layers, and whether the trends for each attribution
methods generalise across diverse network architectures.

The quantitative results for a subset of attribution methods can be found in Figure 4.5; for the remaining
methods, see Appendix A. We pick four methods, two backpropagation-based (IntGrad, IxG) and two
activation-based (GradCAM, AblationCAM), whose performance increases most prominently from the
input to the final layer in Figure 4.4. In addition, we show results on LRP, the best performing method
overall. Full results on all methods can be found in Appendix A. For each attribution method, we plot the
mean localisation score on each model across all network depths. The x-axis shows the fraction of the
model depth, where 0 refers to the input layer and 1 refers to the final convolutional layer, and the y-axis
shows the localisation score. Each line plots the mean localisation score across all possible depths for a
single model.

We find that the trends in performance at the chosen three layers in Figure 4.4 generalise to all layers,
with the localisation performance improving at deeper layers for all the chosen methods (except LRP).
Furthermore, we find that these trends also generalise across network architectures, and demonstrates the
utility of ML-Att in finding similar performance across diverse attribution methods when compared fairly
at identical depths. We find that the performance of IntGrad and IxG steadily improves from the input to
the final layer, while that of GradCAM and AblationCAM is poor except near the final layer. LRP, on the
other hand, scores highly throughout the network.

4.3.3 Smoothing Attributions

From Section 4.3.1, we see that GradCAM localises well at the final layer in GridPG, but performs poorly
on all the other settings as a consequence of global pooling of gradients (for DiFull) and poor localisation
of early layer features (for GridPG early layers). Since IxG, in contrast, does not use a pooling operation,
it performs well on DiFull at all layers and on GridPG at the final layer. However, it performs poorly at
the input and middle layers on GridPG due to the noisiness of gradients; IntGrad shows similar results.
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Devising an approach to eliminate this noise would provide an attribution method that performs well
across settings and layers. Previous approaches to reduce noise include averaging attribution maps over
many perturbed samples (SmoothGrad [STK+17], see Appendix A for a comparison) or adding a gradient
penalty during training [KTI19]. However, SmoothGrad is computationally expensive as it requires
several passes on the network to obtain attributions, and is sensitive to the chosen perturbations. Similarly,
adding a penalty term during training requires retraining the network.

Here, we propose to simply apply a Gaussian smoothing kernel on existing IntGrad and IxG attributions.
We evaluate on DiFull and GridPG using several kernel sizes, using standard deviation K/4 for kernels of
size K. We refer to the smooth versions as S-IntGrad and S-IxG respectively.

On VGG-19 (Figure 4.6, top), we find that S-IntGrad and S-IxG localise significantly better than IntGrad
and IxG, and the performance improves with increasing kernel size. In detail, S-IntGrad on the input
layer with K=257 outperforms GradCAM on the final layer, despite explaining the full network. While
performance on DiFull drops slightly as smoothing leaks attributions across grid boundaries, both S-
IntGrad and S-IxG localise well across settings and layers. However, on ResNet-18 (Figure 4.6, bottom),
while S-IntGrad improves similarly, S-IxG does not, which we discuss next.

Impact of Network Architecture. A key difference between the VGG-19 and ResNet-152 architectures
used in our experiments is that VGG-19 does not have batch normalisation (BatchNorm) layers. We note
that batch norm effectively randomises the sign of the input vectors to the subsequent layer, by centring
those inputs around the origin (cf. [IS15, KTI19]). Since the sign of the input determines whether a
contribution (weighted input) is positive or negative, a BatchNorm layer will randomise the sign of the
contribution and the ‘valence’ of the contributions will be encoded in the BatchNorm biases. To test our
hypothesis, we evaluate S-IxG on a VGG-19 with BatchNorm layers (Figure 4.6, middle), and observe
results similar to ResNet-152: i.e., we observe no systematic improvement by increasing the kernel size
of the Gaussian smoothing operation. This shows that the architectural choices of a model can have a
significant impact on the performance of attribution methods.

4.3.4 Qualitative Evaluation Using AggAtt

In this section, we present qualitative results using AggAtt for select attributions evaluated on GridPG and
DiFull and multiple layers. First, to investigate the qualitative impact of smoothing, we use AggAtt to
compare IxG, S-IxG, and GradCAM attributions on GridPG on multiple layers. We employ AggAtt on
DiFull to highlight specific characteristics and failure cases of some attribution methods.

AggAtt on GridPG. We show AggAtt results for IxG, S-IxG, GradCAM, and LRP at three layers on
GridPG using VGG-19 on the images at the top-left corner (Figure 4.7). For each method, a set of three
rows corresponds to the attributions at input, middle, and final layers. For S-IxG, we set K to 129, 17,
and 9 respectively. We further show individual samples (median bin) of the first and last bins per method.

We observe that the aggregate visualisations are consistent with the quantitative results (Figures 4.4
and 4.6) and the individual examples shown for each bin. The performance improves for IxG and
GradCAM from input to final layer, while S-IxG localises well across three layers. Attributions from LRP
are generally visually pleasing and localise well across layers. Finally, the last two columns show that
all the attribution methods perform ‘poorly’ for some inputs; e.g., we find that IxG and GradCAM on
the final layer attribute importance to other subimages if they exhibit features that are consistent with the
class in the top-left subimage. While the attributions might be conceived as incorrect, we find that many
‘failure cases’ on GridPG highlight features that the underlying model might in fact use, even if they are
in another subimage. Given the lack of ground truth, it is difficult to assess whether these attributions
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Figure 4.7: Qualitative Results for VGG-19 on GridPG evaluated at the top-left corner. Centre: Aggregate
attributions sorted and binned in descending order of localisation. Each column corresponds to a bin, and set of three
rows corresponds to a method. For each method, the three rows from top to bottom show the aggregate attributions
at the input, middle, and final spatial layers. Left: Examples from the first bin, which corresponds to the best set of
attributions. Right: Similarly, we show examples from the last bin, which corresponds to the worst set of attributions.
For smooth IxG, we use K = 129 for the input layer, K = 17 at the middle layer, and K = 9 at the final layer. All
examples shown correspond to images whose attributions lie at the median position in their respective bins.

Figure 4.8: Qualitative Visualisation of S-IxG
attributions for various kernel sizes, includ-
ing both positive and negative attributions.
Top: Aggregate attribution maps for VGG-19 on
GridPG at the top-left corner across the dataset.
We see that positive attributions (green) aggreg-
ate to the top-left grid cell and negative attribu-
tions (red) aggregate outside when smoothing with
large kernel sizes. Middle and Bottom: Examples
of smoothing on a single grid and non-grid im-
age. Positive attributions concentrate inside the
bounding box when smoothed with large kernels.

faithfully reflect model behaviour or deficiencies of the attribution methods.

Despite explaining significantly more layers, S-IntGrad and S-IxG at the input layer not only match
GradCAM at the final layer quantitatively (Figure 4.6) and qualitatively (Figure 4.7), but are also highly
consistent with it for individual explanations. Specifically, the Spearman rank correlation between
the localisation scores of GradCAM (final layer) and S-IntGrad (input layer) increases significantly as
compared to IntGrad (input layer) (e.g., 0.3→0.78 on VGG-19), implying that their attributions for any
input tend to lie in the same AggAtt bins (see Appendix A).

To further understand the effect of smoothing, we visualise S-IxG with varying kernel sizes while including
negative attributions (Figure 4.8). The top row shows aggregate attributions across the dataset, while the
middle and bottom rows show an example under the GridPG and standard localisation settings respectively.
We observe that while IxG attributions appear noisy (column 2), smoothing causes positive and negative
attributions to cleanly separate out, with the positive attributions concentrating around the object. For
instance, in the second row, IxG attributions concentrate around both the dog and the wolf, but S-IxG
with K=129 correctly attributes only the dog positively. This could indicate a limited effective receptive
field (RF) [LLUZ16] of the models. Specifically, note that for piece-wise linear models, summing the



4.3 EXPERIMENTAL RESULTS AND DISCUSSION 51

Figure 4.9: Qualitative Results for VGG-19 on DiFull evaluated at the top-left corner. Centre: Aggregate
attributions sorted and binned in descending order of localisation. Each column corresponds to a bin and each row
corresponds to a method applied at its standard layer. Left: Examples from the first bin, which corresponds to the
best set of attributions. Right: Examples from the last bin, which corresponds to the worst set of attributions. All
examples shown correspond to images whose attributions lie at the median position in their bins.

Figure 4.10: Quantitative Results for various LRP configurations on VGG-19 and ResNet-152. For each metric,
we evaluate the attributions with respect to the input (Inp), a middle (Mid), and the final (Fin) spatial layer.

contributions (given by IxG) over all input dimensions within the RF exactly yields the output logit
(disregarding biases). Models with a small RF would thus be well summarised by S-IxG for an adequately
sized kernel; we elaborate on this in Appendix A.

AggAtt on DiFull. We visually evaluate attributions on DiFull for one method per method family, i.e.,
from backpropagation-based (IxG, input layer), activation-based (GradCAM, final layer), and perturbation-
based (RISE, input layer) methods at their standard layers (Figure 4.9). The top row corroborates the
near-perfect localisation shown by the backpropagation-based methods on DiFull. The middle row shows
that GradCAM attributions concentrate at the top-left and bottom-right corners, which contain images
of the same class, since global pooling of gradients makes it unable to distinguish between the two even
though only the top-left instance (here) influences classification. Finally, for RISE, we observe that while
attributions localise well for around half the images, the use of random masks results in noisy attributions
for the bottom half.

4.3.5 Evaluation Using Various LRP Configurations

From the previous sections, we saw that LRP using the configuration by [ADPGG21] outperformed all
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other attribution methods at all layers. More generally, LRP [BBM+15] is a paradigm that encompasses
a family of attribution methods that modify the gradients during backpropagation. The mechanism of
relevance propagation is specified by a set of propagation rules used across the network. Rules are selected
for each layer usually based on the type of layer and its position in the network, and a mapping of layers
to rules constitutes a unique LRP configuration. Some of the existing backpropagation-based methods that
were proposed independently, such as IxG [SGK17] and Excitation Backprop [ZBL+18], can be viewed
as specific configurations of LRP [MBL+19].

In this section, we study the impact of the choice of rules and their hyperparameters in attribution
performance of LRP. Specifically, following prior work [MBL+19], we consider a composite configuration
(hereafter referred to as LRP-Composite), that applies the ϵ-rule on fully connected layers, the γ-rule on
convolutional layers except the first layer, and the zB-rule on the first convolutional layer. In contrast
to the ϵ-rule that weighs positive and negative contributions equally when propagating relevance, the
γ-rule uses a hyperparameter γ that increases the weight given to positive contributions. As γ → ∞,
relevance is propagated only based on positive contributions, and the configuration is identical to the one
used in [ADPGG21] and the previous sections (hereafter referred to as LRP-Focus). In our experiments,
we investigate the impact of γ on performance of LRP, and evaluate LRP-Composite using values of γ
in {0, 0.001, 0.01, 0.1, 0.25}. γ = 0 corresponds to using the ϵ-rule where no additional weight is given
to positive contributions, and γ = 0.25 is the value that is commonly used (e.g. [MBL+19]). We also
evaluate the setting when γ → ∞, i.e. using LRP-Focus. Quantitative results for both models on GridPG
can be found in Figure 4.10.

We find that the performance is highly sensitive to the choice of γ. Low values of γ (up to 0.01) localise
poorly, particularly at the input layer. For higher values of γ, including LRP-Focus where γ → ∞,
the localisation performance is high across layers for both models on GridPG. We attribute this to the
following: if only positive contributions are considered at intermediate layers, the sign of the attributions
to the last layers will be maintained throughout the backpropagation process. In particular, the distribution
of positive and negative attributions at the input layer will be largely dependent on the attributions at
the final layer. Hence, since the ϵ-rule performs well at the final layer (similar to IxG and IntGrad),
maintaining the sign of the attributions will lead to good results at the input layer, which the γ-rule
achieves by suppressing negative contributions. We believe that understanding how to better integrate
the negative contributions in the backward pass to reflect all model computations is thus an interesting
direction to explore in future work.

Lack of Implementation Invariance. As discussed in [STY17], LRP in general is not implementation
invariant, i.e., functionally equivalent models could be assigned highly dissimilar attribution maps for the
same input. In particular, this also holds for the z+-rule, which is used in the best-performing LRP-Focus
configuration. This leads to the possibility of controlling which pixels get attributed by appropriately
formulating an equivalent model. Importantly, as we show in Appendix A, pixels that have no influence
on the output can thus also get high attributions. This shows that while LRP can be highly performant, one
must carefully consider the parameters used and the properties of the setting when using it in practice.

4.4 CONCLUSION

In this section, we summarise our results, and discuss high-level recommendations. First, we proposed a
novel quantitative evaluation setting, DiFull, to disentangle the behaviour of the model from that of the
attribution method. This allowed us to evaluate for model-faithfulness by partitioning inputs into regions
that could and could not influence the model’s decision. Using this, we showed that (Figure 4.4) some
popularly used attribution methods, such as GradCAM, can provide model-unfaithful attributions. On the
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other hand, while noisy, backpropagation-based methods like IntGrad and IxG localise perfectly under
this setting. We note, however, that our setting cannot evaluate the correctness of attributions within the
target grid cells, and as such a high localisation performance on DiFull is a necessary condition for a good
attribution method, but not a sufficient condition. In other words, DiFull can be viewed as a coarse sanity
check that should be passed by any model-faithful attribution method, but our results show that several do
not do so. This could be of practical importance in use cases where models learn to focus on a fixed local
region in an image to reach their decisions.

Second, we observed that different attribution methods are typically evaluated at different depths, which
leads to them being compared unfairly. To address this, we proposed a multi-layer evaluation scheme,
ML-Att, through which we compared each attribution method at identical model depths (Figures 4.4
and 4.5). We found that surprisingly, a diverse set of methods perform very similarly and localise well,
particularly at the final layer. This includes backpropagation-based methods like IxG and IntGrad, which
have often been criticised for providing highly noisy and hard to interpret attributions. Combined with
their perfect localisation on DiFull, this shows that IxG and IntGrad at the final layer can be used as
an alternative to GradCAM, when coarse localisation is desired. Quantitative (Figures 4.4 and 4.5) and
qualitative (Figures 4.7 and 4.9) results at intermediate layers also point to the existence of a trade-off
between faithfulness and coarseness of attributions, particularly for methods like IxG and IntGrad. While
attributions computed closer to the input explain a larger fraction of the network and provides more
fine-grained attributions, such attributions often localise poorly and are not very helpful to end users. On
the other hand, attributions computed closer to the final layer explain only a small part of the network, but
are coarser, localise better and highlight the object features more clearly. As a result, the choice of layer
to compute attributions would depend on the user’s preference in the presence of this trade-off.

Third, we proposed an aggregate attribution evaluation scheme, AggAtt, to holistically visualise the
performance of an attribution method. Unlike evaluation on a small subset of examples, this shows the
full range of localisations across the dataset and eliminates any inadvertent biases from the choice of
examples. Furthermore, it allows one to easily visualise the performance at the best and worst localised
examples, and could help identify cases when an attribution method unexpectedly fails.

Fourth, we showed that a simple post-hoc Gaussian smoothing step can significantly improve localisation
(Figures 4.6 and 4.8) for some attribution methods (IntGrad, IxG). Unlike commonly used smoothing
techniques like SmoothGrad, this requires no additional passes through the network and no selection of
hyperparameters. As we show in Appendix A, it also results in better localised attributions. This shows
that while originally noisy, obtaining a local summary of attribution maps from these methods could
provide maps that are useful for humans in practice. However, we find that the effectiveness of smoothing
is influenced by the network architecture, in particular the presence of batch normalisation layers, which
suggests that architectural considerations must be taken into account when using attribution methods.

Finally, we find that certain configurations of layer-wise relevance propagation (LRP) consistently
perform the best quantitatively and qualitatively across network depths. However, by interpolating
between different LRP configurations (see Section 4.3.5), we find that this is likely due to the fact that
the well-performing LRP-configurations maintain the sign of the attributions to the final layer in the
backpropagation process. As such, some aspects of the model computations are not reflected in the final
attribution maps (negative contributions at intermediate layers are neglected) and the final attributions are
largely dependent on the localisation performance at the final layer. How to better reflect those negative
contributions in the backpropagation process is thus an interesting direction for future work.

While we focus on CNNs in our work, performing a comprehensive evaluation for attribution methods on
the recently proposed state-of-the-art image classification architectures such as vision transformers (ViTs)
[DBK+21] is another interesting direction for future work.
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Overall, we find that fair comparisons, holistic evaluations (DiFull, GridPG, AggAtt, ML-Att), and careful
disentanglement of model behaviour from the explanations provide better insights in the performance of
attribution methods.



II
D E S I G N I N G I N H E R E N T L Y

I N T E R P R E T A B L E D E E P N E U R A L

N E T W O R K S

In the preceding chapters, we found that while recent post-hoc attribution
methods can be a powerful tool for better understanding DNN decisions
(Chapter 3), it also became clear that it remains a challenge to faithfully
interpret the full DNN models in a reliable manner (Chapter 4). We believe
this is, to some degree, inherent to the post-hoc approach itself: the DNNs
under consideration have simply not been designed and optimised to be easily
interpretable. Moreover, by definition, post-hoc approaches do not take the
model optimisation and task formulation into account, despite the fact that
these, of course, critically determine the optima that the models converge to.

Therefore, in the following two chapters, we explore a different path towards
better understanding the predictions of DNNs. In particular, instead of trying
to interpret DNNs after they were trained, we explicitly design and optimise
novel DNN architectures such that they can inherently be interpreted in a
faithful and easily understandable manner. Importantly, this puts the goal of
model interpretability first and fundamentally changes how the DNNs operate.
As a result, our proposed models do not need to be interpreted post-hoc, but
instead inherently compute their outputs in an easily interpretable manner.

Specifically, in Chapter 5, we present the CoDA Networks, which introduce
the core concepts on which the interpretability of our proposed models relies:
dynamic linearity and alignment pressure. Further, in Chapter 6 we distill
these properties into a single operation—named the B-cos transformation—
that can be used as a drop-in replacement for the ubiquitously used linear
transformation and thus allows us to significantly increase the interpretability
of a wide range of state-of-the-art DNN architectures. Importantly, as we show
in Chapter 6, this is possible at only minor costs in classification performance.
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Abstract

We introduce a new family of neural network models called
Convolutional Dynamic Alignment Networks (CoDA-Nets),
which are performant classifiers with a high degree of
inherent interpretability. The core building blocks are
Dynamic Alignment Units (DAUs) which are “dynamic lin-
ear” (i.e., input-dependent linear) and align their weight
vectors with task-relevant input patterns during optimisa-
tion. As a result, CoDA-Nets model the classification pre-
diction through a series of dynamic linear transformations,
which allows for linear decomposition of the prediction into
individual input contributions. Due to the alignment prop-
erty of the DAUs, the resulting contribution maps align with
discriminative input patterns. These model-inherent contri-
bution maps are of high visual quality and outperform exist-
ing attribution methods under quantitative metrics. Further,
our architectures constitute performant classifiers, achiev-
ing on par results to models from the ResNet and VGG
model families e.g. for CIFAR-10 and TinyImagenet.

1. Introduction
Neural networks are powerful function approximators and
are successfully applied to a wide range of tasks. How-
ever, they are notoriously difficult to interpret and extracting
useful explanations for their predictions is an open research
problem. Linear regression models, on the other hand, are
generally considered interpretable, because the contribu-
tion (‘the weighted input’) of every dimension to the out-
put is explicitly given. Interestingly, many modern neural
networks actually implicitly model the output as a linear
transformation of the input; a ReLU-based [21] neural net-
work, e.g., is a piece-wise linear function and thus fulfills
this property, cf. [20]. As was shown by [1], however, this
implicit linear transformation does not seem to reflect the
internal computations of the models well and fails simple
sanity checks when used as an attribution method.

In this work, we introduce a novel network architecture, the
Convolutional Dynamic Alignment Networks (CoDA-

Figure 1: Sketch of a 9-layer CoDA-Net. Every layer lin-
early transforms its input al�1 with a matrix Wl. This input-
dependent matrix Wl is produced by a set of dynamic alignment
units (DAUs). These units have a structural bias towards produc-
ing matrices Wl that align well with task-relevant patterns in their
input. Therefore, the global transformation matrix W0!9 aligns
well with discriminative features in a classification task. Locations
that positively (negatively) contribute to the j-th class (goldfinch)
are shown in red (blue).

Nets), for which the model-inherent contribution maps
are faithful projections of the internal computations and
thus good ‘explanations’ of the model prediction. There
are two main components to the interpretability of the
CoDA-Nets. First, the CoDA-Nets are dynamic linear,
i.e., they compute their outputs through a series of input-
dependent linear transformations, which are based on our
novel Dynamic Alignment Units (DAUs). Similar to lin-
ear regression models, the output can thus be decom-
posed into individual input contributions, see Fig. 1. Sec-
ond, the DAUs compute weight vectors that align with
discriminative patterns in their inputs. In combination, the
CoDA-Nets thus inherently produce contribution maps that
are ‘optimised for interpretability’: since each linear trans-
formation vector and thus their combination is optimised to
align with discriminative features, the contribution maps re-
flect the most discriminative features as used by the model.

With this work, we present a new direction for building
inherently more interpretable neural network architectures

1
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We introduce a new family of neural network models called
Convolutional Dynamic Alignment Networks (CoDA-Nets),
which are performant classifiers with a high degree of
inherent interpretability. The core building blocks are
Dynamic Alignment Units (DAUs) which are “dynamic lin-
ear” (i.e., input-dependent linear) and align their weight
vectors with task-relevant input patterns during optimisa-
tion. As a result, CoDA-Nets model the classification pre-
diction through a series of dynamic linear transformations,
which allows for linear decomposition of the prediction into
individual input contributions. Due to the alignment prop-
erty of the DAUs, the resulting contribution maps align with
discriminative input patterns. These model-inherent contri-
bution maps are of high visual quality and outperform exist-
ing attribution methods under quantitative metrics. Further,
our architectures constitute performant classifiers, achiev-
ing on par results to models from the ResNet and VGG
model families e.g. for CIFAR-10 and TinyImagenet.

1. Introduction
Neural networks are powerful function approximators and
are successfully applied to a wide range of tasks. How-
ever, they are notoriously difficult to interpret and extracting
useful explanations for their predictions is an open research
problem. Linear regression models, on the other hand, are
generally considered interpretable, because the contribu-
tion (‘the weighted input’) of every dimension to the out-
put is explicitly given. Interestingly, many modern neural
networks actually implicitly model the output as a linear
transformation of the input; a ReLU-based [21] neural net-
work, e.g., is a piece-wise linear function and thus fulfills
this property, cf. [20]. As was shown by [1], however, this
implicit linear transformation does not seem to reflect the
internal computations of the models well and fails simple
sanity checks when used as an attribution method.

In this work, we introduce a novel network architecture, the
Convolutional Dynamic Alignment Networks (CoDA-

Figure 1: Sketch of a 9-layer CoDA-Net. Every layer lin-
early transforms its input al�1 with a matrix Wl. This input-
dependent matrix Wl is produced by a set of dynamic alignment
units (DAUs). These units have a structural bias towards produc-
ing matrices Wl that align well with task-relevant patterns in their
input. Therefore, the global transformation matrix W0!9 aligns
well with discriminative features in a classification task. Locations
that positively (negatively) contribute to the j-th class (goldfinch)
are shown in red (blue).

Nets), for which the model-inherent contribution maps
are faithful projections of the internal computations and
thus good ‘explanations’ of the model prediction. There
are two main components to the interpretability of the
CoDA-Nets. First, the CoDA-Nets are dynamic linear,
i.e., they compute their outputs through a series of input-
dependent linear transformations, which are based on our
novel Dynamic Alignment Units (DAUs). Similar to lin-
ear regression models, the output can thus be decom-
posed into individual input contributions, see Fig. 1. Sec-
ond, the DAUs compute weight vectors that align with
discriminative patterns in their inputs. In combination, the
CoDA-Nets thus inherently produce contribution maps that
are ‘optimised for interpretability’: since each linear trans-
formation vector and thus their combination is optimised to
align with discriminative features, the contribution maps re-
flect the most discriminative features as used by the model.

With this work, we present a new direction for building
inherently more interpretable neural network architectures

1

c: goldfinch

Figure 5.1: Sketch of a 9-layer CoDA Net, which computes its output a9 for an input a0 as a linear transform
via a matrix W0→9(a0). As such, the output can be linearly decomposed into input contributions (see right). This
global transformation matrix W0→9 is computed successively via multiple layers of Dynamic Alignment Units
(DAUs), cf. Equation (5.10). These layers, in turn, produce intermediate linear transformation matrices Wl(al−1)
that align with the inputs of layer l. As a result, the combined matrix W0→9 also aligns with task-relevant patterns.
Positive (negative) contributions for the class ‘goldfinch’ are shown in red (blue). These contribution maps are
highly class-specific: e.g., see Figure 5.2 for the map corresponding to the indigo bunting class (blue bird).

AS discussed in the previous chapters, explaining the predictions of Deep Neural Networks (DNNs)
in a model-faithful manner is an open research problem. Linear models, on the other hand, are
generally considered inherently interpretable, because the contribution (‘the weighted input’) of

every dimension to the output is explicitly given. Interestingly, many modern DNNs implicitly model the
output as a linear transformation of the input; a ReLU-based [NH10] neural network, e.g., is piece-wise
linear and the output thus a linear transformation of the input, cf. [MPCB14]. However, due to the highly
non-linear manner in which these linear transformations are ‘chosen’, the corresponding contributions per
input dimension are very noisy and not easily understandable for humans, see for example Figure 5.2.
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In this chapter, we introduce a novel network architecture, the Convolutional Dynamic Alignment
Networks (CoDA Nets), for which the model-inherent contribution maps are not only faithful projections
of the internal computations, but also easily understandable for humans and thus good explanations of
the model prediction. There are two main components to the interpretability of the CoDA Nets. First,
the CoDA Nets are dynamic linear, i.e., they compute their outputs through a series of input-dependent
linear transforms, which are based on our novel Dynamic Alignment Units (DAUs). As in linear models,
the output can thus be decomposed into individual input contributions, see Figure 5.1. Second, the
DAUs are structurally biased to compute weight vectors that align with relevant patterns in their inputs.
In combination, the CoDA Nets thus inherently produce contribution maps that are ‘optimised for
interpretability’: since each linear transformation matrix is optimised to align with discriminative features,
the contribution maps reflect the most discriminative features as used by the model. The contribution
maps of CoDA Nets thus lend themselves better to be used as easily understandable explanations for
humans than those of piece-wise linear models, which generally do not align well with discriminative
input patterns (cf. Figure 5.2), despite accurately summarising the models.

In short, we present a new direction for building inherently more interpretable neural network architectures
with high modelling capacity. In detail, we would like to highlight the following contributions:

(1) We introduce the concept of Dynamic Alignment Units (DAUs), which improve the interpretability
of neural networks. They have two key properties: they are dynamic linear and align their dynamically
computed weights with their inputs.

(2) Specifically, this weight alignment is induced by constraining the norm of the dynamically computed
weights. We show that this can either be done explicitly by fixing the dynamic weights to be of unit norm,
or by constraining an upper bound of their norm, which results in more efficient DAUs.

(3) We introduce Convolutional Dynamic Alignment Networks (CoDA Nets), which are built out of
multiple layers of DAUs and show that the resulting networks inherit the dynamic linearity and the
alignment properties from their constituent DAUs. As a result, the dynamically computed weights of
CoDA Nets align with discriminative patterns in the input.

(4) We show that the resulting contribution maps perform well under commonly employed quantitative
criteria for attribution methods. Moreover, under qualitative inspection, we note that they exhibit a high
degree of detail.

(5) We analyse how different DAU formulations affect the models in terms of accuracy, interpretability,
and efficiency.

(6) We show that CoDA Nets are performant classifiers and yield competitive classification accuracies on
the CIFAR10 and TinyImageNet datasets.

(7) We show that CoDA Nets can be seamlessly combined with conventional networks. The resulting
hybrid networks exhibit an increased ‘interpretable depth’ whilst taking advantage of the efficiency and
strong modelling capacity of the base networks.

This chapter is based on [BFS21, BFS22a] and the corresponding code is publicly available at:
github.com/moboehle/CoDA-Nets.

https://github.com/moboehle/CoDA-Nets/
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Figure 5.2: Contribution maps of CoDA Nets and various piece-wise linear models (VGG-19 [SZ15], ResNet-
50 [HZRS16], DenseNet-121 [HLVDMW17]). While piece-wise linear models are also dynamic linear, their
contribution maps (given by ‘Input×Gradient’, cf. [AGM+18]) are not as easily interpretable. E.g., in contrast to the
noisy contribution maps of piece-wise linear models (cols. 3-5), CoDA Nets clearly separate positive and negative
‘evidence’ in their contribution maps (e.g., 1st row, 2nd column). Moreover, the contribution maps of CoDA Nets
are highly class-specific and depend on which class is explained (compare first row to Figure 5.1). Finally, given
their high level of detail, the CoDA Nets can highlight the importance of fine-grained features, such as the eyes in
the feathers of the peacock (2nd row). Positive (negative) contributions are shown in red (blue) for all contribution
maps, and the maps have been slightly smoothed for better visibility.

5.1 DYNAMIC ALIGNMENT NETWORKS

In this section, we present our novel type of network architecture: the Convolutional Dynamic Alignment
Networks (CoDA Nets). For this, we first introduce Dynamic Alignment Units (DAUs) as the basic
building blocks of CoDA Nets and discuss two of their key properties in Section 5.1.1. Concretely, we
show that these units linearly transform their inputs with dynamic (input-dependent) weight vectors and,
additionally, that they are biased to align these weights with the input during optimisation. Given the
computational costs of evaluating DAUs, in Section 5.1.2 we further present an alternative formulation of
the DAUs for increased efficiency. We then discuss how DAUs can be used for classification (Section 5.1.3)
and how we build performant networks out of multiple DAU layers (Section 5.1.4). Importantly, the
resulting linear decompositions of the network outputs are optimised to align with discriminative patterns
in the input, making them highly suitable for interpreting the network predictions.

We structure this section around the following three important properties (P1-P3) of the DAUs:
P1: Dynamic linearity. The DAU output o is computed as a dynamic (input-dependent) linear trans-
formation of the input x, such that o = w(x)Tx =

∑
j wj(x)xj . Hence, o can be decomposed into

contributions from individual input dimensions, which are given by wj(x)xj for dimension j.

P2: Alignment maximisation. Maximising the average output of a single DAU over a set of inputs xi

maximises the alignment between inputs xi and the weight vectors w(xi). As the modelling capacity of
w(x) is restricted, w(x) will encode the most frequent patterns in the set of inputs xi.

P3: Inheritance. When combining multiple DAU layers to form a Dynamic Alignment Network (DA
Net), the properties P1 and P2 are inherited: DA Nets are dynamic linear (P1) and maximising the last
layer’s output induces an output maximisation in the constituent DAUs (P2).

These properties increase the interpretability of a DA Net, such as a CoDA Net (Section 5.1.4) for the
following reasons. First, the output of a DA Net can be decomposed into contributions from the individual
input dimensions, similar to linear models (cf. Figure 5.1, P1 and P3). Second, we note that optimising a
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Figure 5.3: Linear weights and
contributions for different x (for
the single layer, see Equation (5.7),
for the CoDA Net Equation (5.11))
for the ground truth label l and the
strongest non-label output z. As can
be seen, the weights align well with
the inputs. The first three rows are
based on a single DAU layer, the last
three on a 5 layer CoDA Net. The
first two samples (rows) per model
are correctly classified and the last
one is misclassified.

neural network for classification applies a maximisation to the outputs of the last layer for every sample.
This maximisation aligns the dynamic weight vectors w(x) of the constituent DAUs of the DA Net with
their respective inputs (cf. Figure 5.3 as well as P2 and P3).

Importantly, the weight vectors will align with the discriminative patterns in their inputs when optimised
for classification as we show in Section 5.1.3. As a result, the model-inherent contribution maps of
CoDA Nets are optimised to align well with discriminative input patterns in the input image and the
interpretability of our models thus forms part of the global optimisation procedure.

5.1.1 Dynamic Alignment Units

We define the Dynamic Alignment Units (DAUs) by

DAU(x) = g(ABx+ b)Tx = w(x)T x . (5.1)

Here, x ∈ Rd is an input vector, A ∈ Rd×r and B ∈ Rr×d are trainable transformation matrices, b ∈ Rd

a trainable bias vector, and g(u) = α(∥u∥)u is a non-linear function that scales the norm of its input. In
contrast to using a single matrix M ∈ Rd×d, using AB allows us to control the maximum rank r of the
transformation and to reduce the number of parameters; we will hence refer to r as the rank of a DAU. As
can be seen by the right-hand side of Equation (5.1), the DAU linearly transforms the input x (P1). At
the same time, given the quadratic form (xTBTATx) and the rescaling function α(∥u∥), the output of
the DAU is a non-linear function of its input. In the context of DAUs, we are particularly interested in
functions that constrain the norm of the weight vectors w(x), such as, e.g., rescaling to unit norm (L2) or
the squashing function (SQ, see [SFH17]):

L2(u) =
u

∥u∥2
and SQ(u) = L2(u)× ∥u∥22

1 + ∥u∥22
(5.2)

In Section 5.1.2, we further present an approximation to these rescaling functions, which lowers the
computational cost of the DAUs whilst maintaining their bounding property ∥w(x)∥ ≤ 1. Given such a
bound on w(x), the output of the DAUs will be upper-bounded by the norm of the input:

DAU(x) = ∥w(x)∥ ∥x∥ cos(∠(x,w(x))) ≤ ∥x∥ (5.3)

As a corollary, for a given input xi, the DAUs can only achieve this upper bound if xi is an eigenvector (EV)
of the linear transform ABx+ b. Otherwise, the cosine in Equation (5.3) will not be maximal1. As can

1Note that w(x) is proportional to ABx + b. The cosine in Equation (5.3), in turn, is maximal if and only if w(xi) is
proportional to xi and thus, by transitivity, if xi is proportional to ABxi + b. This means that xi has to be an EV of ABx+ b
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Figure 5.4: Eigenvectors (EVs) of AB after maxim-
ising the output of a rank-3 DAU over a set of noisy
samples of 3 MNIST digits. Effectively, the DAUs
encode the most frequent components in their EVs,
similar to a principal component analysis (PCA).

be seen in Equation (5.3), maximising the average output of a DAU over a set of inputs {xi | i = 1, ..., n}
maximises the alignment between w(x) and x (P2). In particular, it optimises the parameters of the
DAU such that the most frequent input patterns are encoded as EVs in the linear transform ABx+ b,
similar to an r-dimensional PCA decomposition (r the rank of AB). As an illustration of this property, in
Figure 5.4 we show the 3 EVs2 of matrix AB (with rank r=3, bias b=0) after optimising a DAU over a
set of n noisy samples of 3 specific MNIST [LCB10] images; for this, we used n=3072 and zero-mean
Gaussian noise. As expected, the EVs of AB encode the original, noise-free images, since this on average
maximises the alignment (Equation (5.3)) between the weights w(xi) and the inputs xi over the dataset.

5.1.2 Efficient DAUs: Bounding the Bound

As discussed in the previous section, we introduce a norm constraint for the DAU weights w(x) to ensure
that large outputs can only be achieved for well-aligned weights. However, the explicit norm constraint on
w(x) requires its explicit calculation, which we have observed to significantly impact the evaluation time
of DAUs. Therefore, we evaluate an additional formulation of the DAUs in which we only constrain an
upper bound of the norm of w(x). For this, we take advantage of the following inequality:

∥w(x)∥ = ∥ABx∥ ≤ ∥A∥F ∥Bx∥ . (5.4)

Here, ∥·∥F denotes the Frobenius norm and ∥·∥ the L2 vector norm; this inequality reflects the fact that the
Frobenius norm is compatible with the L2 vector norm. Note that using this approximation for the norm
computation bounds the output bound of the DAUs and is at least as tight as the bound in Equation (5.3).
As a result, without the bias term b, the output of the corresponding DAUs can be calculated as

eDAU(x) = ∥Bx∥−1 (Bx)T
(
A′Tx

)
(5.5)

with A′ = ∥A∥−1
F A (5.6)

We will henceforth refer to this non-linear output computation as weight bounding (WB). Note that under
this formulation the d-dimensional weights w(x) are never explicitly calculated and the output is instead
obtained as a dot product in Rr between the vectors Bx and A′Tx. Further, for convolutional DAUs (see
Section 5.1.4), the matrix A′ has to be computed only once for all positions. As we show in Section 5.3.3,
this can result in significant gains in efficiency.

5.1.3 DAUs for Classification

In a classification task, one can apply k DAUs in parallel to obtain an output ŷ(x)= [DAU1(x), ...,DAUk(x)].
Note that this is a linear transform ŷ(x)=W(x)x, with each row in W∈Rk×d corresponding to the weight

to achieve maximal output.
2Given r=3, the EVs maximally span a 3-dimensional subspace.
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vector wT
j of a specific DAU j. Consider, for example, a dataset D = {(xi,yi) |xi ∈ Rd,yi ∈ Rk} of k

classes with ‘one-hot’ encoded labels yi for the inputs xi. To optimise the DAUs as classifiers on D, we can
apply a sigmoid non-linearity to each DAU output and optimise the loss function L =

∑
i BCE(σ(ŷi),yi),

where BCE denotes the binary cross-entropy and σ applies the sigmoid function to each entry in ŷi. Note
that for a given sample, BCE either maximises (DAU for correct class) or minimises (DAU for incorrect
classes) the output of each DAU. Hence, this classification loss will still maximise the (signed) cosine
between the weight vectors w(xi) and xi.

To illustrate this property, in Figure 5.3 (top) we show the weights w(xi) for several samples of the digit
‘3’ after optimising the DAUs for classification on a noisy MNIST dataset; the first two are correctly
classified, the last one is misclassified as a ‘5’. As can be seen, the weights align with the respective input
(the weights for different samples are different). However, different parts of the input are either positively
or negatively correlated with a class, which is reflected in the weights: for example, the extended stroke
on top of the ‘3’ in the misclassified sample is assigned negative weight and, since the background noise
is uncorrelated with the class labels, it is not represented in the weights.

In a classification setting, the DAUs thus preferentially encode the most frequent discriminative patterns in
the linear transform ABx+b such that the dynamic weights w(x) align well with these patterns. Further,
since the output for class j is a linear transformation of the input (P1), we can compute the contribution
vector sj containing the per-pixel contributions to this output by the element-wise product (⊙)

sj(xi) = wj(xi)⊙ xi , (5.7)

see Figure 5.1 and 5.3. Such linear decompositions constitute the model-inherent ‘explanations’ which we
evaluate in Section 5.3.

5.1.4 Convolutional Dynamic Alignment Networks

The modelling capacity of a single layer of DAUs is limited, similar to a single linear classifier. However,
DAUs can be used as the basic building block for deep convolutional neural networks, which yields
powerful classifiers. Importantly, in this section we show that such a Convolutional Dynamic Align-
ment Network (CoDA Net) inherits the properties (P3) of the DAUs by maintaining both the dynamic
linearity (P1) and the alignment maximisation (P2). For a convolutional dynamic alignment layer, each
convolutional filter is modelled by a DAU, similar to dynamic local filtering layers [JDBTG16]. Note
that the output of such a layer is also a dynamic linear transformation of the input to that layer, since a
convolution is equivalent to a linear layer with certain constraints on the weights, cf. [Sha18]. We include
the implementation details in Appendix B. Finally, at the end of this section, we highlight an important
difference between output maximisation and optimising for classification with the BCE loss. In this
context we discuss the effect of temperature scaling and the loss function we optimise in our experiments.

Dynamic Linearity (P1). In order to see that the linearity is maintained, we note that the successive
application of multiple layers of DAUs also results in a dynamic linear mapping. Let Wl denote the
linear transformation matrix produced by a layer of DAUs and let al−1 be the input vector to that layer; as
mentioned before, each row in the matrix Wl corresponds to the weight vector of a single DAU3. As such,
the output of this layer is given by

al = Wl(al−1)al−1 . (5.8)

3Note that this also holds for convolutional DAUs. Specifically, each row in the matrix Wl corresponds to a single DAU
applied to exactly one spatial location in the input and the input with spatial dimensions is vectorised to yield al−1. For details,
we kindly refer the reader to [Sha18] and the implementation details in Appendix B of this work.
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Figure 5.5: Contribution maps for a model trained
with different temperatures. By lowering the upper
bound (cf. Equation (5.3)), the alignment maximisa-
tion in the DAUs can be emphasised.

In a network of DAUs, the successive linear transformations can thus be collapsed. I.e., for any pair of
activation vectors al1 and al2 with l1 < l2, al2 can be expressed as a linear transformation of al1 :

al2 = Wl1→l2 (al1)al1 (5.9)

with Wl1→l2 (al1) =
∏l2

k=l1+1Wk (ak−1) . (5.10)

For example, the matrix W0→L(a0 = x) = W(x) models the linear transformation from the input to
the output space, see Figure 5.1. Since this linearity holds between any two layers, the j-th entry of any
activation vector al in the network can be decomposed into input contributions via:

slj(xi) = [W0→l(xi)]
T
j ⊙ xi , (5.11)

with [W]j the j-th row in the matrix. E.g., the contribution map for class c is given by sLc (xi) with L the
model depth.

NB: In practice, we can easily extract the effective linear weighting vector [W0→l(xi)]j via a single
backward pass through the model. For this to yield the weight vector [W0→l(xi)]j , it is sufficient to
ensure that the intermediate weight matrices Wl(al−1) are ‘detached’ from the computational graph such
that they are treated as static (not dependent on their inputs) in the gradient computation. Specifically, to
obtain [W0→l(xi)]j , we calculate the gradient of the j-th unit in the l-th layer with respect to the input xi.

Alignment Maximisation (P2). Note that the output of a CoDA Net is bounded independent of the
network parameters: since each DAU operation can—independent of its parameters—at most reproduce
the norm of its input (Equation (5.3)), the linear concatenation of these operations necessarily also has an
upper bound which does not depend on the parameters. Therefore, in order to achieve maximal outputs
on average (e.g., the class logit over the subset of images of that class), all DAUs in the network need to
produce weights w(al) that align well with the class features. In other words, the weights will align with
discriminative patterns in the input. For example, in Figure 5.3 (bottom), we visualise the ‘global matrices’
W0→L and the corresponding contributions (Equation (5.11)) for a L = 5 layer CoDA Net. As before,
the weights align with discriminative patterns in the input and do not encode the uninformative noise.

Temperature Scaling and Loss Function. So far we have assumed that minimising the BCE loss for
a given sample is equivalent to applying a maximisation or minimisation loss to the individual outputs
of a CoDA Net. While this is in principle correct, BCE introduces an additional, non-negligible effect:
saturation. Specifically, it is possible for a CoDA Net to achieve a low BCE loss without the need to
produce well-aligned weight vectors. As soon as the classification accuracy is high and the outputs of
the networks are large, the gradient—and therefore the alignment pressure—will vanish. This effect
can, however, easily be mitigated: as discussed in the previous paragraph, the output of a CoDA Net is
upper-bounded independent of the network parameters, since each DAU in the network is upper-bounded.
By scaling the network output with a temperature parameter T such that ŷ(x) = T−1W0→L(x)x, we
can explicitly decrease this upper bound and thereby increase the alignment pressure in the DAUs by
avoiding the early saturation due to BCE. In particular, the lower the upper bound is, the stronger the
induced DAU output maximisation should be, since the network needs to accumulate more signal to obtain



64 CHAPTER 5. CONVOLUTIONAL DYNAMIC ALIGNMENT NETWORKS

large class logits (and thus a negligible gradient). This is indeed what we observe both qualitatively, cf.
Figure 5.5, and quantitatively, cf. Figure 5.6 (right column). The overall loss for an input xi and the target
vector yi is thus computed as

L(xi,yi) = BCE(σ(T−1W0→L(xi)xi + b0) , yi) . (5.12)

Here, σ applies the sigmoid activation to each vector entry and b0 is a fixed bias term. As an alternative
to the temperature scaling, the explicit representation of the network’s computation as a linear mapping
allows to directly regularise what properties these mappings should fulfill. For example, we show in
Appendix B that by regularising the absolute values of the matrix W0→L, we can induce sparsity in the
weight alignments, leading to sharper heatmaps.

5.2 EXPERIMENTAL SETUP

5.2.1 Datasets

We evaluate and compare the accuracies of the CoDA Nets to other work on the CIFAR10 [Kri09] and
the TinyImageNet [Joh16] datasets. We use the same datasets for the quantitative evaluations of the
model-inherent contribution maps. Additionally, we qualitatively show high-resolution examples from a
CoDA Net trained on the first 100 classes of the ImageNet [DDS+09] dataset. Lastly, we evaluate hybrid
models (see Section 5.2.4) on CIFAR10 and the full ImageNet dataset, both in terms of interpretability
and classification accuracy.

5.2.2 Models

Our results (Section 5.3.1–5.3.3) are based on models of various sizes denoted by (S/L/XL)-CoDA on
CIFAR10 (S), ImageNet-100 (L), and TinyImageNet (XL); these models have 7-8M4 (S), 48M (L), and
62M (XL) parameters; see Appendix B for architecture details, an evaluation of the impact of model
size on accuracy, and convergence curves. For the hybrid networks (Sections 5.2.4 and 5.3.4), we use a
ResNet-56 (ResNet-50) as a base model on CIFAR10 (ImageNet) and train CoDA Nets on feature maps
extracted at different depths of those models; see Appendix B for details.

5.2.3 Input Encoding

In Section 5.1.1, we discussed that the norm-weighted cosine similarity between the dynamic weights and
the layer inputs is optimised and the output of a DAU is at most the norm of its input. When using pixels
as the input to the CoDA Nets, this favours pixels with large RGB values, since these have a larger norm
and can thus produce larger outputs in the maximisation task. We explore two approaches to mitigate this
bias: in the first, we add the negative image as three additional colour channels and thus encode each pixel
in the input as [r, g, b, 1− r, 1− g, 1− b], with r, g, b ∈ [0, 1].

Secondly, we show that it is also possible to train CoDA Nets on end-to-end optimised patch-embeddings
and obtain similar performance in terms of interpretability and classification accuracy. Instead of comput-
ing the per-pixel contributions to assess the importance of spatial locations (cf. Equation (5.11)), in this
setting we decompose the output with respect to the contributions from the learnt embeddings via

sLj (xi) = [W0→L(E(xi))]
T
j ⊙ E(xi) , (5.13)

4The SQ and L2 models have 7.8M, and the WB models 7.1M (without embedding) and 7.2M (with embedding) parameters.
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with E(·) denoting the applied embedding function and L the number of CoDA layers in the network.

5.2.4 Interpolating between Networks

Training CoDA Nets on learnt patch-embeddings (see Section 5.2.3) naturally raises the question of
how complex the embedding function should be and how large its receptive field. In particular, are
pixel-wise importance values more useful than importance values for embeddings of patches of size 3× 3?
How about 7 × 7 or 64 × 64? Of course, there is no single answer to this question and the ‘optimal’
complexity of the embedding model depends on the dataset, the task, and, ultimately, on the preferences
of the end-user of such a model: for example, if a more complex embedding allows for more performant
classifiers, one might wish to trade off model interpretability against model accuracy. In order to better
understand such trade-offs, we propose to ‘interpolate’ between a conventional CNN and the CoDA Nets
and investigate how this affects both model interpretability and model performance. Specifically, starting
from a pre-trained CNN, we successively replace an increasing number of the later layers of the base
model by CoDA layers. As such, the model output can be decomposed into contributions coming from
spatially arranged embeddings computed by the truncated CNN model, which can give insights into how
the embeddings are used to produce the classification results.

5.2.5 Additional Details

Visualisation Details. All model-inherent contribution maps (cf. Equation (5.7)) are visualised using a
blue-white-red colour map over the interval [−v,+v] with blue (red) denoting negative (positive) values;
the contribution per pixel is given by the sum over the contributions of the individual colour channels. In
particular, for all ImageNet examples, the same v is used5, such that all of the model-inherent explanations
in Figures 5.2, 5.7, 5.8, 5.10 and 5.11 use the same scale and can thus be compared across images.

Shared Matrix B. In our experiments, we observed that rescaling the weight vectors of the DAUs
explicitly according to Equation (5.2) resulted in long training times and high memory usage. To mitigate
this, we opted to share the matrix B between all DAUs in a given layer when using the L2 or SQ non-
linearity. This increases efficiency by having the DAUs share a common r-dimensional subspace and
still fixes the maximal rank of each DAU to the chosen value of r. In contrast, networks with the WB
non-linearity (see eDAUs in Equation (5.5)) are specifically designed to lower the computational costs
of the DAUs and are easier to train. Therefore, for CoDA Nets built with eDAUs, we do not share the
matrices B between the eDAUs. As the inputs are thus not restricted to a common low-dimensional
subspace, we expect this to increase the modelling capacity of the CoDA Nets.

5.3 EXPERIMENTS

In Section 5.3.1 we assess the classification performance of the CoDA Nets. Further, in Section 5.3.2 we
evaluate the model-inherent contribution maps derived from W0→L (cf. Equation (5.13)) of a CoDA Net
and compare them both quantitatively (cf. Figure 5.6) as well as qualitatively (cf. Figure 5.7) to other
attribution methods. Additionally, in Section 5.3.3, we discuss the impact of the different rescaling methods
(cf. Equations (5.2) and (5.5)) on model interpretability and evaluation speed. Lastly, in Section 5.3.4
we investigate the hybrid models discussed in Section 5.2.4 and analyse how the depth of the embedding

5v is chosen as the 99.99th percentile of the absolute values in the contribution maps of the 3 most confident predictions for
each class.
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CIFAR10 TinyImagenet

Model #params. Acc. (%) Model #params. Acc. (%)

SENNs [AJ18] ? 78.5 ResNet-34 [Sun16] 22M 52.0
DE-CapsNet [JH20] 11M 93.0 VGG-16 [Coa17] 138M 52.2
VGG-19 [LLLZ20] 20M 93.4 + augmentation 56.4
ResNet-110 [HZRS16] 2M 93.6 IRRCNN [AHY+20] 15M 52.2
DenseNet [HLVDMW17] 15M 94.8 ResNet-110 [TJM20] 2M 55.6
WRN-40-4 [ZK16] 9M 95.0

S-CoDA-SQ 8M 93.2 XL-CoDA-SQ 62M 54.4
S-CoDA-L2 8M 93.0 + augmentation 58.4
S-eCoDA-WB 7M 94.0

+ E(x) 94.1

Table 5.1: Accuracy on CIFAR10 and TinyImageNet. Results taken from specified references. The prefix of the
CoDAs indicates model size, the suffix the non-linearity used (cf. Equations (5.2) and (5.5)). E(x) denotes that a
learnt embedding was used (see Section 5.2.3). Note that the model size of the SENNs is not reported in [AJ18].

function E(x) affects the model interpretability at different depths of the resulting hybrid architectures.

5.3.1 Model Performance

Classification Performance. In Table 5.1 we compare the performances of our CoDA Nets to several
other published results. Note that the referenced numbers are meant to be used as a gauge for assessing
the CoDA Net performance and do not exhaustively represent the state of the art. In particular, we would
like to highlight that the CoDA Net performance matches that of VGG [SZ15] and ResNet [HZRS16]
models on both datasets. Additionally, we list the reported results of the SENNs [AJ18] and the DE-
CapsNet [JH20] architectures for CIFAR10. Similar to our CoDA Nets, the SENNs were designed to
improve interpretability by modelling the network output as a dynamic linear transformation of the input;
however, while [AJ18] obtained promising results on small datasets, they are not able to compete with
conventional DNN models. On the other hand, the CoDA Nets share similarities to capsule networks,
which we discuss in Appendix B; to the best of our knowledge, the DE-CapsNet achieved the state of the
art in the field of capsule networks on CIFAR10 when the experiments for this chapter were evaluated.
As can be seen in Table 1, the CoDA Nets match the performance of these models, whilst additionally
providing detailed explanations for their decisions, as we will see in the next section. Overall, we observed
that the CoDA Nets deliver competitive performances that are fairly robust to the non-linearity (see
Equations (5.2) and (5.5)) and the temperature (T ); for an ablation study on the latter, see Appendix B.
Finally, while all models achieve good classification results, we note that the WB-based CoDA Nets
perform slightly better than CoDA Nets with SQ or L2 non-linearity despite having a comparable amount
of parameters. As discussed in Section 5.2.5, we attribute this to the fact that for those models we do not
share the matrix B within layers, which increases their modelling capacity.

5.3.2 Interpretability of CoDA Nets

In the following, we evaluate the model-inherent contribution maps and compare them to other commonly
used attribution methods. The evaluations are based on the XL-CoDA-SQ (T=6400) for TinyImageNet
and the S-eCoDA-WB (T=1e6) for CIFAR10, see Table 5.1 for the respective accuracies. The results are
very similar for all three non-linearities (cf. Section 5.3.3; more results in supplement) and we just show
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Figure 5.6: Localisation and perturbation results. Top row: Results for the localisation metric, see Equation (5.14).
Bottom row: Pixel removal metric. In particular, we plot the mean target class probability after removing the x%
of the least important pixels. We show the results of a CoDA-Net-SQ trained on TinyImageNet (left column), as
well as of a CoDA-Net-WB trained on CIFAR10 (centre column). We observed the results for different rescaling
methods (SQ/L2/WB) to be very similar and therefore just show one per dataset; more results can be found in
Appendix B. Additionally, we show the effect of the temperature parameter on the interpretability of a CoDA Net
with SQ rescaling (right column): as expected, a higher temperature leads to higher interpretability (Section 5.1.4).

one per dataset as an example. Further, we evaluate the effect of training the S-CoDA-SQ architecture with
different temperatures T ; as discussed in Section 5.1.4, we expect the interpretability to increase along
with T , as for larger T a stronger alignment is required in order for the models to obtain large class logits.
Lastly, in Section 5.3.3 we compare how the different non-linearities (L2, SQ, WB) affect interpretability.
Before turning to the results, however, in the following we first present the attribution methods used for
comparison and discuss the evaluation metrics employed for quantifying their interpretability.

Attribution Methods. We compare the model-inherent contribution maps (cf. Equation (5.11)) to other
common approaches for importance attribution. In particular, we evaluate against several perturbation
based methods such as RISE [PDS18], LIME [RSG16], and several occlusion attributions [ZF14] (Occ-
K, with K the size of the occlusion patch). Additionally, we evaluate against common gradient-based
methods. These include the gradient of the class logits with respect to the input image [BSH+10] (Grad),
‘Input×Gradient’ (IxG, cf. [AGM+18]), GradCAM [SCD+17] (GCam), Integrated Gradients [STY17]
(IntG), and DeepLIFT [SGK17]. As a baseline, we also evaluated these methods on a pre-trained
ResNet-56 [HZRS16] on CIFAR10, for which we show the results in Appendix B.

Evaluation Metrics. Our quantitative evaluation of the attribution maps is based on the following
two methods: we (1) evaluate a localisation metric by adapting the pointing game [ZBL+18] to the
CIFAR10 and TinyImageNet datasets, and (2) analyse the model behaviour under the pixel removal
strategy employed in [SF19]. For (1), we evaluate the attribution methods on a grid of n× n with n=3
images sampled from the corresponding datasets; in every grid of images, each class may occur at most
once. For a visualisation with n=2, see Figure 5.10. For each occurring class, we can measure how much
positive importance an attribution method assigns to the respective class image. Let Ic be the image for
class c, then the score sc for this class is calculated as

sc =
1
Z

∑
pc∈Ic pc with Z =

∑
k

∑
pc∈Ik pc , (5.14)

with pc the positive attribution for class c assigned to the spatial location p. This metric has the same clear
oracle score sc=1 for all attribution methods (all positive attributions located in the correct grid image)



68 CHAPTER 5. CONVOLUTIONAL DYNAMIC ALIGNMENT NETWORKS

and a clear score for completely random attributions sc=1/n2 (the positive attributions are uniformly
distributed over the different grid images). Further, note that this metric evaluates the explanations for
different classes on the same image—as such, it directly measures the class-specificity of the explanation
method under evaluation. Lastly, since this metric depends on the classification accuracy of the models,
we sample the first 500 (CIFAR10) or 250 (TinyImageNet) images according to their class score for the
ground-truth class6; as all attributions are evaluated for the same model on the same set of images, this
does not favour any attribution method.
For (2), we show how the model’s class score behaves under the removal of an increasing amount of least
important pixels, where the importance is obtained via the respective attribution method. Since the first
pixels to be removed are typically assigned negative or relatively little importance, we expect the model
to initially increase its confidence (removing pixels with negative impact) or maintain a similar level of
confidence (removing pixels with low impact) if the evaluated attribution method produces an accurate
ranking of the pixel importance values. Conversely, if we were to remove the most important pixels first,
we would expect the model confidence to quickly decrease. However, as noted by [SF19], removing the
most important pixels first introduces artifacts in the most important regions of the image and is therefore
potentially more unstable than removing the least important pixels first. Nevertheless, the model-inherent
contribution maps perform well in this setting, too, as we show in Appendix B. Lastly, in Appendix B we
qualitatively show that they pass the sanity check of [AGM+18].

Quantitative Results. In Figure 5.6, we compare the contribution maps of the CoDA Nets to other
attribution methods under the evaluation metrics discussed above. It can be seen that the CoDA Nets (1)
perform well under the localisation metric given by Equation (5.14) and outperform all other attribution
methods evaluated on the same model, both for TinyImageNet (top row, left) and CIFAR10 (top row,
centre); note that we excluded RISE and LIME on CIFAR10, as the default parameters do not transfer well
to this low-resolution dataset. Moreover, (2) the CoDA Nets perform well in the pixel-removal setting: the
least salient locations according to the model-inherent contributions indeed seem to be among the least
relevant for the given class score on both datasets, see Figure 5.6 (bottom row, left and centre); note that
the Occ-K explanations directly estimate the impact of occluding pixels and are thus expected to perform
well under this metric. Further, in Figure 5.6 (right column), we show the effect of temperature scaling
on the interpretability of CoDA-SQ Nets trained on CIFAR10. The results indicate that the alignment
maximisation is indeed crucial for interpretability and constitutes an important difference of the CoDA
Nets to other dynamic linear networks such as piece-wise linear networks (for the interpretability results
of piece-wise linear models, see Appendix B). In particular, by structurally requiring a strong alignment
for confident classifications, the interpretability of the CoDA Nets forms part of the optimisation objective.
Increasing the temperature increases the alignment and thus the interpretability of the CoDA Nets. While
we observe a downward trend in classification accuracy when increasing T , the best model at T=10 only
slightly outperforms a model with T=1000 (93.6% vs. 93.2%); for more details, see Appendix B.

In summary, the results show that by combining dynamic linearity with a structural bias towards an
alignment with discriminative patterns, we obtain models which inherently provide an interpretable linear
decomposition of their predictions. Further, given that we better understand the relationship between the
intermediate computations and the optimisation of the final output in the CoDA Nets, we can emphasise
model interpretability in a principled way by increasing the ‘alignment pressure’ via temperature scaling.

Qualitative Results. In Figures 5.7 and 5.8, we visualise spatial contribution maps of an L-CoDA-SQ
model (trained on ImageNet-100); specifically, in Figure 5.7 we show explanations for the most confident
predictions for 18 different classes and additionally show explanations for multiple instances of some of

6We can only expect an attribution to specifically highlight a class image if this image is correctly classified on its own. If all
grid images have similarly low attributions, the localisation score will be random.
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Input peacock Input lorikeet Input drake Input cockatoo Input robin Input toucan

Input goldfinch Input African grey Input merganser Input goldfish Input quail Input hummingbird

Input scorpion Input chickadee Input goose Input king snake Input sea snake Input banded gecko

Figure 5.7: Model-inherent contribution maps for the most confident predictions for 18 different classes,
sorted by confidence (high to low). We show positive (negative) contributions (Equation (5.11)) per pixel for the
ground truth class logit in red (blue). Note that all contribution maps use the same scale (see Section 5.2.5) and
differences in opacity thus directly reflect absolute feature importance.

the classes in Figure 5.8 to highlight the explanation consistency. Note that these contribution maps are
linear decompositions of the output and the sum over these maps yields the respective class logit. Further,
in Figure 5.10, we present qualitative examples of the localisation metric (cf. Figure 5.6), which show
that the CoDA Net explanations are highly class-specific. In Figure 5.11, we additionally present a visual
comparison to the best-performing post-hoc attribution methods; note that RISE cannot be displayed well
under the same colour coding and we thus use its default visualisation. We observe that the different
methods are not inconsistent with each other and roughly highlight similar regions. However, the inherent
contribution maps are of much higher detail and compared to the perturbation-based methods do not
require multiple model evaluations. Much more importantly, however, all the other methods are attempts
at approximating the model behaviour post-hoc, while the CoDA Net contribution maps in Figure 5.7
are derived from the model-inherent linear mapping that is used to compute the model output. Finally,
note that the alignment maximisation is crucial to achieve these highly detailed explanations and dynamic
linearity on its own is not sufficient to obtain interpretable models. In particular, in Figure 5.2 we compare
the model-inherent linear contribution maps of CoDA Nets to the model-inherent linear contribution
maps of various piece-wise linear models7. In contrast to the CoDA Net contribution maps, those of the
piece-wise linear models are very noisy and thus difficult to interpret.

5.3.3 Interpretability and Efficiency of L2, SQ, and WB

In the following, we discuss the effect of the normalisation (L2, SQ, WB) on interpretability and efficiency.

Model Interpretability. In Figure 5.9, we show the results of the interpretability metrics for models with
different rescaling functions (L2/SQ/WB, see Equations (5.2) and (5.5)) as well as for a model trained
with a learnt patch-embedding E(x). As an embedding function, we simply apply a 3x3 convolution
with 32 filters, followed by a batch normalisation layer [IS15]. For comparison to post-hoc methods
evaluated on a CoDA Net, we kindly refer the reader to the centre column of Figure 5.6. As can be seen,
it is possible to obtain highly interpretable models under all four settings: (1) the linear contributions
allow to localise the class-images well (localisation metric, left) and (2) the models are insensitive to input

7Note that piece-wise linear models, as the name suggests, effectively compute a linear transformation for any given input xi

and can thus be ‘explained’ in the same way as the CoDA Nets, Equation (5.11).
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Figure 5.8: The explanations
for the 4 most confident pre-
dictions of 8 classes consistently
highlight similar features across
images, despite changes in view-
point; since all explanations use
the same scale (see Section 5.2.5),
the opacity allows to assess fea-
ture importance across images.
These features can be highly loc-
alised (eyes of the owl) or dis-
tributed (feathers of the ostriches).
Additional examples can be found
in Appendix B.

features8 that are not contributing to the output as per the linear transformation matrix W0→L. Note that
for the model with a learnt patch-embedding, denoted by E–WB, we show two results for the perturbation
metric. First, we ‘zero out’ the embeddings at each location ordered by their assigned importance (blue
crosses). As the embeddings are the input features to the CoDA Net, the model confidence shows the
expected behaviour of being insensitive to unimportant inputs. In contrast, the assigned importance values
do not translate to the centre pixels of the embeddings: when zeroing out the center pixels according to
the contributions of the patch-embeddings, the model confidence drops more quickly (see red crosses).
This distinction is important to keep in mind when evaluating CoDA Nets on input embeddings, since it
is easy to wrongly interpret such contribution maps. If the input to the CoDA Net is an embedding of
an image patch, it depends on the embedding function how the contributions are to be distributed to the
image pixels. Lastly, note that different from the centre column in Figure 5.6, the metrics are evaluated
for four different models and are thus not comparisons between different explanation methods, but rather
between different models under the same explanation. As such, the differences in the localisation metric
do not necessarily show that the linear decompositions are generally better suited to explain WB-based
models as compared to SQ- or L2-based models; they might instead reflect the fact that the models learnt
more robust and class-specific representations, which yield both better results in the localisation task as
well as higher classification accuracy.

Model Efficiency. While all three non-linearities can yield interpretable CoDA Nets, the computational

8For the SQ, L2, and WB model the features are pixels under the static encoding function described in 5.2.3. For the E-WB
model, the input features to the CoDA Net are learnt patch embeddings.
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Figure 5.9: Localisation (left) and perturbation (right) metric results on CIFAR10 for CoDA Networks with
different non-linearities (cf. Equations (5.2) and (5.5)) as well as trained with a learnt patch-embedding E(x)
(denoted E–WB). For the model with embedding E(x), we evaluate the pixel perturbation metric (bottom) directly
on the pixels (red crosses) as well as on the learnt patch-embeddings (blue crosses). We further added the models’
accuracies (see Table 5.1) in the plot to the left for comparison (circle/squares/cross).

Input image
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c1: hummingbird
Positive contributions to the ci-th logit according to [W0→L(x)]Tci � x

c2: axolotl c3: water ouzel c4: jay
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c1: tench c2: brambling c3: Gila monster c4: jay

c1 c2

c3 c4

c1: jay c2: chickadee c3: ostrich c4: goldfish

Figure 5.10: Localisation metric.
Col. 1: The network is evaluated
on a synthetic image consisting of
n images of different classes ci.
Cols. 2-5: Model-inherent explan-
ations (Equation (5.11)) for the re-
spective model outputs (class lo-
gits ci) as given by the CoDA Net.
By evaluating on images with mul-
tiple classes, the localisation met-
ric measures the class-specificity
of the explanations.

Input image Ours LIME GCam Occ13 RISE

Input image Ours LIME GCam Occ13 RISE

Input image Ours LIME GCam Occ13 RISE

Figure 5.11: Comparison to best
post-hoc methods. While the re-
gions of importance roughly co-
incide, the inherent contribution
maps of the CoDA Nets offer
the most detail. To improve the
RISE visualisation, we chose its
default colormap [PDS18]; the
most (least) important values are
still shown in red (blue).
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Figure 5.12: Forward pass speed-up of the models with WB and SQ rescaling compared to L2 (left) as well as the
GPU memory consumption (right) of the respective models in Table 5.1 for different batch sizes for both measures.
While the models perform similarly for small batch sizes, the WB-based model scales better to large inputs.

cost of the different approaches for bounding the DAU outputs differs. For example, by avoiding the
explicit calculation of the d-dimensional weight vector in Equation (5.5), the eDAUs are able to save both
memory as well as floating point operations—the computed vectors are of size r ≪ d and the dot-product
in the low-dimensional space requires O(r) operations instead of O(d). Being the fundamental building
block of the CoDA Nets, such gains in efficiency can have considerable impact, since the corresponding
computations are performed in every layer for every unit and at each spatial position of the input to the
respective layer. Accordingly, in practice we observed that the weight bounding approach in the eDAUs
(Equation (5.5)) can yield significant speed-ups and memory savings, especially for high-dimensional
inputs. For example, in Figure 5.12 we plot the memory consumption and forward-pass speeds for the
three different models without learnt embedding function (see Table 5.1) for varying batch sizes on the
CIFAR10 dataset: while SQ and L2 perform similarly, the WB-based model scales better to larger inputs.

Additionally, we measured memory consumption and training time for two models with the same
architecture on ImageNet (L-CoDA, see beginning of Section 5.3) for the SQ and the WB rescaling
methods. For this, we updated the models ≈ 8000 times with a batch size of 16 and recorded the overall
time as well as the GPU memory consumption. In these experiments, the WB-based model required more
than 3× less memory (9.7GB vs. 30.0GB) and completed the updates more than 1.5× faster (8.7 minutes
vs. 14.1 minutes). All experiments regarding evaluation speed were performed on an nvidia Quadro RTX
8000 GPU with 48GB of memory.

5.3.4 Hybrid CoDA Networks

In this section, we assess the interpretability of hybrid CoDA Nets, which combine conventional CNN
layers and CoDA layers in one network model. For our experiments, we use varying numbers of pre-trained
CNN layers as feature extractors on top of which a CoDA Net is trained as a classifier. Such a hybrid
structure can prove useful in cases where CoDA Nets do not (yet) yield the same accuracy as conventional
architectures; for details on the network architectures we kindly refer the reader to Appendix B.

In particular, we use the first K layers of a pre-trained ResNet model [HZRS16] as feature extractors.
Since ResNets are piece-wise linear models, the hybrids are still dynamic linear and we can assign
importance values to input features according to their effective linear contribution; importantly, the input
features can be extracted at any depth of the network as the output of a CoDA layer or a ResNet block, or
as the actual input pixels. To assess whether such hybrids are more interpretable than the base model,
we compute spatial contribution maps9 with respect to different activation maps within the network and

9The contribution maps according to the dynamic linear mapping can be obtained via ’Input×Gradient’, where for the
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Figure 5.13: Localisation metric (mean and standard deviation) for different ‘explanation depths’ evaluated on
four hybrid models trained on CIFAR10 (left) and ImageNet (right). Additionally, we show the localisation results
of the pretrained ResNets (denoted by R5-C0) that were used as base models. For each evaluation, we extract the
effectively applied linear transformations up to a certain depth and compute the corresponding linear contributions
to the output logits coming from individual positions in the activation maps. We then use the resulting maps as an
explanation of the output logit and assess how well these maps allow for localising the corresponding class images
in the localisation task. As can be seen, the more layers of the original ResNet architectures are replaced by CoDA
layers, the larger is the ‘interpretable depth’.

evaluate them under the localisation metric (see Section 5.3.2, ‘Evaluation metrics’).

CIFAR10. For the following experiments, we use a pre-trained ResNet-56 obtained from [Ide18]. This
model consists of a convolutional layer + batch normalisation [IS15] (C+B), followed by three times
nine residual blocks (RBs) as well as a fully connected and a pooling (FC+P) layer; for more details
we kindly refer the reader to the original work [HZRS16] and the implementation [Ide18] on which we
base these experiments. We can summarise this model by [C+B, 9RB, 9RB, 9RB, FC+P]; we will further
denote individual segments Si of the model by their index in this summary counting from the back, e.g.,
S5= [C+B] and S1= [FC+P]. In order to evaluate the interpretability of this model at different depths
t, we split it at different points into two virtual parts: an embedding function Et(x) and a classification
head (CHt). For a given split, we then regard the output of Et(x) as the input to the classification head
and linearly decompose the latter according to the respective linear transformation performed by the
model; e.g., with an explanation depth of 2 we refer to the split in which S2 is the first element in CH2

and we evaluate linear contribution maps obtained for the classification head CH2= [9RB, FC+P] on the
preprocessed input E2(x)= [C+B, 9RB, 9RB](x). By performing this evaluation for various splits, we
can assess the ‘interpretable depth’ of a model. In particular, we evaluate how well the contribution maps
at different depths allow for localising the correct class images in the localisation task.

In order to investigate the effect of CoDA layers on the interpretable depth, we train and evaluate four
different hybrid models. For this, we replace an increasing number of segments Si by CoDA layers,
starting from S1; in Figure 5.13 (left), we denote the base model by R5-C0 (5 ResNet segments, 0
CoDA segments) and the hybrids according to the number of replaced segments, e.g., for R3-C2 we
replaced the last two segments by CoDA layers10. For each of these models, we can decompose the
model outputs in terms of contributions from spatial positions for the embedding functions Et defined by
different splits t. Note that the base model (ResNet-56) is piece-wise linear and we can thus still compute
linear contributions at any depth of this hybrid network. In Figure 5.13 (left) we show the results of
the localisation metric for all networks at various depths; the classification accuracies can be found in
Table 5.2. As can be seen, the linear contributions are good explanations of the class logits as long as

gradient calculation we treat the dynamic matrices in the CoDA layers as fixed.
10In detail, each segment of 9RB is replaced by a set of 3 CoDA layers. The final network segment [FC+P] is replaced by a

single CoDA layer followed by a global pooling operation.
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CIFAR10
R5-C0 R4-C1 R3-C2 R2-C3 R1-C4

93.4% 93.6% 93.4% 93.6% 93.8%

ImageNet
R5-C0 R3-C2 R2-C3 R1-C4 R0-C5

76.1% 74.7% 73.3% 71.7% 71.4%

Table 5.2: Classification accuracies for hybrid networks. RX-CY denotes how many segments were replaced
by CoDA layers; on ImageNet, maximally up to five ResNet blocks from the end of the network were replaced
and all networks thus still rely on a ResNet-based stem. On CIFAR10 the accuracy can be maintained whilst
improving interpretability (see Figure 5.13). On ImageNet, on the other hand, we observe a trade-off in accuracy
when increasing the ‘interpretable depth’ of the models.

the classification head entirely consists of CoDA layers and drops as soon as we include a segment with
ResNet blocks in the classification head CH. Again, this highlights that dynamic linearity alone is not
enough to obtain useful linear decompositions of the model outputs, but that the alignment property is
crucial for the interpretability of the CoDA layers.

ImageNet. In the following, we show that the gains from interpolating between networks also extend to a
more complex dataset. Similar to the interpolation experiments on CIFAR10 above, the results are based
on an interpolation between a pretrained ResNet model (ResNet-50) and a CoDA-based classification
head. However, given the high-dimensional representations produced by the later ResNet layers (up to
2048 channels), the parameters of the classification head increase drastically if the high dimensionality
is maintained throughout the CoDA layers. Therefore, in the ImageNet experiments, we first compute
a low-dimensional projection x̃=Px of the inputs to the convolutional kernels to which we apply the
eDAUs (see Equation (5.5)); similarly to the dynamic weights of DAUs with L2 normalisation, we
normalise the rows of the matrix P to unit norm to maintain a parameter-independent bound of the
network. For the interpolation experiments, we successively replace the last 5 residual blocks of the
ResNet-50 base model (the ‘segments’ here correspond to FC+P or individual residual blocks) by a single
CoDA layer each and assess the interpretability via the localisation metric as well as model accuracy,
see Figure 5.13 (right) and Table 5.2 respectively. Similar to the CIFAR10 experiments, we observe an
increase in ‘interpretable depth’ (Figure 5.13, right). However, while on CIFAR10 the accuracy of the
base model could be maintained, on ImageNet we observe a trade-off in accuracy. While better results can
certainly be achieved by further optimising the network architectures or fine-tuning the learnt embeddings,
our results show that it is possible to increase the interpretability of performant classification models by
using a classification head comprised of CoDA layers.

5.4 CONCLUSION

We presented a new family of neural networks, the CoDA Nets, and showed that they are performant
classifiers with a high degree of interpretability. For this, we first introduced the Dynamic Alignment Units
(DAUs), which model their output as a dynamic linear transformation of their input and have a structural
bias towards alignment maximisation. This bias is induced by ensuring that a DAU can only produce
large outputs if its weights align with the input, since the dynamically applied weights are explicitly
normalised. To lower the computational costs of the DAUs, we further introduce the eDAUs, for which
we normalise the weights by an upper bound of their norms which is cheaper to compute. Using the
DAUs to model filters in a convolutional network, we obtain the Convolutional Dynamic Alignment
Networks (CoDA Nets). The successive linear mappings by means of the DAUs within the network make
it possible to linearly decompose the output into contributions from individual input dimensions—in
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contrast to piece-wise linear networks, which are also dynamic linear, the alignment property of the DAUs
ensures that the linear decomposition aligns with discriminant patterns in the input. In order to assess the
quality of these contribution maps, see Equation (5.11), we compare against other attribution methods. We
find that the CoDA Net contribution maps consistently perform well under commonly used quantitative
metrics and are robust to the applied normalisation scheme. Beyond their interpretability, the CoDA
Nets constitute performant classifiers: their accuracy on CIFAR10 and the TinyImageNet dataset are on
par to the commonly employed VGG and ResNet models. Lastly, we showed that CoDA layers can be
combined with conventional DNNs, which yields hybrid models with an increased ‘interpretable depth’
compared to the base model. As such, these hybrid models take advantage of the high modelling capacity
and efficiency of modern DNNs whilst allowing for a user-defined ‘minimal interpretability’. While this
approach enabled us to scale the CoDA Nets to the full ImageNet dataset and improve the interpretable
depth of the original models, this came at a cost in classification accuracy. In the next section, we present
an alternative approach for designing interpretable DNNs that achieve competitive performance, even
without the need of combining them with conventional DNNs in a hybrid manner: the B-cos Networks.
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SIMILAR to Chapter 5, this chapter is concerned with designing Deep Neural Networks (DNNs)
that inherently provide explanations that constitute a faithful model summary and have a clear
interpretation for humans. For this, we take advantage of the same ingredients that we successfully

applied in the CoDA Networks in the previous chapter: dynamic linearity and alignment pressure.

Additionally, in this chapter we place a particular focus on scalability and extend the benefits observed for
the CoDA Networks to state-of-the-art DNN architectures. Crucially, we show that the resulting models
not only provide high-quality explanations for their decisions, see Figure 6.1, but even maintain most of
their classification performance on the challenging ImageNet [DDS+09] classification dataset.

To achieve this, we manipulate one of the most fundamental operations in modern DNNs and design the
proposed B-cos transformation as a drop-in replacement for linear transformations. As a result, the B-cos
transformation can easily be integrated into a wide range of existing DNN architectures. Importantly, the
B-cos transformation is a dynamic linear operation and inherently biased towards weight-input alignment.
Similar to the CoDA Networks, the resulting models are thus also dynamic linear and can be summarised
faithfully by a single linear transformation for any given input. Moreover, as the model weights align with
task-relevant patterns in the input during optimisation, these summarising linear transformations become
easily interpretable for humans: they are a direct reflection of the weights the model has learnt during
training and specifically reflect those weights that best align with a given input.

In summary, in this chapter we make the following contributions:

(1) We introduce the B-cos transformation to improve the interpretability of DNNs. By promoting
weight-input alignment, these transformations are explicitly designed to yield explanations that highlight
task-relevant input patterns.

(2) Specifically, the B-cos transformation is designed such that any sequence of B-cos transformations
can be faithfully summarised by a single linear transformation. We show that this allows to explain not
only the models’ outputs, but also representations in intermediate network layers.

77
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Figure 6.1: Explanation examples of a B-cos DenseNet-121. Top: Input images xi to the model. Bottom: B-cos
explanation for class c (c: image label). Specifically, we visualise the c-th row of W1→L(xi) as applied by the
model, see Equation (6.14); no masking of the original image is used. For the last 2 images, we also show the
explanation for the 2nd most likely class. For details on visualising W1→L(xi), see Section 6.2.

(3) We demonstrate that a plain B-cos convolutional neural network without any additional non-linearities,
normalisation layers or regularisation schemes achieves competitive performance on CIFAR10 [Kri09],
demonstrating the modelling capacity of DNNs that are solely based on the B-cos transformation. In this
context, we show that the parameter B gives fine-grained control over the increase in weight alignment
and thus the interpretability of the B-cos Networks.

(4) We analyse how to integrate normalisation layers into B-cos models to take advantage of the optim-
isation benefits of those layers without sacrificing interpretability.

(5) We analyse how to combine the proposed B-cos framework with attention-based models (e.g. Vision
Transformers (ViTs) [DBK+21]), which highlights the generality of our approach and shows that it
extends beyond convolutional networks.

(6) Finally, we show in a wide range of experiments that B-cos DNNs achieve similar accuracy as
their conventional counterparts. Specifically, we evaluate the B-cos versions of various commonly used
DNNs such as VGGs [SZ15], ResNets [HZRS16], DenseNets [HLVDMW17], ResNeXt [XGD+17] and
ConvNeXt models [LMW+22], as well as ViTs [DBK+21]. Our strongest models achieve >80% top-1
accuracy on ImageNet, all while providing highly detailed explanations for their decisions. Specifically,
the B-cos explanations outperform other explanation methods across all tested architectures, both under
quantitative metrics as well as under qualitative inspection.

This chapter is based on [BFS22b, BSFS24] and the corresponding code is publicly available at:
github.com/B-cos/B-cos-v2.

https://github.com/B-cos/B-cos-v2
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6.1 B-COS NEURAL NETWORKS

In this section, we introduce the B-cos transformation as a replacement for the linear units in DNNs,
which are (almost) “at the heart of every deep network” [RZL18], and discuss how this can increase the
interpretability of DNNs.

For this, we first introduce the B-cos transformation as a variation of the linear transformation (6.1.1)
and highlight its most important properties. Then, we show how to construct B-cos Networks (6.1.2)
and how to faithfully summarise the network computations to obtain explanations for their outputs
(6.1.2.1). Subsequently, we discuss how the B-cos transformation—combined with the binary cross
entropy (BCE) loss—affects the parameter optima of the models (6.1.2.2). Specifically, by inducing
alignment pressure, the B-cos transformation aligns the model weights with task-relevant patterns in the
input. Finally, in Section 6.1.3 we integrate the B-cos transformation into conventional DNNs by using it
as a drop-in replacement for the ubiquitously used linear units and discuss how to combine B-cos layers
with normalisation and attention layers without sacrificing the interpretability of B-cos Networks.

6.1.1 The B-cos Transformation

Typically, the individual ‘neurons’ in a DNN compute the dot product between their weights w and an
input x:

f(x;w) = wT x = ∥w∥ ∥x∥ c(x,w) , (6.1)

with c(x,w) = cos (∠(x,w)) . (6.2)

Here, ∠(x,w) returns the angle between the vectors x and w. As we seek to improve the interpretability
of DNNs by promoting weight-input alignment during optimisation, we propose to explicitly emphasise
the alignment term in the linear transformation, i.e. the impact of the cosine function. This yields the
B-cos transformation:

B-cos(x;w)= ∥ŵ∥︸︷︷︸
=1

∥x∥ |c(x, ŵ)|B× sgn (c(x, ŵ)) . (6.3)

In Equation (6.3), the hat-operator scales ŵ to unit norm, B is a scalar, and sgn the sign function. The
B-cos transformation thus rescales the output of a linear transformation and equals:

B-cos(x;w)=ŵT x×|cos(x, ŵ)|B-1 ; (6.4)

for a derivation of the equivalence, see Section C.4.2 in the appendix.

Note that this only introduces minor changes (highlighted in blue) with respect to Equation (6.1); e.g., for
B=1, Equation (6.4) is equivalent to a linear transformation with ŵ. However, albeit small, these changes
are important for three reasons.

First, similar to the DAUs in the preceding chapter, the output of the B-cos transformation is bounded:

∥ŵ∥ = 1 ⇒ B-cos(x;w) ≤ ∥x∥ . (6.5)

Importantly, equality in Equation (6.5) implies that x and w are collinear, i.e., aligned (cf. Equation (6.3)).

Secondly, an increased exponent B suppresses the outputs for weight-input pairs with low cosine similarity,

B ≫ 1 ∧ |c(x, ŵ)| < 1 ⇒ B-cos(x;w) ≪ ∥x∥ , (6.6)
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Figure 6.2: B-cos classification example.
Col. 2: BCE loss for different angles of w for
B-cos classifiers (Equation (6.3)) with differ-
ent B (rows) for two classification problems.
Cols. 1+3: Visualisation of the classifica-
tion problems and the corresponding optimal
weights (arrows) per B. For B=1 (first row)
the weights w represent the decision bound-
ary of a linear classifier. Although the red
cluster is the same in both cases, the optimal
weight vectors differ significantly (compare
within row). In contrast, for higher B the
weights converge to the same optimum in
both tasks (see last row). The opacity of the
red shading shows the strength of the positive
activation of the B-cos transformation for a
sample at a given position.

and the respective B-cos unit only yields outputs close to its maximum (i.e. ∥x∥) for a small range of
angular deviations from x. Together, these two properties can significantly change the optimal parameters.
To illustrate this, we show in Figure 6.2 how increasing B affects a simple linear classification problem.
In particular, note how increasing B narrows the ‘response window’ (red area) of the B-cos transformation
and suppresses the influence of the distractors (grey circles). In contrast to a linear classifier, which has
a highly task-dependent optimum (cf. first row in Figure 6.2), the B-cos transformation thus classifies
based on cosine similarity between weights and inputs. As such, the optimal weights constitute ‘angular
prototypes’ and lend themselves well for explaining the model prediction: a sample is confidently classified
as the red class if it ‘looks like’ the weight vector.

Lastly, the B-cos transformation maintains an important property of the linear transformation: specifically,
sequences of B-cos transformations are faithfully summarised by a single linear transformation (Equa-
tion (6.14)). As a result, the explanations for individual neurons in a DNN can easily be combined to yield
explanations for the full model, as we discuss in Section 6.1.2.1. Importantly, these explanations will
align with discriminative patterns when optimising a B-cos Network for classification (Section 6.1.2.2),
making them easily interpretable for humans.

6.1.2 Simple (convolutional) B-cos Networks

In this section, we discuss how to construct simple (convolutional) DNNs based on the B-cos transforma-
tion. Then, we show how to summarise the network outputs by a single linear transformation and, finally,
why this transformation aligns with discriminative patterns in classification tasks.

B-cos Networks. The B-cos transformation is designed to replace the linear transformation and can be
used in exactly the same way. E.g., consider a conventional fully connected multi-layer neural network
f(x; θ) of L layers, defined as

f(x; θ) = lL ◦ lL−1 ◦ ... ◦ l2 ◦ l1(x) , (6.7)

with lj denoting layer j with parameters wk
j for neuron k in layer j, and θ the collection of all model

parameters. In such a model, each layer lj typically computes

lj(aj ;Wj) = ϕ (Wj aj) , (6.8)
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with aj the input to layer j, ϕ a non-linear activation function (e.g., ReLU), and the row k of Wj given
by the weight vector wk

j of the k-th neuron in that layer. Note that the non-linear activation function ϕ is
required to be able to model non-linear relationships with multiple layers.
A corresponding B-cos Network f∗ with layers l∗j can be formulated in exactly the same way as

f∗(x; θ) = l∗L ◦ l∗L−1 ◦ ... ◦ l∗2 ◦ l∗1(x) , (6.9)

with the only difference being that every dot product (here between rows of Wj and inputs aj) is replaced
by the B-cos transformation in Equation (6.4). In matrix form, this equates to

l∗j (aj ;Wj) =
(
Ŵj aj

)
× |c(aj ;Ŵj)|B−1 . (6.10)

Here, the power, absolute value, and × operators are applied element-wise, c(aj ;Ŵj) computes the
cosine similarity between input aj and the rows of Ŵj , and the hat operator scales the rows of Ŵj to
unit norm. Finally, as for B>1 the transformation l∗j is already non-linear, a non-linear ϕ is not required
for modelling non-linear relationships.

The above discussion readily generalises to convolutional neural networks (CNNs): in CNNs, we replace
the linear transformations computed by the convolutional kernels by B-cos, see Algorithm C.1 in Ap-
pendix C. Although we assumed a plain multi-layer network without add-ons (e.g. skip connections), we
show in Section 6.3 that the benefits of B-cos also transfer to more advanced architectures (Section 6.1.3).

6.1.2.1 Computing Explanations for B-cos Networks

As can be seen by rewriting Equation (6.10), a B-cos layer effectively computes an input-dependent linear
transformation:

l∗j (aj ;Wj) = W̃j(aj)aj , (6.11)

with W̃j(aj) = |c(aj ;Ŵj)|B−1 ⊙ Ŵj . (6.12)

Here, ⊙ scales the rows of the matrix to its right by the scalar entries of the vector to its left. Hence, the
output of a B-cos Network, see Equation (6.9), is effectively calculated as

f∗(x; θ) = W̃L(aL)W̃L−1(aL−1)...W̃1(a1=x)x . (6.13)

As multiple linear transformations in sequence can be collapsed to a single one, f∗(x; θ) can be written as

f∗(x; θ) = W1→L(x)x , (6.14)

with W1→L (x) =
∏L

j=1 W̃j (aj) . (6.15)

Thus, W1→L(x) faithfully summarises the network computations (Equation (6.9)) by a single linear
transformation (Equation (6.14)).

To explain an activation (e.g., the class logit), we can now either directly visualise the corresponding row in
W1→L, see Figures 6.1 and 6.10, or the contributions according to W1→L coming from individual input
dimensions. We use the resulting spatial contributions maps to quantitatively evaluate the explanations. In
detail, the input contributions slj(x) to neuron j in layer l for an input x are given by the

contribution map slj(x) = [W1→l(x)]
T
j ⊙ x , (6.16)

with [W1→l]j denoting the jth row in matrix W1→l; as such, the contribution from a single pixel location
(x, y) is given by

∑
c[s

l
j(x)](x,y,c) with c the colour channels.
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6.1.2.2 Optimising B-cos Networks for Classification

In the following, we discuss why the linear transformations W1→L (Equation (6.14)) can be expected to
align with relevant input patterns for models based on B-cos transformations.

For this, first note that the output of each neuron—and thus of each layer—is bounded, cf. Equations (6.5)
and (6.10). Since the output of a B-cos Network is computed as a sequence of such bounded trans-
formations, see Equation (6.13), the output of the network as a whole is also bounded. Secondly, note
that a B-cos Network only achieves its upper bound for a given input if every unit achieves its upper
bound. Importantly, the individual units can only achieve their maxima by aligning with their inputs
(cf. Equation (6.5)). Hence, optimising a B-cos Network to maximise its output over a set of inputs will
optimise the model weights to align with those inputs.

To take advantage of this for B-cos classification models, we train them with the binary cross entropy
(BCE) loss

L(xi,yi) = BCE (σ(f∗(xi; θ)/T+b),yi) (6.17)

for input xi and the respective one-hot encoding of the label yi; see below (target encoding) for an
additional discussion. Here, σ denotes the sigmoid function, b and T fixed bias and scaling terms, and θ
the model parameters. Note that we choose the BCE loss as it directly entails maximisation. Specifically,
in order to reduce the BCE loss, the network is optimised to maximise the (negative) class logit for the
correct (incorrect) classes. As discussed in the previous paragraph, this will optimise the weights in each
layer of the network to align with their inputs. In particular, they will need to align with class-specific
input patterns such that these result in large outputs for the respective class logits.

Finally, note that increasing B allows to specifically reduce the output of badly aligned weights in each
layer (i.e., with low cosine similarity to the input). This decreases the layer’s output strength and thus
the output of the network as a whole, which increases the alignment pressure during optimisation (thus,
higher B→higher alignment, see Figure 6.4).

Target Encoding and Logit Bias b. As discussed, BCE optimises the models to maximise the absolute
magnitude of both the positive (target class) as well as the negative logits (other classes). To encourage
the models to find positive evidence (i.e. contributions as defined in Equation (6.16)) for the target class,
rather than negative evidence for the other classes, we set the logit bias b to log (1/(C − 1)) for C classes,
which corresponds to a default class probability of 1/C for each class. As a result, the magnitude of
f∗(xi; θ) can be small for non-target classes without incurring a large loss, while it has to be large for the
target class to achieve a class confidence close to 1 and thus reduce the BCE loss.

Interestingly, in our experiments we found that models with normalisation layers (see Section 6.1.3.2) can
still exhibit a tendency to focus on negative evidence, especially when the number of classes C is large
(e.g. on ImageNet), see Section 6.3.4. To overcome this, for our ImageNet experiments we additionally
modify the target encoding yi to be 1/C for all non-target classes, which encourages the models to
produce weights that are orthogonal to the input for non-target classes, i.e. the optimum can only be
reached if [f∗(xi; θ)]c=0 for all c that are not the target class.

6.1.3 Advanced B-cos Networks

To test the generality of our approach, we investigate how integrating B-cos transformations into conven-
tional DNNs affects their classification performance and interpretability. To do this, in the following we
discuss how to combine B-cos layers and their explanations with common model components, such as ac-
tivation functions (Section 6.1.3.1), normalisation (Section 6.1.3.2), and attention layers (Section 6.1.3.3).
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Note that whenever converting a linear / convolutional layer in a given network to the corresponding
B-cos layer, we remove all bias terms to ensure that the model output is given by a dynamic linear
transformation as in Equation (6.14). For a discussion on the impact of biases, see Section 6.3.4.

6.1.3.1 Activation Functions in B-cos Networks

Since B-cos transformations themselves are non-linear, B-cos DNNs do not require activation functions
to model non-linear relationships (see Section 6.1.2). Hence, most of our models in Section 6.3 do not
employ any activation functions. Nonetheless, combining B-cos Networks with activation functions can
still be beneficial. In particular, as we discuss in Section 6.3.1, adding an additional non-linearity allows
us to study the effect of the parameter B in Equation (6.3) over a wide range of values, including B=1,
and thus to directly compare them to conventional piece-wise linear models1.

While there are many potential non-linearities to choose from, in this work, we specifically explore the
option of combining the B-cos transformation with MaxOut [GWFM+13]. For this, we model every
neuron by 2 B-cos transformations of which only the maximum is forwarded to the next layer:

mB-cos(x) = maxi∈{1,2} {B-cos(x;wi)} . (6.18)

We do so for several reasons. First, this operation maintains the models’ dynamic linearity and is thus
compatible with the B-cos explanations. Secondly, as discussed above, for B=1 the resulting model is a
piece-wise linear model, which allows us to interpolate between conventional piece-wise linear models
and the proposed B-cos models. Lastly, while the ReLU [NH10] operation also fulfills these properties,
we noticed that B-cos models without any normalisation layers were much easier to optimise with MaxOut
instead of ReLU, which we attribute to avoiding ‘dying neurons’ [GWFM+13].

6.1.3.2 Adapting Normalisation Layers for B-cos Networks

In this section we discuss how normalisation layers can be integrated into B-cos Networks. Specifically,
we note that these layers (e.g. BatchNorm [IS15], LayerNorm [BKH16], PositionNorm [LWWB19], or
InstanceNorm [UVL16]) are (1) non-linear operations and (2) can pose a challenge to the completeness
of the explanations. By interpreting them as dynamic linear functions and removing bias terms, we
can nonetheless seamlessly integrate them into B-cos explanations. First, however, let us define the
normalisation layers.

Definition. Normalisation layers have been shown to benefit DNN training by whitening the input x via

∗Norm(x,X ; γ, β) =
x− ⟨X ⟩∗√

var∗(X )
× γ + β , (6.19)

with X ∈Rb×c×h×w a batch of b inputs, each with c channels and a width w and a height h; further, x∈Rc

is a single representation vector from a specific input at a given location. As indicated by the placeholder
∗, the individual normalisation layers differ mainly in the choice of dimensions over which the mean ⟨·⟩
and the variance var are computed. Finally, note that at inference time, the mean and variance terms are
sometimes replaced by running estimates of those values, most commonly done so in BatchNorm [IS15].

To avoid ambiguities2 and facilitate the comparison of different normalisation schemes, we define the

1For B=1 linear and B-cos transformations are equivalent (Equation (6.4)).
2Note that LayerNorm has in fact been interpreted differently by different authors (e.g. [LMW+22] vs. [LWWB19, WH18]),

i.e. either as Equation (6.21) or Equation (6.23).
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normalisation layers by the respective choice of dimensions they use:

BatchNorm(x,X ; γ, β) := BHW-Norm(x,X ; γ, β) (6.20)

LayerNorm(x,X ; γ, β) := CHW-Norm(x,X ; γ, β) (6.21)

InstanceNorm(x,X ; γ, β) := HW-Norm(x,X ; γ, β) (6.22)

PositionNorm(x,X ; γ, β) := C -Norm(x,X ; γ, β) (6.23)

i.e. BatchNorm estimates mean and variance for each channel independently (no ‘C’) over all spatial
dimensions (HW) and inputs in the batch (B), whereas LayerNorm computes mean and variance across
all activations (CHW) in a single input, but does not use other inputs to estimate those values.

Using the above definitions, an additional candidate naturally emerges, which we call AllNorm:

AllNorm(x,X ; γ, β) := BCHW-Norm(x,X ; γ, β) . (6.24)

Dynamic Linear Normalisation. Normalising the input by the variance of course constitutes a highly non-
linear operation. To nonetheless integrate this operation into the B-cos-based dynamic linear explanations
(cf. Equation (6.13)), we interpret the normalisation itself to be a dynamic linear function with:

w∗Norm(x,X ) = γ ×
√

var−1
∗ (X ) (6.25)

s.t. ∗ Norm(x,X ; γ, β) = w∗Norm× (x− ⟨X ⟩∗) + β , (6.26)

Explanation Completeness. As becomes clear from Equation (6.19), normalisation layers introduce
additive biases into the model prediction (i.e. β and, if running estimates are used, by the running
mean estimation of ⟨X ⟩∗). The model output is thus not given by a dynamic linear transformation
anymore (cf. Equation (6.14)), but instead by an affine transformation f∗(x; θ)=W(x)x+ b(x) with an
input-dependent bias b(x).

The contribution maps in Equation (6.16) would thus not be complete (i.e. the sum over contributions
would not yield the respective class logit), as they do not take the biases into account. This, however, is
undesirable for model-faithful explanations [SF19, STY17], as the bias terms can play a significant role
in the model decision (see Section 6.3.4).

To alleviate this, we use bias-free (BF) normalisation [MKSFG20], and remove the learnt biases β, which
would make a linear summary of the model via W(x)x incomplete:

∗NormBF(x,X ; γ, β) =
x− ⟨X ⟩∗√

var∗(X )
× γ + 0 . (6.27)

Moreover, for normalisation layers that replace the mean computation ⟨X ⟩∗ by a running mean estimate3

at inference time (i.e. BatchNorm), we additionally remove the centring term ⟨X ⟩∗, since otherwise
external biases would be introduced at inference time.

6.1.3.3 B-cos ViTs: Combining B-cos and Attention Layers

Thus far, our discussion focused on designing interpretable convolutional neural networks (CNNs),
which have long dominated computer vision research. Recently, however, CNNs are often surpassed by

3Note that the subtraction of the mean ⟨X ⟩∗ does not introduce external biases that would be unaccounted for in the
explanations, as this operation can be modelled by a linear transformation of the input.
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transformers [VSP+17], which—if the current development is any indication—will replace CNNs for
ever more tasks and domains. In the following, we therefore investigate how to design B-cos transformers.

For this, first note that the core difference between vision transformers (ViTs) and CNNs is the use of
attention layers and additive positional encodings. The remaining ViT components (tokenisation, MLP
blocks, normalisation layers, classification head) have a direct convolutional counterpart.

In particular, the tokenisation module is typically given by a K×K convolution with a stride and kernel
size of K, the MLP blocks effectively perform 1x1 convolutions (cf. [LMW+22]), the normalisation
layers can be expressed as PositionNorm in CNNs (Equation (6.23)) and the classification head is either
given by a single or multiple linear layers. Therefore, in the following, we specifically discuss the attention
mechanism and the positional embeddings in more detail.

Attention. Interestingly, the attention operation itself is already dynamic linear and attention thus lends
itself well to be integrated into the linear summary according to Equation (6.14):

Att(X;Q,K,V) = softmax
(
XTQTKX

)︸ ︷︷ ︸
Attention matrix A(X)

VX︸ ︷︷ ︸
Value(X)

(6.28)

= A(X)V︸ ︷︷ ︸
W(X)

X = W(X)X. (6.29)

Here, Q,K and V are the query, key, and value transformation matrices and X denotes the matrix of
input tokens to the attention layer. Softmax is computed column-wise.

In multi-head self-attention (MSA), H attention heads are used in parallel. Their concatenated outputs are
then linearly projected by a matrix U via

MSA(X) = U [W1(X)X, ... ,WH(X)X] , (6.30)

which is still dynamic linear. While there are multiple linear operations involved in MSA (query, key,
value, and projection computations) and thus various options for introducing B-cos layers, we empirically
found not replacing4 the query, key, and value computations to yield the best results, which we attribute
to a potentially higher compatibility with softmax. Hence, to adapt the attention layers to the B-cos
framework, we only replace the linear projection via U by a B-cos transformation in our experiments.

Positional Encoding. In contrast to CNNs, which possess a strong inductive bias regarding spatial
relations (local connectivity), transformers are invariant with respect to the token order and thus lack
such a ‘locality bias’. To nevertheless leverage spatial information, it is common practice to break the
symmetry between tokens by adding a (learnt) embedding E to the input tokens X such that X′=X+E.

While explanations solely with respect to X are not thus complete (cf. Section 6.1.3.2), since part of
the model output will be based on contributions from E, we experimentally find that the positional
embeddings do not negatively impact the interpretability of the ViTs. How to design ViT models without
the need for such external biases represents an interesting direction for future work.

6.2 EXPERIMENTAL SETTING

Datasets. We evaluate the accuracies of a wide range of B-cos Networks on the CIFAR10 [Kri09] and the
ImageNet [DDS+09] datasets. We use the same datasets for the qualitative and quantitative evaluations of
the model-inherent explanations.

4I.e., these transformations effectively use a B-cos layer with B=1.
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CIFAR10 Models. For the CIFAR10 experiments, we develop a simple fully-convolutional B-cos DNN,
consisting of 9 convolutions, each with a kernel size of 3, followed by a global pooling operation. We
evaluate a network without additional non-linearities as well as with MaxOut units, see Section 6.1.3.1.
Additionally, to study the normalisation layers and the effect of the bias terms (cf. Equation (6.27)), we
evaluate various B-cos ResNets. For this we adapt a conventional ResNet-56 [HZRS16] by removing
all activation functions and bias parameters and replacing all linear / convolutional layers by their
corresponding B-cos version. Additionally, we replace the conventional batch normalisation layers by the
(modified) normalisation layers as described in Section 6.1.3.2.

ImageNet Models. For the ImageNet experiments, we rely on the publicly available [PGM+19] imple-
mentations of a wide range of CNNs (VGGs [SZ15], ResNets [HZRS16], DenseNets [HLVDMW17],
ResNext [XGD+17] and ConvNext models [LMW+22]). Further, we evaluate B-cos versions of the
Vision Transformers (ViTs) [DBK+21], specifically the version from [BZK22], as well as ViTC models
as in [XSM+21], i.e. ViTs with a shallow stem of four convolutional layers. We adapt all of those archi-
tectures to B-cos Networks as described in Section 6.1.3 and train them according to standard protocols.
Specifically, we train most CNNs with the default 90 epochs training paradigm as found in the torchvision
library [Tor]; additionally, we evaluate various models when employing a more sophisticated training
recipe [Tor21] of 600 epochs, based on the ConvNext [LMW+22] training protocol. Finally, for the ViT
models, we follow the protocol proposed by [BZK22], which has shown strong performance for ViTs
with only 90 epochs of training. For more details on the training procedure, see Appendix Section C.3

Image Encoding. We add three additional channels and encode images as [r, g, b, 1−r, 1−g, 1−b],
with r, g, b ∈[0, 1] the red, green, and blue colour channels. On the one hand, this reduces a bias towards
bright regions in the image5 [BFS21]. On the other hand, colors with the same angle in the original
encoding—i.e., [r1, g1, b1]∝[r2, g2, b2]—are unambiguously encoded by their angles under the new
encoding. Therefore, the linear transformation W1→l can be decoded into colors just based on the angles
of each pixel, see Figure 6.1. For a detailed discussion, see Appendix Section C.4.3.

Evaluating Explanations. To compare explanations for the model decisions and evaluate their faithfulness,
we employ the grid pointing game [BFS21]. I.e., we evaluate the trained models on a synthetic 3x3 grid
of images of different classes and for each of the corresponding class logits measure how much positive
attribution an explanation method assigns to the correct location in the grid, see Figure 6.3 for an example.
Note that due to the global attention in ViTs such grids are much further out of distribution at every layer
of the model than they are for CNNs, for which the locally applied convolutional kernels are not affected
by the synthetic nature of the input grids. The grid pointing game, however, relies on the assumption that
the model extracts similar features in the synthetic setting and locally correctly classifies the subimages.
To ensure that this assumption (at least approximately) holds, we apply the ViTs in a sliding window
fashion to the synthetic image grids, i.e. we apply the ViTs to patches of size 224x224 extracted at a stride
of 112 from the grid. As this significantly increases the computational cost, we use 2x2 grids for ViTs.

Following [BFS21], we construct 500 grids from the most confidently and correctly classified images and
compare the model-inherent contribution maps (Equation (6.16)) against several commonly employed
post-hoc explanation methods under two settings. First, we evaluate all methods on B-cos Networks to
investigate which method provides the best explanation for the same model. Secondly, we further evaluate
the post-hoc methods on pre-trained versions of the original models. This allows to compare explanations
between different models and assess the explainability gain obtained by converting conventional models
to B-cos Networks. Lastly, all attribution maps (except for GradCAM, which is of low resolution to begin

5Note that the model output is given by a weighted sum over the input (Equation (6.14)). Since black pixels are encoded as
zero in the conventional encoding, they cannot contribute to the class logits (cf. Equation (6.16)).
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Figure 6.3: 2×2 pointing game example.
Col. 1: input image. Cols. 2–5: explanations
for individual class logits.

with) are smoothed by a 15×15 (3×3) kernel to better account for negative attributions in the localisation
metric for ImageNet (CIFAR10) images, which is small w.r.t. the image size of 224×224 (32×32).

Visualisations Details. For generating the visualisations of the linear transforms for individual neurons
n in layer l (cf. Figures 6.1 and 6.10), we proceed as follows. First, we select all pixel locations (x, y)
that positively contribute to the respective activation (e.g., class logit) as computed by Equation (6.16);
i.e., {(x, y) s.t.

∑
c [s

l
n(x)](x,y,c)>0} with c the 6 colour channels (see image encoding). Then, we

normalise the weights of each colour channel such that the corresponding weights (e.g., for r and 1−r)
sum to 1. Note that this normalisation maintains the angle for each colour channel pair (i.e., r and 1−r),
but produces values in the allowed range r, g, b∈ [0, 1]. These normalised weights can then directly be
visualised as colour images. The opacity of a pixel is set to min(∥w(x,y)∥2/p99.9, 1), with p99.9 the 99.9th
percentile over the weight norms ∥w(x,y)∥2 across all (x, y).

6.3 RESULTS

In this section, we analyse the performance and interpretability of B-cos models. For this, in Section 6.3.1
we show results of ‘simple’ B-cos models without advanced architectural elements such as skip connec-
tions. In this context, we investigate how the B parameter influences B-cos models in terms of performance
and interpretability. Thereafter, in Section 6.3.2, we present quantitative results of the advanced B-cos
models, i.e., B-cos models based on common DNN architectures (cf. Section 6.1.3). In Section 6.3.3, we
visualise and qualitatively discuss explanations for individual neurons of the advanced B-cos models, and
finally, in Section 6.3.4, we discuss the impact of the bias terms in the normalisation layers.

6.3.1 Simple B-cos Models

In the following, we discuss the results of simple B-cos models evaluated on the CIFAR10 dataset.

MaxOut B-cos Networks plain
B 1.00 1.25 1.50 1.75 2.00 2.25 2.50 2.00

Accuracy (%) 93.5 93.8 93.7 93.7 93.2 92.6 92.4 91.5

Table 6.1: CIFAR10 accuracies of a B-cos model without additional non-linearities (plain) and for B-cos models
with MaxOut (Equation (6.18)) and increasing values for B (left to right).

Accuracy. In Table 6.1, we present the test accuracies of various B-cos models trained on CIFAR10. We
show that a plain B-cos model (B=2) without any add-ons (ReLU, batch norm, etc.) can achieve compet-
itive6 performance. By modelling each neuron via 2 MaxOut units (Equation (6.18)), the performance can
be increased and the resulting model (B=2) performs on par with a ResNet-56 (achieving 93.0%, see

6A ResNet-20 achieves 91.2% [HZRS16] with the same data augmentation.
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Explanations of Models Trained with Increasing BInput Image

B=1.00 B=1.25 B=1.50 B=1.75 B=2.50

Figure 6.4: Impact of B. Col. 1: Input im-
ages. Cols. 2–6: Explanations for different
classes c (top: ‘horse’; bottom: ‘car’) of mod-
els trained with increasing B. For higher B, the
model-inherent linear explanations [W1→l]c in-
creasingly align with discriminative input pat-
terns, thus becoming more interpretable.
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Figure 6.5: CIFAR10 results. Accuracy and loc-
alisation (crosses / box plots) for a B-cos Network
trained with different B. While decreasing accur-
acy, larger B significantly improve localisation.

[HZRS16]). Further, we see that an increase in the parameter B leads to a decline in performance from
93.8% for B=1.25 to 92.4% for B=2.5. Notably, despite its simple design, our strongest model with
B=1.25 performs similarly to the strongest ResNet model (93.6%) reported in [HZRS16].

Model Interpretability. As discussed in Section 6.1.2.2, we expect an increase in B to increase the
alignment pressure on the weights during optimisation and thus influence the models’ optima, similar
to the single unit case in Figure 6.2. This is indeed what we observe. For example, in Figure 6.4, we
visualise [W1→l(xi)]yi (see Equation (6.14)) for different samples i from the CIFAR10 test set. For
higher values of B, the weight alignment increases notably from piece-wise linear models (B=1) to B-cos
models with higher B (B=2.5). Importantly, this does not only lead to an increase in the visual quality
of the explanations, but also to quantifiable gains in model interpretability. In particular, as we show in
Figure 6.5, the spatial contribution maps defined by W1→l(xi) (see Equation (6.16)) of models with
larger B values score significantly higher in the localisation metric (see Section 6.2).

6.3.2 Advanced B-cos Models

B-cos CNNs – Accuracy. In Tables 6.2 and 6.3, we present the top-1 accuracies of the B-cos models on the
ImageNet validation set for the 90 epoch and 600 epoch training paradigms respectively. For comparison,
we also show the difference to the accuracy of the respective baseline models as reported in [Tor] (∆1). As
can be seen, the B-cos models are highly competitive, achieving accuracies on par with the baselines for
some models (ResNet-50, ∆1=−0.2), and a worst-case drop of ∆1=−2.0 (ResNext-50-32x4d) under
the 90 epoch training paradigm (Table 6.2). Interestingly, we find that the differences to the baseline
models vanish when training the baselines without bias terms in the convolution and normalisation layers,
i.e. as is done in B-cos models; we denote the difference to the baselines without biases by ∆2.

When employing a long training protocol with additional data augmentation as in [LMW+22], the
performance of the B-cos models can be further improved: e.g., the B-cos ResNet-152 increases its
top-1 accuracy by 3.2pp (compare Tables 6.2 and 6.3) and achieves a top-1 accuracy of 80.2%, which
is an unprecedented performance for models that inherently provide such detailed explanations (see
Section 6.3.3). Nonetheless, especially for the ConvNext models, we observe a significant performance
drop with respect to the baseline numbers reported in [Tor] (up to 5.0pp for ConvNext-Tiny). Note,
however, that the training protocol has been meticulously optimised for ConvNext models in [LMW+22];
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as such, we expect that the performance of B-cos models will significantly improve if a similar effort as in
[LMW+22] is undertaken for optimising the model architecture and training procedure.

Accuracy Localisation

B-cos Model % ∆1 ∆2 % ∆B-cos
IntG ∆basel.

IntG

VGG-11 69.0 -1.4 -0.6 85.6 +26.4 +64.5
ResNet-18 68.7 -1.1 +0.3 86.9 +34.0 +64.0
ResNet-34 72.1 -1.2 -0.1 89.0 +36.9 +65.2
ResNet-50 75.9 -0.2 +2.4 90.2 +32.7 +63.3
ResNet-101 76.3 -1.1 +6.2 91.8 +33.9 +64.4
ResNet-152 76.6 -1.7 +3.2 91.3 +33.6 +63.9
DenseNet-121 73.6 -0.8 +0.2 92.1 +41.2 +69.1
DenseNet-161 76.6 -0.5 +5.2 93.4 +47.1 +68.5
DenseNet-169 75.0 -0.6 +0.3 91.8 +49.3 +67.7
DenseNet-201 75.6 -1.3 +0.3 93.0 +44.8 +68.8
ResNext-50-32x4d 75.6 -2.0 +0.6 91.2 +28.2 +64.1

Table 6.2: Left: Top-1 accuracies on ImageNet for a standard 90 epoch training protocol [Tor]. ∆1: Accuracy
difference with respect to the numbers reported in [Tor]. ∆2: Accuracy difference with respect to baselines trained
without biases. This setting puts the baselines and the B-cos models on an equal footing, as B-cos models do not use
biases either. Right: Additionally, we show localisation scores of the model-inherent explanations (Equation (6.16))
as well as localisation scores of IntGrad evaluated on the B-cos models (∆B-cos

IntG ) and the pre-trained baselines
(∆basel.

IntG ) as obtained from [Tor]. We observe significant localisation gains for all models.

Accuracy Localisation

B-cos Model % ∆1 % ∆B-cos
IntG ∆basel.

IntG

ResNet-50 79.5 -1.4 86.2 +41.0 +58.6
ResNet-152 80.2 -2.1 85.3 +44.2 +55.5
ConvNext-Tiny 77.5 -5.0 69.6 +37.7 +46.5
ConvNext-Base 79.7 -4.4 81.4 +35.2 +54.6

Table 6.3: Left: ImageNet accuracies for the ConvNext-inspired training protocol [Tor21]. ∆1: Accuracy difference
with respect to the numbers reported in [Tor21]. While we observe a significant drop with respect to the ConvNext
models, we note that the training protocol has been optimised explicitly for those architectures [LMW+22] and that
B-cos models do not employ biases (cf. Table 6.2) to ensure y(x)=W(x)x. Right: Additionally, we show the
localisation scores of the model-inherent explanations (Equation (6.16)) as well as the localisation scores of IntGrad
evaluated on the B-cos models (∆B-cos

IntG ) and the pre-trained baselines (∆basel.
IntG ) as obtained from [Tor]. We observe

significant localisation gains for all models.

B-cos CNNs – Interpretability. In addition to the model accuracy, in Tables 6.2 and 6.3 we provide
the mean localisation scores obtained in the grid pointing game (cf. Figure 6.3) of the model-inherent
explanations according to Equation (6.16) as well as the difference to one of the most popular post-hoc
attribution methods (IntGrad) evaluated on the B-cos models (∆B-cos

IntG ) and the baselines (∆basel.
IntG ).

Across all models, the model-inherent explanations achieve significantly better localisation than IntGrad;
this difference is even more pronounced when comparing to IntGrad explanations for the baselines.

To provide more detail, in Figure 6.6 we show the localisation results for two specific models (ResNet-152,
DenseNet-201) for a wide range of post-hoc explanation methods: the ‘vanilla’ gradient (Grad) [BSH+10],
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Figure 6.6: Localisation results of the model-inherent contribution maps (‘Ours’, Equation (6.16)) and various post-
hoc explanation methods for a B-cos ResNet-152 and a B-cos DenseNet-201 (left) and their conventional counterparts
(right); we further show the results of the top 0.025 percentile of pixels in the model-inherent explanations (‘OursQ’),
i.e. roughly 11.3k pixels, cf. Figure 6.7. For an easier cross-model comparison, we repeat the results of the B-
cos models in right column (Ours + OursQ). The model-inherent explanations significantly outperform post-hoc
explanation methods when evaluating those methods on the B-cos models and on the conventional counterparts.

Guided Backpropagation (GB) [SDBR15], Input×Gradient (IxG) [SGK17], Integrated Gradients (Int-
Grad) [STY17], DeepLIFT [SGK17], GradCAM [SCD+17], and LIME [RSG16]. In particular, we plot
the localisation scores for the B-cos versions of those models (left) and the respective baselines (right).

In comparison to the post-hoc explanation methods, we observe the model-inherent explanations (‘Ours’,
Equation (6.16)) to consistently and significantly outperform all other methods, both when comparing to
post-hoc explanations for the same model (left), as well as when comparing explanations across models
(for ease of comparison, we repeat the B-cos results on the right). Note that while GradCAM also shows
strong performance, it explains only a fraction of the entire model [RBS22] and thus yields much coarser
attribution maps, see also Figure 6.9. Interestingly, we also find that the other post-hoc explanations
consistently perform better for B-cos models than for the baseline models (compare row-wise).

Finally, we additionally evaluate how well the most highly contributing pixels according to W(x) fare in
the localisation metric, which we denote as OursQuantile (OursQ) in Figure 6.6, see also Figure 6.7. We
find that when using only the top-n contributing pixels in the model-inherent explanations, the localisation
score can be improved even further.

B-cos ViTs – Accuracy. In Table 6.4, we report the top-1 accuracies of B-cos ViT and ViTC models of
various commonly used sizes—Tiny (Ti), Small (S), Base (B), and Large (L)—and the difference (∆3) to
the respective baseline models which we optimised under the same training protocol [BZK22].

For both the original ViTs and the ones with a shallow convolutional stem (ViTC), we observe significant
performance drops for smaller model sizes (Ti+S). For larger models (B+L), however, the difference
between the B-cos models and the baselines vanish, see, e.g., the ViTC-B (∆3=+0.3) and the ViTC-L
(∆3=−0.1) models. Further, and in line with [XSM+21], we find that a shallow convolutional stem leads
to significant performance gains; as we discuss next, it can also significantly improve interpretability.

B-cos ViTs – Interpretability. To assess the B-cos ViTs’ interpretability, we compare the model-inherent
explanations (Equation (6.16)) to IntGrad evaluated on the B-cos (∆B-cos

IntG ) and the baseline models
(∆basel.

IntG ); further, we report the difference to a commonly used attention-based explanation, namely
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metric. Nonetheless, the correct region is consistently highlighted by the most strongly contributing pixels.

Attention Rollout [AZ20] (∆*
Rollout). Since Rollout is inherently class-agnostic7, it on average yields the

same localisation as uniformly distributed importance values for all models, i.e. a mean score of 25%.

As can be seen in Table 6.4, the B-cos ViT and ViTC models show significant gains in localisation
compared to the respective baseline models. Interestingly, adding a convolutional stem of just four
convolutional layers yields notable improvements in localisation between the respective B-cos models, i.e.
between B-cos ViT and B-cos ViTC models. This suggests that ViTC models perform better because the
transformers are applied to more meaningful representations, which avoids mixing visually similar, yet
semantically unrelated, patches in the first few global attention operations.

These quantitative improvements in interpretability between ViT and ViTC models can also be observed
qualitatively, see Figure 6.8. Specifically, in contrast to the explanations of the ViTs without convolutional
stem (row 2), the B-cos ViTC explanations are visually more coherent and less sparse, making them more
easily interpretable for humans.

6.3.3 Qualitative Evaluation of Explanations

The following is based on the DenseNet-121, similar results were observed for other B-cos models.

Every activation in a B-cos model is the result of a sequence of B-cos transforms. Hence, the intermediate
activations in any layer l can also be explained via the corresponding linear transform W1→l(x), see
Equation (6.14). For example, in Figure 6.1, we visualise the linear transforms of the respective class
logits for various input images. Given the alignment pressure during optimisation, these linear transforms
align with class-discriminant patterns in the input and thus actually resemble the class objects.

Similarly, in Figures 6.10 and 6.11, we visualise explanations for intermediate features. These features
are selected from the most highly contributing feature directions âl(x,y)∈R

dl according to the linear
transformation Wl→L(x), cf. Equation (6.14); here, â denotes that â is of unit norm, dl is the number of
features in layer l, and (x, y) the position at which this feature is extracted from the activation map.

Specifically, in Figure 6.11, we show explanations for some images that most strongly activate those
feature directions across the validation set. We find that features in early layers seem to represent low-level

7Rollout computes the product of the average (across heads) attention matrices of all layers and is thus not class-specific.
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Accuracy Localisation

B-cos Model % ∆3 % ∆*
Rollout ∆B-cos

IntGrad ∆basel.
IntGrad

ViT-Ti 60.0 -10.3 69.8 +44.8 +12.2 +30.0
ViT-S 69.2 -5.2 72.1 +47.1 +15.0 +30.9
ViT-B 74.4 -0.9 74.6 +49.6 +19.4 +32.5
ViT-L 75.1 -0.7 74.0 +49.0 +17.7 +32.2
ViTC-Ti 67.3 -5.3 86.8 +61.8 +30.3 +46.4
ViTC-S 74.5 -1.2 87.4 +62.4 +30.4 +45.9
ViTC-B 77.1 +0.3 86.5 +61.5 +28.6 +44.5
ViTC-L 77.8 -0.1 87.3 +62.3 +29.9 +45.3

Table 6.4: Left: Top-1 accuracies on ImageNet for the 90 epoch Simple-ViT training protocol [BZK22]. ∆3:
Accuracy difference with respect to training the baseline models according to the same protocol. While we observe
a significant drop for smaller ViT and ViTC models, the difference to the baseline models vanishes for larger ViTs:
e.g., the B-cos ViTC-B and ViTC-L models perform on par with the baselines. Right: Additionally, we show the
localisation scores of the model-inherent explanations (Equation (6.16)) as well as the differences to the scores
obtained via Attention Rollout (∆∗

Rollout) and IntGrad evaluated on the B-cos models (∆B-cos
IntG ) and the baselines

(∆basel.
IntG ). We observe significant localisation gains when using the B-cos explanations.

concepts, and become more complex in later layers.

Figure 6.10 shows additional results for features in layer 87. We observed that some features are highly
specific to certain concepts, such as bike wheels (feature 89), red bird beaks (feature 109), or faces
with headgear (feature 123). Importantly, these features do not just learn to align with simple, fixed
patterns—instead, they represent semantic concepts and are robust to changes in colour, size, and pose.

Lastly, in Figure 6.12, we show explanations of the two most likely classes for images for which the
model produces predictions with high uncertainty; additionally, we show the ∆-Explanation, i.e., the
difference in contribution maps for the two classes, see Equation (6.16). By means of the model-inherent
linear mappings W1→L, the model can provide a human-interpretable explanation for its uncertainty:
there are indeed features in each of those images that provide evidence for both of the predicted classes.

6.3.4 Explicit and Implicit Model Biases

As discussed in Section 6.1.3.2, we design the B-cos CNNs to be bias-free by fixing the explicit bias
parameters in all layers to be zero. In this section, we aim to motivate this choice further. Additionally,
we show that even when doing so, the models can learn to counteract this and add implicit biases by
exploiting reliable input features such as image edges.

Explicit Biases. As discussed by [SF19] for piece-wise linear networks, the biases of DNNs are often not
accounted for in input-level attributions, despite the fact that they can play a critical role in the prediction.
Similarly, the contributions sc (Equation (6.16)) from the input to the c-th class logit are not complete
explanations if biases are used within B-cos models (cf.Section 6.1.3.2). Instead, the output y(x) is

y(x) = W(x)x+ b(x) , (6.31)

with b(x)∈Rc subsuming all the contributions to the class logits that are not accounted for by the dynamic
linear mapping W(x). As such, B-cos DNNs face the same problem as described by [SF19]: while
explanations based on W(x) neglect the impact of the contributions from bias terms b(x), in Figure 6.13
we show that the bias term can play a critical role in the model decision. In particular, we find that for
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Figure 6.9: Comparison to post-hoc explanations. For
the same model (a B-cos DenseNet-121), we visualise
B-cos explanations as well as several of the most com-
monly used post-hoc explanation methods (GradCAM,
IntGrad, and LIME). For all of the post-hoc explana-
tions, positive, negative, and zero attributions are shown
in red, blue, and white respectively. While we find
all explanations to generally highlight similar image
regions as the B-cos explanations—in particular Grad-
CAM and LIME—the model-inherent linear mappings
provide the greatest amount of detail and highlight even
fine-grained details such as the feet of the centipede.

some models (e.g. see the models trained with InstanceNorm or BatchNorm), the bias terms make up
most of the difference between the top-2 predictions of the model. To ensure that the explanations of
B-cos CNNs are complete, we set all bias parameters of the model to zero, see Section 6.1.3.2.

Implicit Biases. Even when no explicit bias parameters are used, we found that some models learnt
to use image edges for computing biases to add to the class logits. While these biases are correctly
reflected in the explanations (see Figure 6.14, row 2), this behaviour makes the model explanations less
human-interpretable. Interestingly, these models seem to have learnt to solve the optimisation task in
Equation (6.17) in an unintended manner. Specifically, all classes receive highly positive contributions
from image corners or edges (the top edge in Figure 6.14), thus yielding high class logits for all classes.
To still obtain low scores for the non-target classes, the models then seem to use features of the recognised
object in the image to add negative contributions to those classes.

To corroborate this, we additionally visualise the explanations for the mean-corrected logits y−⟨yc⟩c
in row 3 of Figure 6.14; note that given the dynamic linearity of the B-cos models, this is equivalent to
computing mean-corrected explanations W(x)−⟨[W(x)]c⟩c. As expected, we find that those modified
explanations E’ exhibit a high degree of specificity and are thus more easily human-interpretable.

We hypothesise that this behaviour is rooted in the formulation of the optimisation task itself: in particular,
the BCE loss ‘asks’ the model to produce highly negative logits for all classes but one, which might bias
the model towards using object features to compute negative contributions.

To overcome this, and to incentivise the models to use object features primarily to compute positive
contributions for the classes this feature belongs to, we propose to change the optimisation task itself, as
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Figure 6.10: Explanations of 5 highly contributing feature directions in layer 87 of a DenseNet-121. For each
feature, we provide its index number n and a description. Further, we show the 7 most activating images for each
feature (top row per feature), in which we visualise the explanation for the highest (blue squares) activation; i.e., we
visualise the 72×72 centre patch of the weighting [W1→l(x)]n for feature n. For some images in the first row, we
further show the explanation for the 2nd highest activation (orange squares). Lastly, we show the explanations of the
highest activations (corresponding to the blue squares) for the next 30 images to highlight the features’ specificity.

described in Section 6.1.2.2. As we show in the last row of Figure 6.14, this indeed has the intended effect
and results in explanations that are highly focused on the class objects in the image.

We believe this to highlight the importance of a holistic approach towards interpretable deep neural
networks. In particular, these results show that both the model design as well as the optimisation
procedure can significantly impact the model behaviour as well as the resulting explanations, which
complicates the development of post-hoc explanations methods that do not take those aspects into account.
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Figure 6.11: Explanations for highly contributing
feature directions in various layers. In early layers,
the features seem to encode low-level concepts (e.g.,
eyes in layer 39) and represent more high-level concepts
in later layers (e.g., layers 89 and 121), such as neck
braces or parachutes, see also Figure 6.10.

cock c1: peacock 90.1% c2: cock 31.2% ∆(c1, c2)

Rottweiler c1: Rottweiler 91.8% c2: tennis ball 70.2% ∆(c1, c2)

worm fence c1: ram 74.6% c2: worm fence 68.4% ∆(c1, c2)

Figure 6.12: Ambiguous examples. Col. 1: Input image.
Cols. 2+3: Explanations for the top-2 predictions of a
B-cos DenseNet-121. Col. 4: Contribution difference
for the two class logits, i.e., ∆(c1, c2)=sLc1(x)−sLc2(x),
see Equation (6.16); positive values shown in orange
(c1), negative ones in blue (c2).
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Figure 6.14: ‘You get what you optimise for.’ We found
that for some models M (here, ResNet-18), the explanations
E highlight image edges for all samples, implying that most
positive contributions for all classes come from those edges,
see row 2. However, the explanations for the difference from
the mean logit (i.e., yc−⟨yj⟩j)—denoted by E’—are still
qualitatively convincing, see row 3, suggesting that the mod-
els learn to add a positive bias to all classes, which vanishes
in the mean-corrected explanations. To alleviate this, we
propose to optimise the models differently (yielding M’, see
row 4) instead of changing the explanations: specifically, by
changing the target encoding, as described in Section 6.1.2.2,
we encourage the models to focus on positive evidence.
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6.4 CONCLUSION

We presented a novel approach for endowing deep neural networks with a high degree of inherent
interpretability. In particular, we developed the B-cos transformation as a modification of the linear trans-
formation to increase weight-input alignment during optimisation and showed that this can significantly
increase interpretability. Importantly, the B-cos transformations can be used as a drop-in replacement for
the ubiquitously used linear transformations in conventional DNNs whilst only incurring minor drops in
classification accuracy. As such, our approach can increase the interpretability of a wide range of DNNs
at a low cost and thus holds great potential to have a significant impact on the deep learning community.
In particular, it shows that strong performance and interpretability need not be at odds. Moreover, we
demonstrate that by structurally constraining how the neural networks are to solve an optimisation task—in
the case of B-cos Networks via alignment—allows for extracting explanations that faithfully reflect the
underlying model. We believe this to be an important step on the road towards interpretable deep learning,
which is essential for building trust in DNN-based decisions, especially in safety-critical situations.



III
F R O M U N D E R S T A N D I N G M O D E L S T O

G U I D I N G M O D E L S

Thus far, we have focused on how both post-hoc (Part I) and model-inherent
(Part II) explanations can help us better understand the decision process of
Deep Neural Networks (DDNs), i.e., our goal was to extract knowledge from
DNNs. In the following chapter, we aim to do the opposite: specifically,
we explore how such explanations can be used to insert knowledge into the
DNNs, thus ensuring that they rely on the right features for their predictions.

For this, in Chapter 7, we present a detailed study on how to guide models
by regularising the importance attribution maps obtained for them via a given
explanation method. In particular, we analyse the impact of various important
design choices on the effectiveness of model guidance, such as the formula-
tion of the loss function, the choice of attribution method, or the architecture
to which model guidance is applied.

Further, as annotation costs for model guidance might otherwise limit its
applicability, we also place a particular focus on efficiency. Specifically, we
evaluate the robustness of guidance to limited or overly coarse annotations.
Here, we find that even annotating only 1% of the training images can lead to
significant improvements in object localisation and model generalisation.

Additionally, in Chapter 8, we explore whether explanations can improve the
transfer of knowledge between DNNs during knowledge distillation (KD).

In KD, a ‘student’ model is typically trained to produce similar output dis-
tributions as a ‘teacher’ model. We show that additionally optimising for
explanation similarity consistently provides large gains in terms of accur-
acy and student-teacher agreement, ensures that the student learns from the
teacher to be right for the right reasons and to give similar explanations, and
is robust with respect to the model architectures, the amount of training data,
and even works with ‘approximate’, pre-computed explanations.
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Figure 7.1: (a) Model guidance increases ob-
ject focus. Models may rely on irrelevant back-
ground features or spurious correlations (e.g.
presence of person provides positive evidence
for bicycle, centre row, col. 1). Guiding the
model via bounding box annotations can mitig-
ate this and consistently increases the focus on
object features (bottom row). (b) Model guid-
ance can improve accuracy. In the presence
of spurious correlations in the training data,
non-guided models might focus on the wrong
features. In the example image in (b), the wa-
terbird is incorrectly classified to be a landbird
due to the background (col. 3). Guiding the
model via bounding box annotation (as shown
in col. 2), the model can be guided to focus on
the bird features for classification (col. 4).

WHILE Deep Neural Networks (DNNs) excel at learning features that are highly predictive on
a set of training images, these features do not always generalise to unseen images, as DNNs
might also memorise individual images [FZ20] or rely on spurious correlations in the data

[XEIM21]. E.g., if bikes are highly correlated with people during training, a model might learn to use the
presence of a person as evidence for a bike (e.g. Figure 7.1a, col. 1, rows 1-2), which can limit how well
it generalises. Similarly, a bird classifier might rely on features from the bird’s habitat, and thus fail to
correctly classify instances of the same bird in a different habitat (cf. Figure 7.1b cols. 1-3, [PDN+22]).
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Figure 7.2: Qualitative results of model guidance. We show model-inherent B-cos explanations (input layer) of a
B-cos ResNet-50 and GradCAM explanations (final layer) of a conventional ResNet-50 before (‘Standard’) and
after optimisation (‘Guided’) for images from the VOC test set, using our proposed Energy loss (Equation (7.6)).
Guiding the model via bounding box annotations consistently increases the focus on object features for both methods.
Specifically, we find that background attributions are consistently suppressed in both cases.

To avoid such behaviour, model guidance approaches have recently gained popularity [RHDV17, SLL+21,
GSZH22, GSB+22, TK19, Tes19]. These take advantage of the fact that many attribution methods are
themselves differentiable (e.g. [SGK17, STY17, SCD+17, BFS22b]), and can thus be optimised to
guide models to be “right for the right reasons” [RHDV17], e.g. by jointly optimising for both correct
classification and for attributing importance to regions deemed relevant by humans. This can help the
model focus on the relevant features of a class, and correct errors in reasoning (Figure 7.1b, col. 4). Such
guidance has the added benefit of providing well-localised explanations that are thus easier to understand
for end users (e.g. Figure 7.2).

While model guidance has shown promising results, a detailed study of how to do this most effectively is
crucially missing. In particular, model guidance has so far been studied for a limited set of attribution
methods and models and usually on relatively simple and/or synthetic datasets; further, the evaluation
settings between approaches can significantly differ, which makes a fair comparison difficult.

Therefore, in this chapter, we perform an in-depth evaluation of model guidance on large scale, real-
world datasets, to better understand the effectiveness of a variety of design choices. Specifically, we
evaluate model guidance along the following dimensions: the model architecture, the guidance depth1, the
attribution method, and the loss function. In this context, we propose using the EPG score [WWD+20]—
an evaluation metric that has thus far been used to evaluate the quality of attribution methods—as an
additional loss function (which we call the Energy loss) as it is fully differentiable.

Further, as annotation costs can be a major hurdle for making model guidance practical, we place a partic-
ular focus on efficient guidance. Specifically, we use bounding boxes instead of semantic segmentation
masks, and evaluate the robustness of guidance techniques under limited or overly coarse annotations to
reduce data collection costs.

In summary, in this chapter we make the following contributions:

(1) We perform an in-depth evaluation of model guidance on challenging large scale, multi-label classific-
ation datasets (PASCAL VOC 2007 [EVGW+09], MS COCO 2014 [LMB+14]), assessing the impact

1The layer at which guidance is applied, e.g. typically at the last convolutional layer for GradCAM [SCD+17] or the first
layer for IxG [SGK17].
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of attribution methods, model architectures, guidance depths, and loss functions. Further, we show that,
despite being relatively coarse, bounding box supervision can provide sufficient guidance to the models
whilst being much cheaper to obtain than semantic segmentation masks.

(2) We propose using the Energy Pointing Game (EPG) score [WWD+20] as an alternative to the IoU
metric for evaluating the effectiveness of such guidance and show that the EPG score constitutes a good
loss function for model guidance, particularly when using bounding boxes.

(3) We show that model guidance can be performed cost-effectively by using annotation masks that are
noisy or are available for only a small fraction (e.g. 1%) of the training data.

(4) We show through experiments on the Waterbirds-100 dataset [SKHL20, PDN+22] that model guid-
ance with a small number of annotations suffices to improve the model’s generalisation under distribution
shifts at test time.

This chapter is based on [RBPAS23] and the corresponding code is publicly available at:
github.com/sukrutrao/Model-Guidance.

https://github.com/sukrutrao/Model-Guidance
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7.1 MODEL GUIDANCE

In this section, we introduce the model guidance approach that jointly optimises for classification
and localisation (Section 7.1.1). We then describe the attribution methods (Section 7.1.2), metrics
(Section 7.1.3), and localisation loss functions (Section 7.1.4) that we evaluate in Section 7.3. Finally, in
Section 7.1.5 we discuss how we train for localisation in the presence of multiple ground truth classes.

Notation. We consider a multi-label classification problem with K classes with X∈RC×H×W the
input image and y∈{0, 1}K the one-hot encoding of the image labels. With Ak∈RH×W we denote
an attribution map for a class k for X using a classifier f ; A+

k denotes the positive component of

the attributions, Âk = Ak
max(abs(Ak))

normalised attributions, and Â+
k =

A+
k

max(A+
k )

normalised positive

attributions. Finally, Mk∈{0, 1}H×W denotes the binary mask for class k, which is given by the union of
bounding boxes of all occurrences of class k in X .

7.1.1 General Definition

Following prior work (e.g. [RHDV17, SLL+21, GSZH22, GSB+22]), the model is trained jointly for
classification and localisation (cf. Figure 7.3):

L = Lclass + λlocLloc . (7.1)

I.e., the loss consists of a classification loss (Lclass), for which we use binary cross-entropy, and a
localisation loss (Lloc), which we discuss in Section 7.1.4; here, the hyperparameter λloc controls the
weight given to each of the objectives.

7.1.2 Attribution Methods

In contrast to prior work that typically use GradCAM [SCD+17] attributions, we perform an evaluation
over a selection of popularly used differentiable2 attribution methods which have been shown to localise
well [RBS22]: IxG [SGK17], IntGrad [STY17], and GradCAM [SCD+17]. We further evaluate the
model-inherent explanations of the B-cos models introduced in the last chapter, see also [BFS22b]. To
ensure comparability across attribution methods [RBS22], we evaluate all attribution methods at the input,
various intermediate, and the final spatial layer.

IxG [SGK17] computes the element-wise product ⊙ of the input and the gradients of the k-th output
w.r.t. the input, i.e. X ⊙∇Xfk(X). For piece-wise linear models such as DNNs with ReLU activations
[NH10], this faithfully computes the linear contributions of a given input pixel to the model output.

GradCAM [SCD+17] computes importance attributions as a ReLU-thresholded, gradient-weighted sum
of activation maps. In detail, it is given by ReLU(

∑
c α

k
c ⊙ Uc) with c denoting the channel dimension,

and αk the average-pooled gradients of the output for class k with respect to the activations U of the last
convolutional layer in the model.

IntGrad [STY17] takes an axiomatic approach and is formulated as the integral of gradients over a
straight line path from a baseline input to the given input X . Approximating this integral requires several

2Differentiability is necessary for optimising attributions via gradient descent, so non-differentiable methods (e.g. [RSG16,
PDS18]) are not considered.
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Figure 7.3: Model guidance overview. We jointly optimise for classification (Lclass) and localisation of attributions
to human-annotated bounding boxes (Lloc), to guide the model to focus on object features. Various localisation loss
functions can be used, see Section 7.1.4.

gradient computations, making it computationally expensive for use in model guidance. To alleviate this,
when optimising with IntGrad, we use the recently proposed X -DNN models [HSMR21] that allow for
an exact computation of IntGrad in a single backward pass.

B-cos [BFS22b] attributions are generated using the inherently interpretable B-cos Networks introduced
in Chapter 6, which promote alignment between the input x and a dynamic weight matrix W(x) during
optimisation. We use the contribution maps given by the element-wise product of the dynamic weights
with the input (WT

k (x) ⊙ x), which faithfully represent the contribution of each pixel to class k. To
be able to guide B-cos models, for the work in this chapter we additionally developed a differentiable
implementation of B-cos explanations, see Appendix D.

7.1.3 Evaluation Metrics

We evaluate the models’ performance on two objectives: classification and localisation. For classification,
we use the F1 score and mean average precision (mAP). We discuss the localisation metrics below.

Intersection over Union (IoU) is a commonly used metric (cf. [GSB+22]) that computes the intersection
between the ground truth annotation masks and the binarised attribution maps, normalised by their union;
for binarisation, a threshold parameter needs to be chosen. In this work, the ground truth masks are
taken to be the union of all bounding boxes of a class in the image and, following prior work [FV17], the
threshold parameter is selected via a heldout set.

Energy-based Pointing Game (EPG) [WWD+20] measures the concentration of attribution energy
within the mask, i.e. the fraction of positive attributions inside the bounding boxes:

EPGk =

∑H
h=1

∑W
w=1Mk,hwA

+
k,hw∑H

h=1

∑W
w=1A

+
k,hw

. (7.2)

In contrast to IoU, EPG more faithfully takes into account the relative importance given to each input
region, since it does not binarise the attributions. Like IoU, the scores lie in [0, 1], with higher scores
indicating better localisation.



104 CHAPTER 7. USING EXPLANATIONS TO GUIDE MODELS

7.1.4 Localisation Losses

We evaluate the most commonly used localisation losses (Lloc in Equation (7.1)) from prior work. We
describe these losses as applied on attribution maps of an image for a single class k, as well as the proposed
EPG-derived Energy loss.

L1 Loss ([GSZH22, GSB+22], Equation (7.3)) minimises the L1 distance between annotation masks
and normalised positive attributions Â+

k , guiding the model towards uniform attributions inside the mask
and suppressing attributions outside of it.

Lloc,k = 1
H×W

∑H
h=1

∑W
w=1∥Mk,hw − Â+

k,hw∥1 (7.3)

Per-pixel Cross Entropy (PPCE) Loss ([SLL+21], Equation (7.4)) applies a binary cross entropy loss
between the mask and the normalised positive annotations Â+

k , thus guiding the model to maximise the
attributions inside the mask:

Lloc,k = − 1
∥Mk∥1

∑H
h=1

∑W
w=1Mk,hw log(Â+

k,hw) . (7.4)

As PPCE does not constrain attributions outside the mask, there is no explicit pressure to avoid spurious
features.

RRR* Loss ([RHDV17], Equation (7.5)). [RHDV17] introduced the RRR loss to regularise the normal-
ised input gradients Âk,hw as

Lloc,k =
∑H

h=1

∑W
w=1(1−Mk,hw)Â

2
k,hw . (7.5)

To extend it to our setting, we take Âk,hw to be given by an arbitrary attribution method (e.g. IntGrad); we
denote this generalised version by RRR*. In contrast to the PPCE loss, RRR* only regularises attributions
outside the ground truth masks. While it thus does not introduce a uniformity prior similar to the L1 loss,
it also does not explicitly promote high importance attributions inside the masks.

Energy Loss. In addition to the losses described in prior work, we propose to also evaluate using the
EPG score ([WWD+20], Equation (7.2)) as a loss function for model guidance, as it is fully differentiable.
In particular, we simply define it as

Lloc,k = −EPGk. (7.6)

Unlike existing localisation losses that either (i) do not constrain attributions across the entire input
(RRR*, PPCE), or (ii) force the model to attribute uniformly within the mask even if it includes irrelevant
background regions (L1, PPCE), maximising the EPG score jointly optimises for higher attribution energy
within the mask and lower attribution energy outside the mask. By not enforcing a uniformity prior, we
find that the Energy loss is able to provide effective guidance while allowing the model to learn freely
what to focus on within the bounding boxes (Section 7.3).

7.1.5 Efficient Optimisation

In contrast to prior work [RHDV17, SLL+21, GSZH22, GSB+22], we perform model guidance on a
multi-label classification setting, and consequently there are multiple ground truth classes whose attribution
localisation could be optimised. Computing and optimising for several attributions within an image would
add a significant overhead to the computational cost of training (multiple backward passes). Hence, for
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efficiency, we sample one ground truth class k per image at random for every batch and only optimise for
localisation of that class, i.e., Lloc=Lloc,k. We find that this still provides effective model guidance while
keeping the training cost tractable.

7.2 EXPERIMENTAL SETUP

In this section, we describe our experimental setup and how we select the best models across metrics; for
full details, see Appendix D. We evaluate across all possible choices for each category, and discuss our
results in Section 7.3.

Datasets. We evaluate on PASCAL VOC 2007 [EVGW+09] and MS COCO 2014 [LMB+14] for
multi-label image classification. In Section 7.3.5, to understand the effectiveness of model guidance in
mitigating spurious correlations, we also evaluate on the synthetically constructed Waterbirds-100 dataset
[SKHL20, PDN+22], where landbirds are perfectly correlated with land backgrounds on the training and
validation sets, but are equally likely to occur on land or water in the test set (similar for waterbirds and
water). With this dataset, we evaluate model guidance for suppressing undesired features.

Attribution Methods and Architectures. As described in Section 7.1.2, we evaluate with IxG [SGK17],
IntGrad [STY17], B-cos [BFS22b, BSFS24], and GradCAM [SCD+17] using models with a ResNet-50
[HZRS16] backbone. For IntGrad, we use an X -DNN ResNet-50 [HSMR21] to reduce the computational
cost, and a B-cos ResNet-50 for the B-cos attributions. To emphasise that the results generalise across
different backbones, we further provide results for a B-cos ViT-S [DBK+21, BSFS24] and a B-cos
DenseNet-121 [HLVDMW17, BSFS24]. We evaluate optimising the attributions at different network
layers, such as at the input image and the last convolutional layers’ output3, as well as at multiple
intermediate layers. Within Chapter 7, we highlight some of the most representative and insightful results,
the full set of results can be found in Appendix D. All models were pretrained on ImageNet [DDS+09],
and model guidance was applied when fine-tuning the models on the target dataset.

Localisation Losses. As described in Section 7.1.4, we compare four localisation losses in our evaluation:
Energy, L1 [GSZH22, GSB+22], PPCE [SLL+21], and RRR* (cf. Section 7.1.4, [RHDV17]).

Evaluation Metrics. As discussed in Section 7.1.3, we evaluate both for classification and localisation
performance of the models. For classification, we report the F1 scores, similar results with mAP scores
can be found in Appendix D. For localisation, we evaluate using the EPG and IoU scores.

Selecting the Best Models. As we evaluate for two distinct objectives (classification + localisation), it is
not trivial to decide which models perform ‘the best’, e.g. a model that provides the best classification
performance might provide significantly worse localisation than a model that provides only slightly
lower classification performance. Finding the right balance and deciding which of those models in fact
constitutes the ‘better’ model depends on the preference of the end user. Hence, instead of selecting
models based on a single metric, we select the set of Pareto-dominant models [Par94, Par08, Bac80]
across three metrics—F1, EPG, and IoU—for each training configuration, as defined by a combination
of attribution method, layer, and loss. Specifically, as shown in Figure 7.4, we train each configuration
using three different choices of λloc, and select the set of Pareto-dominant models among all checkpoints
(epochs and λloc). This provides a more holistic view of the general trends on the effectiveness of model
guidance for each configuration.

3As typically used in IxG (input) and GradCAM (final) respectively.
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Figure 7.4: Selecting models for evaluation. For each configuration, we evaluate every model at every checkpoint
and measure its performance across various metrics (F1, EPG, IoU) on the validation set; i.e. every point in the left
graph corresponds to one model (for B-cos models optimised via the Energy loss at the input layer). Instead of
evaluating a single model on the test set, we evaluate all Pareto-dominant models, see centre and right plot.

7.3 EXPERIMENTAL RESULTS

In this section, we discuss our experimental findings. In particular, in Section 7.3.1, we discuss the
impact of the loss functions on the EPG and IoU scores of the models; in Section 7.3.2, we analyse the
impact of the models and attribution methods; in Section 7.3.3, we show that guiding the models via their
explanations can lead to improved classification accuracy. In Section 7.3.4, we present additional studies
in which we evaluate and discuss the cost of model guidance approaches: in particular, we study model
guidance with limited additional labels, with increasingly coarse bounding boxes, and at deep layers in
the network. Finally, in Section 7.3.5, we show the utility of model guidance in improving accuracy in the
presence of distribution shifts. For easier reference, we label our individual findings as R1–R9.

Note. To draw conclusive insights and highlight general and reliable trends in the experiments, we
compare the Pareto curves (see Figure 7.4) of individual configurations. If the Pareto curve of a specific
loss (e.g. Energy in Figure 7.5) consistently Pareto-dominates the Pareto curves of all other losses, we can
conclude that for the combination of evaluated metrics (e.g. EPG vs. F1), this loss is the best choice.

7.3.1 Comparing Loss Functions for Model Guidance

In the following, we highlight the main insights gained from the quantitative evaluations. For a qualitative
comparison between the losses, please see Figure 7.9; note that we show examples for a B-cos model as
the differences become clearest; full results can be found in Appendix D.

R1 The Energy Loss Yields the Best EPG Scores. In Figure 7.5, we plot the Pareto curves for EPG
vs. F1 scores for a wide range of configurations (see Section 7.2) on VOC (a) and COCO (b); specifically,
we group the results by model type (Vanilla, X -DNN, B-cos), the layer depths at which the attribution
was regularised (Input / Final), and the loss used during optimisation (Energy, L1, PPCE, RRR*). From
these results it becomes apparent that the optimisation with the Energy loss yields the best trade-off
between accuracy (F1) and the EPG score: e.g., when looking at the upper right plot in Figure 7.5a
we can see that the Energy loss (red dots) improves over the baseline B-cos model (white cross) by
improving the localisation in terms of EPG score with only a minor cost in classification performance
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(a) PASCAL VOC results for EPG vs. F1.
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(b) MS COCO results for EPG vs. F1.

Figure 7.5: EPG vs. F1, for different datasets ((a): VOC; (b): COCO), losses (markers) and models (columns),
optimised at different layers (rows); additionally, we show the performance of the baseline model before fine-tuning
and demarcate regions that strictly dominate (are strictly dominated by) the baseline performance in green (grey).
For each configuration, we show the Pareto fronts (cf. Figure 7.4) across regularisation strengths λloc and epochs (cf.
Section 7.3 and Figure 7.4). We find the Energy loss to give the best trade-off between EPG and F1.

(i.e. F1 score). Further trading off F1 scores yields even higher EPG scores. Importantly, the Energy
loss Pareto-dominates all the other losses (RRR*: blue diamonds; L1: green triangles; PPCE: yellow
pentagons). This is is also true for the other network types (Vanilla ResNet-50, Figure 7.5a (top left), and
X -DNN, Figure 7.5a (top centre)) and at the final layer (bottom row), and generalises across backbone
architectures (Figure 7.7). When comparing Figure 7.5a and Figure 7.5b, we also find these results to be
highly consistent between datasets.

R2 The L1 Loss Yields the Best IoU Performance. Similarly, in Figure 7.6, we plot the Pareto curves of
IoU vs. F1 scores for various configurations at the final layer; for the IoU results at the input layer and on
the COCO dataset, please see Appendix D. For IoU, the L1 loss provides the best trade-off and, with few
exceptions, L1-guided models Pareto-dominate all other models in all configurations.

R3 The Energy Loss Focuses Best on On-object Features. By not forcing the models to highlight the
entire bounding boxes (see Section 7.1.4), we find that the Energy loss also suppresses background features
within the bounding boxes, thus better preserving fine details of the explanations (cf. Figures 7.9 and 7.11).
To quantify this, we evaluate the distribution of Energy (Equation (7.2)) just within the bounding boxes.
For this, we take advantage of the segmentation mask annotations available for a subset of the VOC test
set. Specifically, we measure the Energy contained in the segmentation masks versus the entire bounding
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Figure 7.6: IoU vs. F1, for different losses (markers) and models (columns) for VOC; results for COCO are in
Appendix D. Additionally, we show the performance of the baseline model before fine-tuning and demarcate regions
that strictly dominate (are strictly dominated by) the baseline model in green (grey). For each configuration, we
show the Pareto fronts (Figure 7.4) across regularisation strengths λloc and all epochs; for details, see Sections 7.2
and 7.3. Across all configurations, we find the L1 loss to provide the largest gains in IoU at the lowest cost.
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Figure 7.7: EPG vs. F1 on VOC. We observe the same trends as in Figure 7.5a for different backbone architectures,
specifically a B-cos DenseNet-121 and a B-cos ViT-S. For IoU results, see Appendix D.

box, which indicates how much of the attributions actually highlight on-object features. We find that the
Energy loss outperforms L1 across all models and configurations; see Appendix D for details.

In short, we find that the Energy loss works best for improving the EPG metric, whereas the L1 loss
yields the highest gains in terms of IoU; depending on the use case, either of these losses could thus
be recommendable. However, we find that the Energy loss is more robust to annotation errors (R8,
Section 7.3.4), and, as discussed in R3, the Energy loss more reliably focuses on object-specific features.

7.3.2 Comparing Models and Attribution Methods

In the following, we highlight our findings regarding different attribution methods and models. Given the
similarity of the results between GradCAM and IxG, and since B-cos attributions performed better than
GradCAM for B-cos models, we show GradCAM results in Appendix D.

R4 At the Input Layer, B-cos Explanations Perform Best. The B-cos models not only achieve the
highest EPG/ IoU performance before applying model guidance, (‘baselines’) but also obtain the highest
gains in EPG and IoU and thus the highest overall performance (for EPG see Figure 7.5, right; for IoU,
see Appendix D): e.g., an Energy-based B-cos model achieves an EPG score of 71.7 @ 79.4% F1, thus
significantly outperforming the best EPG scores of both other model types at a lower cost in F1 (Vanilla:
55.8 @ 69.0%, X -DNN: 62.3 @ 68.9%). This is also observed qualitatively, as we show in Appendix D.

R5 Regularising at the Final Layer Yields Consistent Gains. As can be seen in Figure 7.5 (bottom)
and Figure 7.6, all models can be guided well via regularisation at the final layer, i.e. all models show
improvements in IoU and EPG score.
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Figure 7.8: Faster training by guiding at later layers. While input-level attributions tend to be more detailed (cf.
Figure 7.2), they are costlier to compute than attributions at later layers. However, we find that guidance at later
layers (e.g. @Mid3) also significantly improves input-level attributions, yielding similar EPG results as input-level
guidance (@Input) at up to twice the training speed; for IoU results, see Appendix D.

ca
r

Input Baseline PPCE L1 Energy RRR*

Figure 7.9: Loss comparison for input attributions of a B-cos model. We show attributions before (baseline, col. 2)
and after guidance (cols. 3-6) for a specific image (col. 1) and its bounding box annotation. We find that the Energy
and the RRR* losses yield sparse attributions, whereas the L1 loss yields smoother attributions, as it is optimised to
fill the entire bounding box. For the PPCE loss we observe only a minor effect on the attributions.

In short, we find model guidance to work well across all tested models when optimising at the final layer
(R5), highlighting its wide applicability. However, the inherent explanations of B-cos models yield more
detailed and well-localised attributions at the input layer (R4).

7.3.3 Improving Accuracy with Model Guidance

R6 Model Guidance can Improve Accuracy. For both the Vanilla models (final layer) and the X -
DNNs (input+final), we found models that improve the localisation metrics and the F1 score. These
improvements are particularly pronounced for the X -DNN: e.g., we find models that improve the EPG
and F1 scores by ∆=7.2 p.p. and ∆=1.4 p.p. respectively (Figure 7.5, centre top), or the IoU and F1
scores by ∆=11.9 p.p. and ∆=1.4 p.p. (Figure 7.6, centre).

However, overall we observe a trade-off between localisation and accuracy (Figures 7.5 and 7.6). Given
the similarity of the training and test distributions, focusing on the object need not improve classification
performance, as spurious features are also present at test time, and discouraging the guided model relying
on contextual features makes the classification more challenging. In Section 7.3.5, we show that guidance
can significantly improve performance when there is a distribution shift between training and test.

7.3.4 Efficiency and Robustness Considerations

While bounding boxes decrease the data collection cost with respect to segmentation masks, they can
nonetheless be expensive to obtain, especially when expert knowledge is required. To further reduce
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Figure 7.10: Quantitative results for dilated bounding boxes for a B-cos model at the input layer. We show EPG
and IoU (top and bottom) results for models trained with various amounts of annotation errors (increasingly large
bounding boxes, see Figure 7.11). The Energy loss yields highly consistent results despite training with heavily
dilated bounding boxes (left), whereas the results of the L1 loss (right) worsen markedly; best viewed in colour.

those costs, in this section, we assess the robustness of guiding the model with a limited number (R7)
or increasingly coarse annotations (R8). Apart from data efficiency, we further explore how training
efficiency can be improved for fine-grained (i.e. input-level) explanations (R9), as explanations at early
layers are more costly to obtain than those at later layers.

R7 Model Guidance Requires Only Few Additional Annotations. In Figure 7.12, we show that the
EPG score can be significantly improved with a very limited number of annotations; for IoU results, see
Appendix D. Specifically, we find that when using only 1% of the training data (25 annotated images) for
VOC, improvements of up to ∆=23.0 p.p. (∆=1.4) in EPG (IoU) can be obtained, at a minor drop in
F1 (∆=0.3 p.p. and ∆=2.5 p.p. respectively). When annotating up to 10% of the images, very similar
results can be achieved as with full annotation (see e.g. cols. 2+3 in Figure 7.12).

R8 The Energy Loss is Highly Robust to Annotation Errors. As discussed in Section 7.1.4, the Energy
loss only directs the model on which features not to use and does not impose a uniform prior on the
attributions within the bounding boxes. As a result, we find it to be much more stable to annotation errors:
e.g., in Figure 7.10, we visualise how the EPG (top) and IoU (bottom) scores of the best performing
models under the Energy (left) and L1 loss (right) evolve when using coarser bounding boxes; for this,
we simply dilate the bounding box size by p∈{10, 25, 50}% during training, see Figure 7.11. While the
models optimised via the L1 loss achieve increasingly worse results (right), the Energy-optimised models
are essentially unaffected by the coarseness of the annotations.

In short, we find that the models can be guided effectively at a low cost in terms of annotation effort, as
only few annotations (e.g. 25 for VOC) are required (cf.R7), and, especially for the Energy loss, these
annotations can be very coarse and do not have to be ‘pixel-perfect’ (cf.R8).
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Figure 7.11: Qualitative results for dilated bounding boxes for a B-cos model at input. Examples for attributions
(rows 2+3) of models trained with dilated bounding boxes (row 1). In contrast to L1, models trained with Energy
show significant gains in object focus even with significant noise (e.g. ‘Baseline’ vs. ‘50%’).

R9 Guidance at Deep Layers can be Effective. While guided input-level explanations of B-cos
Networks exhibit a high degree of detail, regularising those explanations comes at an added training cost.
In particular, optimising at the input layer requires backpropagating through the entire network to compute
the attributions. In an effort to reduce training costs whilst maintaining the benefits of fine-grained
explanations at input resolution, we evaluate if input-level attributions benefit from an optimisation at
deeper layers. Specifically, we regularise B-cos attributions at the final and at three intermediate layers
(Mid{1,2,3}), and evaluate the localisation of attributions at the input. We find (Figure 7.8) that training at
a deeper layer can provide significant speed-ups, often at a negligible cost in localisation performance.
E.g., since we do not have to compute a full backward pass through the model during training, optimising
at Mid2 (col. 2 in Figure 7.8) provides similar gains in localisation at a 1.7x speed-up in training time.
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Figure 7.12: EPG results with limited annotations for a B-cos model at the input layer, optimised with the
Energy and the L1 loss. Using bounding box annotations for as little as 1% (left) of the images yields significant
improvements in EPG, and with 10% (centre) similar gains as in the fully annotated setting (right) are obtained.



112 CHAPTER 7. USING EXPLANATIONS TO GUIDE MODELS

Waterbird

on land

Baseline

Land/Landbird
Conf.: 65%

Energy

Waterbird
Conf.: 88%

L1

Waterbird
Conf.: 96%

Energy

Land
Conf.: 86%

L1

Land
Conf.: 65%

Conventional setting Reversed setting

Figure 7.13: Qualitative Waterbirds-100 results. Without guidance, a model might focus on the background to
classify birds (baseline) and thus misclassify waterbirds on land (col. 2). Guiding models can correct such errors
and focus on the desired feature: in cols. 3+4 (5+6) the model is guided to classify by using the bird (background)
features and arrives at the desired prediction. Predictions and confidence scores are indicated below the images.

Conventional Reversed
Model Worst Overall Worst Overall

Baseline 43.4 (±2.4) 68.7 (±0.2) 56.6 (±2.4) 80.1 (±0.2)

Energy 56.1 (±4.0) 71.2 (±0.1) 62.8 (±2.1) 83.6 (±1.1)
L1 51.1 (±1.9) 69.5 (±0.2) 58.8 (±5.0) 82.2 (±0.9)

Table 7.1: Waterbirds-100 results. Model guidance is effective in improving both worst-group (‘Waterbird on
Land’) and overall accuracy in the conventional (Landbird vs. Waterbird) and reversed (Land vs. Water) settings.
For full results, please see Appendix D.

7.3.5 Effectiveness Against Spurious Correlations

To evaluate the potential for mitigating spurious correlations, we evaluate model guidance with the
Energy and L1 losses on the synthetically constructed Waterbirds-100 dataset [SKHL20, PDN+22]. We
perform model guidance under two settings: (1) the conventional setting to classify between landbirds and
waterbirds, using the region within the bounding box as the mask; and (2) the reversed setting [PDN+22]
to classify the background, i.e., land vs. water, using the region outside the bounding box as the mask. To
simulate a limited annotation budget, we only use bounding boxes for a random 1% of the training set,
and report results averaged over four runs. We show the results for the worst-group accuracy (i.e., images
containing a waterbird on land) and the overall accuracy using B-cos models in Table 7.1; full results for
all attributions and models can be found in Appendix D.

Both losses consistently and significantly improve the accuracy in the conventional and the reversed
settings by guiding the model to select the ‘right’ features, i.e. birds (conventional) or background
(reversed). This guidance can also be observed qualitatively (cf. Figure 7.13).

7.4 CONCLUSION

In this chapter, we comprehensively evaluated various models, attribution methods, and loss functions for
their utility in guiding models to be “right for the right reasons”.

In summary, we find that guiding models via bounding boxes can significantly improve EPG and IoU
performance of the optimised attribution method, with the Energy loss working best to improve the EPG
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score (R1) and the L1 loss yielding the highest gains in IoU scores (R2). While the B-cos models achieve
the best results in IoU and EPG score at the input layer (R4), all tested model types (Vanilla, X -DNN,
B-cos) lend themselves well to being optimised at the final layer (R5), which can even improve attribution
maps at early layers (R9). Further, we find that regularising the explanations of the models and thereby
‘telling them where to look’ can increase the object recognition performance (mAP/accuracy) of some
models (R6), especially when strong spurious correlations are present (Section 7.3.5). Interestingly, those
gains (EPG, IoU), can be achieved with relatively little additional annotation (R7). Lastly, we find that by
not assuming a uniform prior over the attributions within the annotated bounding boxes, training with the
energy loss is more robust to annotation errors (R8) and results in models that produce attribution maps
that are more focused on class-specific features (R3).
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In contrast to providing additional information to models via human annotations, see Chapter 7, in
this chapter we investigate whether explanations can also help transfer knowledge between models. In
particular, we study whether explanations can help improve knowledge distillation (KD) approaches.
KD [HVD15] has proven to be an effective scheme for improving classification accuracies of relatively
small ‘student’ models, by training them to match the logit distribution of larger, more powerful ‘teacher’
models. Despite its simplicity, this approach can be sufficient for the students to match the teacher’s
accuracy, while requiring only a fraction of the computational resources of the teacher [BZR+22].

Recent findings, however, show that while the students might match the teacher’s accuracy, the knowledge
is nonetheless not distilled faithfully [SIK+21]. Faithful KD, i.e., a distillation that ensures that the
teacher’s and the student’s functions share properties beyond classification accuracy, is however desirable
for many reasons. E.g., the lack of agreement between models [SIK+21] can hurt the user experience
when updating machine-learning-based applications [BNK+19, YXK+21]. Similarly, if the students use
different input features than the teachers, they might not be right for the right reasons [RHDV17]. Further,
given the recent AI Act proposal by European legislators [Cou21], it is likely that the interpretability of
models will play an increasingly important role and become an intrinsic part of the model functionality.
To maintain the full functionality of a model, KD should thus ensure that the students allow for the same
degree of model interpretability as the teachers.

To address this, in this chapter we study if promoting explanation similarity using commonly used model
explanations such as GradCAM [SCD+17] or those of the B-cos models [BFS22b] introduced in Chapter 6
can increase KD fidelity. This should be the case if such explanations indeed reflect meaningful aspects of
the models’ ‘internal reasoning’. Concretely, we propose ‘explanation-enhanced’ KD (e2KD), a simple,
parameter-free, and model-agnostic addition to KD in which we train the student to also match the teacher’s
explanations. Interestingly, despite its simplicity, we find e2KD to significantly improve distillation fidelity
in a variety of settings (Figure 8.1). Specifically, e2KD improves student accuracy by ensuring that the
students learn to be right for the right reasons and inherently promotes consistent explanations between
teachers and students. Moreover, the benefits of e2KD are robust to limited data, approximate explanations,
and across model architectures. In summary, we make the following contributions:

(1) We propose explanation-enhanced KD (e2KD) and train the students to not only match the teachers’
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Figure 8.1: A good teacher explains. Using explanation-enhanced KD (e2KD) can improve KD fidelity and student
performance. E.g., e2KD allows the student models to more faithfully approximate the teacher, especially when
using fewer data, leading to large gains in accuracy and agreement between teacher and student (left). Further, by
guiding the students to give the same explanations as the teachers, e2KD ensures that students learn to be ‘right for
the right reasons’, improving their accuracy under distribution shifts (centre). Lastly, e2KD students learn similar
explanations as the teachers, thus exhibiting a similar degree of interpretability as the teacher (right) .

logits, but also their explanations (Section 8.1.1). This not only yields highly competitive students in terms
of accuracy, but also significantly improves KD fidelity on the ImageNet [DDS+09], Waterbirds-100
[SKHL20, PDN+22], and PASCAL VOC 2007 [EVGW+09] datasets.

(2) We discuss three desiderata for measuring KD fidelity. In particular, we (a) evaluate whether the
student is performant and has high agreement with the teacher (Section 8.1.2.1), (b) examine whether
students learn to use the same input features as a teacher that was guided to be ‘right for the right reasons’
even when distilling with biased data (Section 8.1.2.2), and (c) explore whether they learn the same
explanations and architectural priors as the teacher (Section 8.1.2.3).

(3) We show e2KD to be a robust approach for improving knowledge distillation, which provides
consistent gains across model architectures and with limited data. Moreover, e2KD is even robust to using
cheaper ‘approximate’ explanations. Specifically, for this we propose using ‘frozen explanations’ which
are only computed once and, during training, we apply any augmentations simultaneously to the image
and the explanations (Section 8.1.3).



8.1 EXPLANATION-ENHANCED KD (E2KD) & DISTILLATION FIDELITY 117

8.1 EXPLANATION-ENHANCED KD (E2KD) & DISTILLATION FIDELITY

To increase KD fidelity, in Section 8.1.1 we introduce our proposed explanation-enhanced KD (e2KD).
Further, in Section 8.1.2, we present three desiderata that faithful KD should fulfill and why we expect
e2KD to be beneficial in the presented settings. Finally, in Section 8.1.3, we describe how to take
advantage of e2KD even without querying the teacher more than once per image when training the student.

Notation. For model M and input x, we denote the predicted class probabilities by pM (x), obtained
using softmax σ(.) over output logits zM (x), possibly scaled by temperature τ . Lastly, we denote the
class with highest probability by ŷM .

8.1.1 Explanation-Enhanced Knowledge Distillation (e2KD)

The logit-based knowledge distillation loss LKD which minimises KL-Divergence DKL between teacher
T and student S output probabilities is given by

LKD = τ2DKL(pT (x; τ) || pS(x; τ))

= −τ2
c∑

j=1

σj

(zT
τ

)
log σj

(zS
τ

)
.

(8.1)

In this work, we propose to leverage advances in model explanations for DNNs and explicitly include a
term Lexp that promotes explanation similarity to increase KD fidelity:

L = LKD + λLexp . (8.2)

Specifically, we maximise the similarity between the models’ explanations, for the class ŷT :

Lexp = 1− sim (E(T, x, ŷT ), E(S, x, ŷT )) . (8.3)

Here, E(M,x, ŷT ) denotes an explanation of model M for class ŷT and sim a similarity function; in
particular, we rely on well-established explanation methods (e.g. GradCAM [SCD+17]) and use cosine
similarity in our experiments.

e2KD is Model-agnostic. Note that by computing the loss only across model outputs and explanations,
e2KD does not make any reference to architecture-specific details. In contrast to feature distillation
approaches, which match specific blocks between teacher and student, e2KD thus holds the potential to
seamlessly work across different architectures without any need for adaptation. As we show in Section 8.2,
this indeed seems to be the case, with e2KD improving KD performance out of the box for a variety of
model architectures, such as CNNs, B-cos CNNs, and even B-cos ViTs [BSFS24].

8.1.2 Evaluating Benefits of e2KD

We now discuss three desiderata that faithful KD should fulfill and why we expect e2KD to be beneficial.
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8.1.2.1 Desideratum 1: High Agreement with the Teacher

First, faithful KD should ensure that the student classifies any given sample in the same way as the teacher,
i.e., it should have high agreement [SIK+21] with the teacher. For inputs {xi}Ni=1 this is defined as:

Agreement(T, S) =
1

N

N∑
i=1

1ŷi,T=ŷi,S . (8.4)

While [SIK+21] found that more data points can improve the agreement, in practice, the original dataset
that was used to train the teacher might be proprietary or prohibitively large (e.g. [RKH+21]). It is thus
highly desirable to effectively distill knowledge efficiently with fewer data. As a proxy to evaluate the
effectiveness of a given KD approach in such a setting, we propose to use a teacher trained on a large
dataset (e.g. ImageNet [DDS+09]) and distill its knowledge to a student using as few as 50 images per
class (≈ 4% of the data) or even perform KD on images of an unrelated dataset.

Compared to standard supervised training, it has been argued that KD improves the student performance
by providing more information (full logit distribution instead of binary labels). Similarly, by additionally
providing the teachers’ explanations, we show that e2KD boosts the performance even further, especially
when fewer data is available to learn the same function as the teacher (Section 8.2.1).

8.1.2.2 Desideratum 2: Learning the ‘Right’ Features

Despite achieving high accuracy, models often rely on spurious input features (are not “right for the right
reasons” [RHDV17]), and can generalise better if guided to use the ‘right’ features via human annotations.
This is particularly useful in the presence of distribution shifts [SKHL20]. Hence, faithful distillation
should ensure that student models also learn to use these ‘right’ features from a teacher that uses them.

To assess this, we use a binary classification dataset [SKHL20] in which the background is highly
correlated with the class label in the training set, making it challenging for models to learn to use the actual
class features for classification. We use a teacher that has explicitly been guided to focus on the actual
class features and to ignore the background. Then, we evaluate the student’s accuracy and agreement with
the teacher under distribution shift, i.e., at test time, we evaluate on images in which the class-background
correlation is reversed. By providing additional spatial clues from the teachers’ explanations to the
students, we find that e2KD significantly improves performance over KD (Section 8.2.2).

8.1.2.3 Desideratum 3: Maintaining Interpretability

Note that the teacher models might be trained explicitly to exhibit certain desirable properties in their
explanations [RBPAS23], or do so as a result of a particular training paradigm [CTM+21] or the model
architecture [BSFS24].

We propose two settings to test if such properties are transferred. First, we measure how well the students’
explanations reflect properties the teachers were explicitly trained for, i.e. how well they localise class-
specific input features when using a teacher that has explicitly been guided to do so [RBPAS23]. We find
e2KD to lend itself well to maintaining the interpretability of the teacher, as the explanations of students
are explicitly optimised for this (Section 8.2.3.1).

Secondly, we perform a case study to assess whether KD can transfer priors that are not learnt, but rather
inherent to the model architecture. Specifically, as discussed in Chapter 6, the explanations of B-cos ViTs
are sensitive to image shifts, even when shifting by just a few pixels. While we showed that this can be
mitigated by using a short convolutional stem in Chapter 6, in Section 8.2.3.2, we find that by learning
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Figure 8.2: Distillation on biased data. We distill a
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Figure 8.3: Maintaining focused explanations. We
distill a B-cos ResNet-50 teacher that has been trained
with the EPG loss to not focus on confounding input
features ( col. 2), to a B-cos ResNet-18 student with KD
( col. 3) and e2KD ( col. 4). The explanations for e2KD
are significantly closer to the teacher’s (and hence more
human-aligned). Samples are from the VOC test set,
with all models correctly classifying the shown samples.

from a CNN teacher under e2KD, the explanations of a ViT student without convolutions also become
largely invariant to image shifts, and exhibit similar patterns as the teacher.

8.1.3 e2KD with ‘Frozen’ Explanations

Especially in the ‘consistent teaching’ setup of [BZR+22], KD requires querying the teacher for every
training step, as the input images are repeatedly augmented. To reduce the compute incurred by evaluating
the teacher, the idea of using a ‘fixed teacher’ has been explored by prior logit-based KD approaches
[YOH+21, SX22, FPM+23], where logits are pre-computed once at the start of training and used for
all augmentations. Analogously, we propose to use pre-computed explanations for images in the e2KD
framework. For this, we apply the same augmentations (e.g. cropping or flipping) to images and the
teacher’s explanations during distillation. In Section 8.2.4, we show that e2KD is robust to such ‘frozen’
explanations, despite the fact that they of course only approximate the teacher’s explanations. As such,
frozen explanations provide a trade-off between optimising for explanation similarity and reducing the
cost due to the teacher.

8.2 RESULTS

In the following, we present our results. Specifically, in Section 8.2.1 we first compare various KD
approaches in terms of accuracy and agreement on the ImageNet dataset as a function of the distillation
dataset size. We then present the results on learning the ‘right’ features from biased data in Section 8.2.2
and on maintaining the interpretability of the teachers in Section 8.2.3. Lastly, in Section 8.2.4, we show
that e2KD can also yield significant benefits with approximate ‘frozen’ explanations (cf. Section 8.1.3).
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Before turning to the results, however, in the following we first provide some general details with respect
to our training setup and the explanations used for e2KD.

Training Details. In general, we follow the recent KD setup from [BZR+22], which has shown significant
improvements for KD; results based on the setup followed by [ZK17, CLZJ21, GYLL23] can be found in
Appendix E. Unless specified otherwise, we use the AdamW optimiser [LH19] and, following [BFS22b],
do not use weight decay for B-cos models. We use a cosine learning rate schedule with initial warmup for
5 epochs. For the teacher-student logit loss on multi-label VOC dataset, we use the logit loss following
[YXZ+23] instead of Equation (8.1). For AT [ZK17], CAT-KD [GYLL23], and ReviewKD [CLZJ21],
we follow the original implementation and use cross-entropy based on the ground truth labels instead
of Equation (8.1); for an adaptation to B-cos models, see Appendix E. For each method and setting, we
report the results of the best hyperparameters (softmax temperature and the methods’ loss coefficients)
as obtained on a separate validation set. Unless specified otherwise, we augment images via random
horizontal flipping and random cropping with a final resize to 224×224. For full details, see Appendix E.

Explanation Methods. For e2KD, we use GradCAM [SCD+17] for standard models and B-cos explan-
ations for B-cos models, optimising the cosine similarity as per Equation (8.3). For B-cos, we use the
dynamic weights W(x) as explanations [BFS22b].

8.2.1 e2KD Improves Learning from Limited Data

Setup. To test the robustness of e2KD with respect to the dataset size (Section 8.1.2.1), we distill with 50
(≈ 4%) or 200 (≈ 16%) shots per class, as well as the full ImageNet training data; further, we also test
without any access to ImageNet, by performing KD on the SUN397 [XHE+10], whilst still evaluating on
ImageNet (and vice versa). We distill ResNet-34 [HZRS16] teachers into ResNet-18 students, both for
standard and B-cos models; additionally, we use a B-cos DenseNet-169 [HLVDMW17] as a teacher to
evaluate distillation across architectures. For reference, we also provide results as obtained via attention
transfer (AT) [ZK17], CAT-KD [GYLL23], and ReviewKD [CLZJ21].

Results. In Tables 8.1 and 8.2, we show that e2KD can significantly improve KD in terms of top-1
accuracy as well as top-1 agreement with the teacher on ImageNet. We observe particularly large gains
for small distillation dataset sizes. E.g., accuracy and agreement for conventional models on 50 shots
improve by 5.1 (B-cos: 8.6) and 6.2 (B-cos: 10.0) p.p. respectively. In Table 8.5, we show that e2KD also
provides significant gains in the ‘data-free’ setting [BZR+22], improving the accuracy and agreement of
the student by 4.9 and 5.4 p.p. respectively, despite computing the explanations on an unrelated dataset
(i.e. SUN→ImageNet, right). Similar gains can be observed when using ImageNet images to distill a
teacher trained on SUN (i.e. ImageNet →SUN, left).

8.2.2 e2KD Improves Learning the ‘Right’ Features

Setup. To assess whether the students learn to use the same input features as the teacher (Section 8.1.2.2),
we use the Waterbirds-100 dataset [SKHL20], a binary classification task between land- and waterbirds,
in which birds are highly correlated with the image backgrounds during training. As teachers, we use
pre-trained ResNet-50 models from [RBPAS23], which were guided to use the bird features instead of the
background; as in Section 8.2.1, we use conventional and B-cos models and provide results obtained via
prior work for reference.
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Standard Models
Teacher ResNet-34

Accuracy 73.3%

50 Shots 200 Shots Full data

Accuracy Agreement Accuracy Agreement Accuracy Agreement

Baseline ResNet-18 23.3 24.8 47.0 50.2 69.8 76.8

AT [ZK17] 38.3 41.1 54.7 59.0 69.7 74.9
ReviewKD [CLZJ21] 51.2 55.6 63.0 69.0 71.4 80.0
CAT-KD [GYLL23] 32.1 34.5 52.4 56.7 70.9 78.7

KD [HVD15, BZR+22] 49.8 55.5 63.1 71.9 71.8 81.2
+ e2KD (GradCAM) 54.9 (+ 5.1) 61.7 (+ 6.2) 64.1 (+ 1.0) 73.2 (+ 1.3) 71.8 (+ 0.0) 81.6 (+ 0.4)

Table 8.1: KD on ImageNet for standard models. For a ResNet-34 teacher and a ResNet-18 student, we show
the accuracy and agreement of various KD approaches for three different distillation dataset sizes. We observe
that across all settings e2KD yields significant top-1 accuracy gains over vanilla KD, while remaining competitive
with prior work. Crucially, e2KD also exhibits the highest degree of distillation fidelity as measured by the top-1
agreement with the teacher. Similar results are also observed for B-cos models, see Table 8.2.

B-cos Models
Teacher ResNet-34

Accuracy 72.3%

50 Shots 200 Shots Full data

Accuracy Agreement Accuracy Agreement Accuracy Agreement

Baseline ResNet-18 32.6 35.1 53.9 59.4 68.7 76.9

AT [ZK17] 32.6 35.8 45.8 51.1 69.0 77.2
ReviewKD [CLZJ21] 47.5 53.2 54.1 60.8 57.0 64.6
CAT-KD [GYLL23] 53.1 59.8 58.6 66.4 63.9 73.7

KD [HVD15, BZR+22] 35.3 38.4 56.5 62.9 70.3 79.9
+ e2KD (B-cos) 43.9 (+ 8.6) 48.4 (+10.0) 58.8 (+ 2.3) 66.0 (+ 3.1) 70.6 (+ 0.3) 80.3 (+ 0.4)

Table 8.2: KD on ImageNet for B-cos models. For a B-cos ResNet-34 teacher and a B-cos ResNet-18 student, we
show the accuracy and agreement of various KD approaches for three different distillation dataset sizes. We observe
that across all settings e2KD yields significant accuracy and agreement gains over vanilla KD, whilst also remaining
competitive with prior work.

B-cos Models
Teacher DenseNet-169

Accuracy 75.2%

50 Shots 200 Shots Full data

Accuracy Agreement Accuracy Agreement Accuracy Agreement

Baseline ResNet-18 32.6 34.5 53.9 58.4 68.7 75.5

KD [HVD15, BZR+22] 37.3 40.2 51.3 55.6 71.2 78.8
+ e2KD (B-cos) 45.4 (+ 8.1 ) 49.0 (+ 8.8) 55.7 (+ 4.4) 60.7 (+ 5.1) 71.9 (+ 0.7) 79.8 (+ 1.0)

❄ KD 33.4 35.7 50.4 54.5 68.7 75.2
❄ + e2KD (B-cos) 38.7 (+ 5.3 ) 41.7 (+ 6.0 ) 53.6 (+ 3.2 ) 58.3 (+ 3.8 ) 69.5 (+ 0.8 ) 76.4 (+ 1.2 )

Table 8.3: KD on ImageNet for B-cos models for a DenseNet-169 teacher and with ‘frozen’ ( ❄ ) explanations
and logits. Similar to the results in Table 8.2, we find that e2KD adds significant gains to ‘vanilla’ KD across dataset
sizes (50 Shots, 200 Shots, full data). Given that e2KD does not rely on matching specific blocks between architec-
tures (cf. [CLZJ21, ZK17]), it seamlessly generalises across architectures. Further, e2KD can also be performed
with ‘frozen’ ( ❄ ) explanations by augmenting images and pre-computed explanations jointly (Section 8.1.3).
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Figure 8.4: KD on out-of-distribution data for standard models on Waterbirds-100. Accuracy (top) and
agreement (bottom) when distilling from a ResNet-50 teacher to a ResNet-18 student with various KD approaches.
Following [BZR+22], we additionally evaluate the effectiveness of adding mixup (col. 2) and, additionally, long
teaching (col. 3). We find that our proposed e2KD provides significant benefits in both accuracy and agreement over
vanilla KD, and is further enhanced by the use of long teaching and mixup. We show the performance of prior work
for reference, and find that e2KD performs competitively. For results on B-cos models, please see Appendix E.

Results. In Figure 8.4, we present our results on the Waterbirds dataset for standard models. Specifically,
we evaluate the accuracy and student-teacher agreement of each method on object-background combina-
tions not seen during training (i.e. ‘Waterbirds on Land’ and ‘Landbirds on Water’) to assess how well the
students learnt from the teacher to use the ‘right’ features (i.e. the birds).

In light of the findings by [BZR+22] that long teaching schedules and strong data augmentations help, we
do so for three settings1: (1) for 700 epochs, (2) with additional mixup [ZCDLP18] for data augmentation,
as well as (3) for training 5x longer (‘patient teaching’).

Across settings, we find that e2KD consistently and significantly improves the performance of KD both in
terms of accuracy and agreement. Despite its simplicity, it compares favourably to prior work in terms
of accuracy and agreement, indicating that e2KD indeed helps improving KD fidelity. For quantitative
results obtained with B-cos models, see Figure 8.1 (centre) and Appendix E. We also find clear qualitative
improvements in the model’s ability to focus on the ‘right’ features, see Figure 8.2.

Further, consistent with [BZR+22], we find mixup augmentation and longer training schedules to also
significantly improve agreement. This provides additional evidence for the hypothesis put forward by
[BZR+22] that KD could be sufficient for function matching if performed for long enough. As such, and
given the simplicity of the dataset, the low resource requirements, and a clear target (100% agreement
on unseen combinations), we believe the Waterbirds dataset to constitute a great benchmark for future
research on KD fidelity.

8.2.3 e2KD Improves the Student’s Interpretability

In this section, we show results on maintaining the teacher’s interpretability (cf. Section 8.1.2.3). In
particular, we show that e2KD naturally lends itself to distilling localisation properties into the student
that the teacher was trained for (Section 8.2.3.1) and that even architectural priors of a CNN teacher can
be transferred to a ViT student (Section 8.2.3.2).

1Compared to ImageNet, the small size of the Waterbirds-100 dataset allows for reproducing the ‘patient teaching’ results
with limited compute.
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EPG Teacher IoU Teacher
EPG IoU F1 EPG IoU F1

Teacher ResNet-50 75.7 21.3 72.5 65.0 49.7 72.8
Baseline ResNet-18 50.0 29.0 58.0 50.0 29.0 58.0

KD [YXZ+23] 60.1 31.6 60.1 58.9 35.7 62.7
+ e2KD (B-cos) 71.1 24.8 67.6 60.3 45.7 64.8

Table 8.4: e2KD on VOC. We compare KD and e2KD
when distilling from a teacher guided [RBPAS23] to
either optimise for EPG (left) or IoU (right). Explan-
ations of the e2KD student better align with those of
the teacher, as evidenced by significantly higher EPG
(IoU) scores when distilled from the EPG (IoU) teacher.
e2KD students also achieve higher accuracy (F1).

IMN → SUN SUN → IMN
Acc. Agr. Acc. Agr.

Teacher DenseNet-169 60.5 - 75.2 -
Baseline ResNet-18 57.7 67.9 68.7 75.5

KD [HVD15] 53.5 65.0 14.9 16.7
+ e2KD (B-cos) 54.9 67.7 19.8 22.1

Table 8.5: ‘Data-free’ KD. We distill a B-cos DenseNet-
169 teacher model, left: trained on the SUN [XHE+10]
dataset using ImageNet (IMN→SUN), and right:
trained on ImageNet using SUN (SUN→IMN). In both
cases, we see that the B-cos ResNet-18 student distilled
with e2KD achieves significantly higher accuracy and
agreement scores than student trained via vanilla KD.

8.2.3.1 Maintaining Focused Explanations

Setup. To assess whether the students learn to give similar explanations as the teachers, we distill B-cos
ResNet-50 teachers into B-cos ResNet-18 students on PASCAL VOC 2007 [EVGW+09] in a multi-label
classification setting. Specifically, we use two different teachers: one with a high EPG (EPG Teacher),
and one with a high IoU score (IoU Teacher). To quantify the students’ focus, we measure the EPG and
IoU scores [RBPAS23] of the explanations with respect to the dataset’s bounding box annotations in a
multi-label classification setting. As these teachers are trained explicitly to exhibit certain properties in
their explanations, a faithfully distilled student should optimally exhibit the same properties.

Results. As we show in Table 8.4, the explanations of an e2KD student indeed more closely mirror those
of the teacher than a student trained via vanilla KD: e2KD students exhibit significantly higher EPG when
distilled from the EPG teacher (EPG: 71.1 vs. 60.3) and vice versa (IoU: 45.7 vs. 24.8). In contrast,
‘vanilla’ KD students show only minor differences (EPG: 60.1 vs. 58.9; IoU: 35.7 vs. 31.6). Figure 8.3
shows that these improvements are also reflected qualitatively, with the e2KD students reflecting the
teacher’s focus much more faithfully in their explanations.

While this might be expected as e2KD explicitly optimises for explanation similarity, we would like to
highlight that this not only ensures that the desired properties of the teachers are better represented in
the student model, but also significantly improves the students’ performance (e.g., F1: 60.1→67.6 for
the EPG teacher). As such, we find e2KD to be an easy-to-use and effective addition to vanilla KD for
improving both interpretability as well as task performance.

8.2.3.2 Distilling Architectural Priors

Setup. To assess whether students can learn architectural priors of the models, we evaluate whether a
B-cos ViTTiny student model can learn to give explanations that are similar to those of a pretrained CNN
(B-cos DenseNet-169) teacher model; for this, we again use the ImageNet dataset.

Results. In line with the preceding results, we find (Figure 8.5, left) that e2KD significantly improves the
accuracy of the ViT student model (64.8→66.3), as well as the agreement with the teacher (70.1→71.8).

Interestingly, we find that the ViT student’s explanations seem to become similarly robust to image shifts
as those of the teacher (Figure 8.5, centre and right). Specifically, note that the image tokenisation of the
ViT model using vanilla KD (extracting non-overlapping patches of size 16×16) induces a periodicity of
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KD from CNN to ViT

Method Acc. Agr.

T: CNN 75.2 -
B: ViT 60.0 64.6

KD 64.8 70.1
+ e2KD (B-cos) 66.3 71.8
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Figure 8.5: Distilling inductive biases from CNN to ViT. We distill a B-cos DenseNet-169 teacher to a B-cos
ViTTiny. Left: We find e2KD to yield significant gains in both accuracy and agreement. Centre: Cosine similarity
of explanations for shifted images w.r.t. the unshifted image (T=0). We find that under e2KD (blue) the ViT
student learns to mimic the shift periodicity of the teacher (purple), despite the inherent periodicity of 16 of the
ViT architecture (seen for vanilla KD, yellow). Notably, e2KD with frozen explanations yields shift-equivariant
students (red), see also Section 8.2.3.2. Right: e2KD significantly improves the explanations of the ViT model, thus
maintaining the utility of the explanations of the teacher model. While the explanations for KD change significantly
under shift (subcol. 3), for e2KD (subcol. 4), as with the CNN teacher (subcol. 2), the explanations remain consistent.
For more qualitative samples, see Appendix E.

16 with respect to image shifts T , see, e.g., Figure 8.5 (centre, yellow curve): here, we plot the cosine
similarity of the explanations2 at various shifts with respect to the explanation given for the original,
unshifted image (T=0). In contrast, due to smaller strides (stride∈{1, 2} for any layer) and overlapping
convolutional kernels, the CNN teacher model is inherently more robust to image shifts, see Figure 8.5
(centre, purple curve), exhibiting a periodicity of 4. A ViT student trained via e2KD learns to mimic the
teacher (see Figure 8.5, centre, blue curve) and exhibits the same periodicity, indicating that e2KD indeed
helps the student learn a function more similar to the teacher. Importantly, this also helps improving the
explanations of the ViT model, see Figure 8.5 (right). In particular, we show the explanations for images
at a diagonal shift of 0 and 8 pixels. As can be seen, the explanations become more robust to such shifts
and more easily interpretable, thus maintaining the utility of the explanations of the teacher.

Notably, our results indicate that it might be possible to instill desired properties into a DNN model even
beyond knowledge distillation. E.g., note that the frozen explanations (see also Section 8.2.4) do not
exhibit the CNN’s periodicity, as by design they maintain consistent augmentations across shifts and crops.
Based on our observations for the ViTs, we thus expect that a student trained on frozen explanations
becomes fully shift-equivariant, which is indeed the case (see Figure 8.5, centre, red curve, ResNet-18).

8.2.4 e2KD with Frozen Explanations

In the previous sections, we have seen that e2KD is a robust approach that provides consistent gains
even when only limited data is available (see Section 8.2.1) and works across different architectures (e.g.,
DenseNet→ResNet or DenseNet→ViT, see Sections 8.2.1 and 8.2.3.2). In the following, we show that
e2KD even works when only ‘approximate’ explanations for the teacher are available (cf. Section 8.1.3).

Setup. To test the robustness of e2KD when using frozen explanations, we distill from a B-cos DenseNet-
169 teacher to a B-cos ResNet-18 student using pre-computed, frozen explanations on the ImageNet
dataset. We also evaluate across varying dataset sizes, as in Section 8.2.1.

Results. Table 8.3 (bottom) shows that e2KD with frozen explanations is effective for improving both the

2We compute the similarity of the intersecting area of the explanations.
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accuracy and agreement over KD with frozen logits across dataset sizes (e.g. accuracy: 33.4→38.7 for
50 shots). Furthermore, e2KD with frozen explanations also outperforms vanilla KD under both metrics
when using limited data (e.g. accuracy: 37.3→38.7 for 50 shots). As such, a frozen teacher constitutes a
more cost-effective alternative for obtaining the benefits of e2KD, whilst also highlighting its robustness
to using ‘approximate’ explanations.

8.3 CONCLUSION

We proposed a simple approach to improve knowledge distillation (KD) by explicitly optimising for the
explanation similarity between the teacher and the student, and showed its effectiveness in distilling the
teacher’s properties under multiple settings. Specifically, e2KD helps the student (1) achieve competitive
and often higher accuracy and agreement than vanilla KD, (2) learn to be ‘right for the right reasons’,
and (3) learn to give similar explanations as the teacher, e.g. even when distilling from a CNN teacher
to a ViT student. Finally, we showed that e2KD is robust in the presence of limited data, approximate
explanations, and across model architectures. In short, we find e2KD to be a simple but versatile addition
to KD that allows for more faithfully distilling a teacher’s knowledge into a student while also maintaining
competitive task performance.





IV
C O N T R A S T I V E L E A R N I N G O N

L O N G - T A I L D A T A

For the last chapter of this thesis, we switch gears and turn our attention to a
different problem: instead of studying (Parts I and II) and improving (Part III)
individual model decisions via explanations, we aim to better understand a
commonly used framework for self-supervised representation learning.

In particular, in Chapter 9, we study the effect of a single hyperparameter
on the learning dynamics of contrastive learning methods: the ‘softmax
temperature’ τ . We show that this parameter critically influences the learnt
representations and that periodically changing it throughout the training
process yields significant benefits on long-tail datasets.
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DEEP Neural Networks (DNNs) excel at learning data representations that are useful for a variety
of tasks. Especially since the advent of recent self-supervised learning (SSL) techniques, rapid
progress towards learning universally useful representations has been made.

Currently, however, SSL on images is mainly carried out on datasets that have been constructed and
curated for supervised learning (e.g. ImageNet [DDS+09], CIFAR [Kri09], etc.). Although the labels
of curated datasets are not explicitly used in SSL, the class-balanced structure of the data could still
result in a learning signal for unsupervised methods. As such, these methods are often not evaluated in
the settings they were designed for, i.e. learning from truly unlabelled data. In fact, some methods (e.g.
[ARV19, CMM+20]) even explicitly enforce a uniform prior over the embedding or label space, which
cannot be expected to hold for uncurated datasets.

Since uncurated, real-world data tends to follow long-tail distributions [Ree01], in this chapter, we analyse
SSL methods on long-tailed data. Specifically, we analyse the behaviour of contrastive learning (CL)
methods, which are among the most popular learning paradigms for SSL.

In CL, the models are trained such that embeddings of different samples are repelled, while embeddings
of different ‘views’of the same sample are attracted. The strength of those attractive and repelling forces
is controlled by a temperature parameter τ , which has been shown to play a crucial role in learning good
representations [CFGH20, CKNH20]. To the best of our knowledge, τ has thus far almost exclusively
been treated as a constant hyperparameter. In contrast, we employ a dynamic τ during training and show
that introducing a simple schedule for τ consistently improves the representation quality across a wide
range of long-tail distribution settings. Crucially, these gains come without additional costs and only
require oscillating τ with a cosine schedule.

This mechanism is grounded in our novel understanding of the effect of temperature on the contrastive loss.
In particular, we analyse the contrastive loss from an average distance maximisation perspective, which
gives intuitive insights as to why a large temperature emphasises group-wise discrimination, whereas a
small temperature leads to a higher degree of instance discrimination and more uniform distributions
over the embedding space. Varying τ during training ensures that the model learns both group-wise and
instance-specific features, resulting in better separation between head and tail classes.
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Overall, our contributions are summarised as follows:

(1) We carry out an extensive analysis of the effect of τ on imbalanced data,

(2) analyse CL from an average distance perspective to understand the emergence of semantic structure,

(3) propose a simple yet effective schedule for τ that improves performance across various settings,

(4) and show that the proposed τ scheduling is robust with respect to different hyperparameter choices.

This chapter is based on [KBS+23] and the corresponding code is publicly available at:
github.com/Annusha/temperature_schedules.

https://github.com/Annusha/temperature_schedules
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9.1 METHOD

In the following, we describe our approach and analysis of contrastive learning on long-tailed data.
For this, we will first review the core principles of contrastive learning for the case of uniform data
(Section 9.1.1). In Section 9.1.2, we then place a particular focus on the temperature parameter τ in the
contrastive loss and its impact on the learnt representations. Based on our analysis, in Section 9.1.3 we
discuss how the choice of τ might negatively affect the learnt representation of rare classes in the case
of long-tailed distributions. Following this, we describe a simple proof-of-concept based on additional
coarse supervision to test our hypothesis. We then further develop temperature schedules (TS) that yield
significant gains with respect to the separability of the learnt representations in Section 9.2.

9.1.1 Contrastive Learning

The Info-NCE loss is a popular objective for contrastive learning (CL) and has lead to impressive results
for learning useful representations from unlabelled data [OLV18, WXSL18, HFW+20, CKNH20]. Given
a set of inputs {x1, . . . , xN}, and the cosine similarities sij between learnt representations ui=f(A(xi))
and vj=g(A(xj)) of the inputs, the loss is defined by:

Lc =
N∑
i=1

− log
exp (sii/τ)

exp (sii/τ) +
∑

j ̸=i exp (sij/τ)
. (9.1)

Here, A(·) applies a random augmentation to its input and f and g are deep neural networks. For a
given xi, we will refer to ui as the anchor and to vj as a positive sample if i=j and as a negative if i ̸=j.
Last, τ denotes the temperature of the Info-NCE loss and has been found to crucially impact the learnt
representations of the model [WI20, WL21a, RSY+21].

Uniformity. Specifically, a small τ has been tied to more uniformly distributed representations, see
Figure 9.1. For example, [WL21a] show that the loss is ‘hardness-aware’, i.e. negative samples closest to
the anchor receive the highest gradient. In particular, for a given anchor, the gradient with respect to the
negative sample vj is scaled by its relative contribution to the denominator in Equation (9.1):

∂Lc

∂vj
=
∂Lc

∂sij
× ∂sij
∂vj

=
1

τ
× [softmaxk(sik/τ)]j ×

∂sij
∂vj

. (9.2)

As a result, for sufficiently small τ , the model minimises the cosine similarity to the nearest negatives in
the embedding space, as softmax approaches an indicator function that selects the largest gradient. The
optimum of this objective, in turn, is to distribute the embeddings as uniformly as possible over the sphere,
as this reduces the average similarity between nearest neighbours, see also Figures 9.1 and 9.3.

Semantic Structure. In contrast, a large τ has been observed to induce more semantic structure in the
representation space. However, while the effect of small τ has an intuitive explanation, the phenomenon
that larger τ induce semantic structure is much more poorly understood and has mostly been described
empirically [WL21a, RSY+21]. Specifically, note that for any given positive sample, all negatives are
repelled from the anchor, with close-by samples receiving exponentially higher gradients. Nonetheless,
for large τ , tightly packed semantic clusters emerge. However, if close-by negatives are heavily repelled,
how can this be? Should the loss not be dominated by the hard-negative samples and thus break the
semantic structure?

To better understand both phenomena, we propose to view the contrastive loss through the lens of average
distance maximisation, which we describe in the following section.
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Epoch

Figure 9.1: Coverage of the embedding space during training. To measure coverage we uniformly sample
500 bins on the unit sphere. Each training sample is assigned to the closest bin and we plot a histogram of the
assignments. X-axis: bins. Y-axis: number of training samples in a bin. Colors denotes epochs: light is the 1st epoch
of training, dark is the last. For small τ (a) the representations are more uniformly distributed (cf. Section 9.1).

9.1.2 Contrastive Learning as Average Distance Maximisation

As discussed in the previous section, the parameter τ plays a crucial role in shaping the learning dynamics
of contrastive learning. To understand this role better, in this section, we present a novel viewpoint on the
mechanics of the contrastive loss that explain the observed model behaviour. In particular, and in contrast
to [WL21a] who focused on the impact of individual negatives, for this we discuss the cumulative impact
that all negative samples have on the loss.

To do so, we express the summands Li
c of the loss in terms of distances dij instead of similarities sij :

0 ≤ dij =
1− sij
τ

≤ 2

τ
and cii = exp(dii). (9.3)

This allows us to rewrite the loss Li
c as

Li
c = − log

(
exp (−dii)

exp (−dii) +
∑

j ̸=i exp (−dij)

)
= log

1 + cii
∑
j ̸=i

exp (−dij)

 . (9.4)

As the effect cii of the positive sample for a given anchor is the same for all negatives, in the following we
place a particular focus on the negatives and their relative influence on the loss in Equation (9.4); for a
discussion of the influence of positive samples, please see Section F.4 in the appendix. To understand
the impact of the temperature τ , first note that the loss monotonically increases with the sum Si =∑

j ̸=i exp(−dij) of exponential distances in Equation (9.4). As log is a continuous, monotonic function,
we base the following discussion on the impact of τ on the sum Si.

For Small τ , the nearest neighbours of the anchor point dominate Si, as differences in similarity are
amplified. As a result, the contrastive objective maximises the average distance to nearest neighbours,
leading to a uniform distribution over the hypersphere, see Figure 9.3. Since individual negatives dominate
the loss, this argument is consistent with existing interpretations, e.g. [WL21a], as described in the
previous section.

For Large τ , (e.g. τ ≥ 1), on the other hand, the contributions to the loss from a given negative are on the
same order of magnitude for a wide range of cosine similarities. Hence, the constrastive objective can be
thought of as maximising the average distance over a wider range of neighbours. Interestingly, since distant
negatives will typically outnumber close negatives, the strongest cumulative contribution to the contrastive
loss will come from more distant samples, despite the fact that individually the strongest contributions will
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Figure 9.2: Loss contribution by similarity. X-axis: cosine similarity between anchor and negative. All curves are
normalised such that their max y-value is 1. a): influence of an individual negative sample to the loss depending
on its similarity to anchor for different τ ; b): average histogram of distribution of negatives over the hypersphere
with respect to their similarity to the anchor; c): cumulative impact that negative samples have on the loss. The
cumulative contribution of negatives shifts left, towards less similar samples, in contrast to individual contributions
of negatives. As τ → ∞, the cumulative distribution coincides with the histogram b).

come from the closest samples. To visualise this, in Figure 9.2a, we plot the contributions of individual
samples depending on their distance, as well as the distribution of similarities sij to negatives over the
entire dataset in Figure 9.2b. Since the number of negatives at larger distances (e.g. sij ≈ 0.1) significantly
outnumber close negatives (sij > 0.9), the peak of the cumulative contributions1 shifts towards lower
similarities for larger τ , as can be seen in Figure 9.2c; in fact, for τ→∞, the distribution of cumulative
contributions approaches the distribution of negatives.

Hence, the model can significantly decrease the loss by increasing the distance to relatively ‘easy negatives’
for much longer during training, i.e. to samples that are easily distinguishable from the anchor by simple
patterns. Instead of learning ‘hard’ features that allow for better instance discrimination between hard
negatives, the model will be biased to learn easy patterns that allow for group-wise discrimination and
thereby increase the margin between clusters of samples. Note that since the clusters as a whole mutually
repel each other, the model is optimised to find a trade-off between the expanding forces between hard
negatives (i.e. within a cluster) and the compressing forces that arise due to the margin maximisation
between easy negatives (i.e. between clusters).

Importantly, such a bias towards easy features can prevent the models from learning hard features—i.e.
by focusing on group-wise discrimination, the model becomes agnostic to instance-specific features that
would allow for a better instance discrimination (cf. [RSY+21]). In the following, we discuss how this
might negatively impact rare classes in long-tailed distributions.

9.1.3 Temperature Schedules for Contrastive Learning on Long-tail Data

As discussed in the introduction to this chapter, naturally occurring data typically exhibit long-tail
distributions, with some classes occurring much more frequently than others; across the dataset, head
classes appear frequently, whereas tail classes contain fewest number of samples. Since self-supervised
learning methods are designed to learn representations from unlabelled data, it is important to investigate
their performance on imbalanced datasets.

Claim: Tail Classes Benefit from Instance Discrimination. As discussed in Section 9.1.2, sufficiently
large τ are required for semantic groups to emerge during contrastive learning as this emphasises
group-wise discrimination. However, as shown by [RSY+21], this can come at the cost of encoding

1To obtain the cumulative contributions, we group the negatives into 100 non-overlapping bins of size 0.02 depending on
their distance to the anchor and report the sum of contributions of a given bin.
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Figure 9.3: Representations of a head and a tail class. Visualisation of the influence of τ on representations of
two semantically close classes (trained with all 10 classes). Red: single head class and blue: single tail class from
CIFAR10-LT. Small τ=0.1 promotes uniformity, while large τ=1.0 creates dense clusters. With τ{head/tail} we
refer to coarse supervision described in Section 9.1.3 which separates tail from head classes. In black / red / blue,
we respectively show the average kNN accuracy over all classes / the head class / the tail class.

instance-specific features and thus hurt the models’ instance discrimination capabilities.

We hypothesise that this disproportionately affects tail classes, as tail classes consist of only relatively
few instances to begin with. Their representations should thus remain distinguishable from most of their
neighbours and not be grouped with other instances, which are likely of a different class. In contrast, since
head classes are represented by many samples, grouping those will be advantageous.

To test this hypothesis, we propose to explicitly train head and tail classes with different τ , to emphasise
group discrimination for the former while ensuring instance discrimination for the latter.

Experiment: Controlling τ with Coarse Supervision. We experiment on CIFAR10-LT (a long-tail
variant of CIFAR10- see Section 9.2.1) in which we select a different τ depending on whether the anchor
ui is from a head or a tail class, i.e. of the 5 most or least common classes. We chose a relatively large
τ (τhead=1.0) for the 5 head classes to emphasise group-wise discrimination and a relatively small τ
(τtail=0.1) for the 5 tail classes to encourage the model to learn instance-discriminating features.

As can be seen in Figure 9.3, this simple manipulation of the contrastive loss indeed provides a significant
benefit with respect to the semantic structure of the embedding space, despite only weakly supervising the
learning by adjusting τ according to a coarse (frequent/infrequent) measure of class frequency.

In particular, in Figure 9.3, we show the projections of a single head class and a single tail class onto the
three leading PCA dimensions and the corresponding kNN accuracies. We would like to highlight the
following results. First, without any supervision, we indeed find that the head class consistently performs
better for larger values of τ (e.g. 1.0), whereas the tail class consistently benefits from smaller values for τ
(e.g. 0.1). Second, when training the model according to the coarse τ supervision as described above, we
are not only able to maintain the benefits of large τ values for the head class, but significantly outperform
all constant τ versions for the tail class, which improves the overall model performance on all classes;
detailed results for all classes are provided in Appendix F.

Temperature Schedules (TS) without supervision. Such supervision with respect to the class frequency
is, of course, generally not available when training on unlabelled data and these experiments are only
designed to test the above claim and provide an intuition about the learning dynamics on long-tail data.
However, we would like to point out that the supervision in these experiments is very coarse and only
separates the unlabelled data into frequent and infrequent classes. Nonetheless, while the results are
encouraging, they are, of course, based on additional, albeit coarse, labels. Therefore, in what follows, we



9.2 EXPERIMENTAL RESULTS 135

present an unsupervised method that yields similar benefits.

In detail, we propose to modify τ according to a cosine schedule, such that it alternates between an upper
(τ+) and a lower (τ−) bound at a fixed period length T :

τcos(t) = (τ+ − τ−)× (1 + cos(2π t/T ))/2 + τ− ; (9.5)

here, t denotes training epochs. This method is motivated by the observation that τ controls the trade-off
between learning easily separable features and learning instance-specific features.

Arguably, however, the models should learn both types of features: i.e. the representation space should
be structured according to easily separable features that (optimally) represent semantically meaningful
group-wise patterns, whilst still allowing for instance discrimination within those groups.

Therefore, we propose to alternate between both objectives as in Equation (9.5), to ensure that throughout
training the model learns to encode instance-specific patterns, whilst also structuring the representation
space along semantically meaningful features. Note that while we find a cosine schedule to work best
and to be robust with respect to the choice for T (Section 9.2.3), we also evaluate alternatives. Even
randomly sampling τ from the interval [τ−, τ+] improves the model performance. This indicates that
the task switching between group-wise discrimination (large τ ) and instance discrimination (small τ ) is
indeed the driving factor behind the performance improvements we observe.

9.2 EXPERIMENTAL RESULTS

In this section, we validate our hypothesis that simple manipulations of the temperature τ in Equation (9.1)
lead to better performance for long-tailed data. First, we introduce our experimental setup in Section 9.2.1,
then in Section 9.2.2 we discuss the results across three imbalanced datasets and, finally, we analyse
different design choices of the framework through extensive ablation studies in Section 9.2.3.

9.2.1 Implementation Details

Datasets. We consider long-tailed (LT) versions of the following three popular datasets for the experiments:
CIFAR10-LT, CIFAR100-LT, and ImageNet 100-LT. For most of the experiments, we follow the setting
from SDCLR [JCMW21]. In case of CIFAR10-LT/CIFAR100-LT, the original datasets [Kri09] consist
of 60000 32x32 images sampled uniformly from 10 and 100 semantic classes, respectively, where 50000
images correspond to the training set and 10000 to a test set. Long-tail versions of the datasets are
introduced by [CJL+19] and consist of a subset of the original datasets with an exponential decay in the
number of images per class. The imbalance ratio controls the uniformity of the dataset and is calculated
as the ratio of the sizes of the biggest and the smallest classes. By default, we use an imbalance ratio 100
if not stated otherwise. Experiments in Table 9.1, Table 9.3 are the average over three runs with different
permutations of classes. ImageNet100-LT is a subset of the original ImageNet-100 [TKI20] consisting of
100 classes for a total of 12.21k 256x256 images. The number of images per class varies from 1280 to 25.

Training. We use an SGD optimiser for all experiments with a weight decay of 1e-4. As for the learning
rate, we utilise linear warm-up for 10 epochs that is followed by a cosine annealing schedule starting from
0.5. We train for 2000 epochs for CIFAR10-LT and CIFAR100-LT and 800 epochs for ImageNet 100-LT.
For CIFAR10-LT and CIFAR100-LT we use a ResNet-18 [HZRS16] backbone. For ImageNet 100-LT
we use a ResNet-50 [HZRS16] backbone. For both the MoCo [HFW+20] and the SimCLR [CKNH20]
experiments, we follow [JCMW21] and use the following augmentations: resized crop, colour jitters, grey
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scale and horizontal flip. MoCo details: we use a dictionary of size 10000, a projection dimensionality of
128 and a projection head with one linear layer. SimCLR details: we train with a batch size of 512 and a
projection head that has two layers with an output size of 128. For evaluation, we discard the projection
head and apply l2-normalisation. Regarding the proposed temperature schedules (TS), we use a period
length of T=400 with τ+=1.0 and τ−=0.1 if not stated otherwise; for details, see Appendix F.

Evaluation. We use k nearest neighbours (kNN) and linear classifiers to assess the learned features. For
kNN, we compute l2-normalised distances between LT samples from the train set and the class-balanced
test set. For each test image, we assign it to the majority class among the top-k closest train images. We
report accuracy for kNN with k=1 (kNN@1) and with k=10 (kNN@10). Compared to fine-tuning or
linear probing, kNN directly evaluates the learned embedding since it relies on the learned metric and
local structure of the space. We also evaluate the linear separability and generalisation of the space with a
linear classifier that we train on the top of frozen backbone. For this, we consider two setups: balanced
few-shot linear probing (FS LP) and long-tailed linear probing (LT LP). For FS LP, the few-shot train set
is a direct subset of the original long-tailed train set with the shot number equal to the minimum class size
in the original LT train set. For LT LP, we use the original LT training set; for full results, see Appendix F.

9.2.2 Effectiveness of Temperature Schedules

Contrastive Learning with TS. In Table 9.1 we present the efficacy of temperature schedules (TS) for
two well-known contrastive learning frameworks MoCo [HFW+20] and SimCLR [CKNH20]. We find
that both frameworks benefit from varying the temperature and we observe consistent improvements over
all evaluation metrics for CIFAR10-LT and CIFAR100-LT, i.e. the local structure of the embedding space
(kNN) and the global structure (linear probe) are both improved. Moreover, we show in Table 9.3 that our
finding also transfers to ImageNet 100-LT. Furthermore, in Table 9.2 we evaluate the performance of the
proposed method on the CIFAR10 and CIFAR100 datasets with different imbalance ratios. An imbalance
ratio of 50 (imb50) reflects less pronounced imbalance, and imb150 corresponds to the datasets with only
30 (CIFAR10) and 3 (CIFAR100) samples for the smallest class. Varying τ during training improves the
performance for different long-tailed data; for a discussion on the dependence of the improvement on the
imbalance ratio, please see Appendix F.

CIFAR10-LT CIFAR100-LT
method kNN@1 kNN@10 FS LP LT LP kNN@1 kNN@10 FS LP LT LP

MoCo 63.54 64.56 69.31 65.11 28.69 28.75 26.86 30.41
MoCo + TS 64.99 65.01 72.87 66.86 30.31 29.75 28.97 32.05

SimCLR 59.84 60.19 68.29 61.86 28.81 28.12 25.70 31.20
SimCLR + TS 63.09 62.91 71.86 65.03 31.06 30.06 28.89 33.28

Table 9.1: Effect of temperature scheduling. Comparison of MoCo vs MoCo+TS and SimCLR vs SimCLR+TS
on CIFAR10-LT and CIFAR100-LT with kNN, few-shot and long-tail linear probe (FS LP and LT LP).

TS vs SDCLR. Further, we compare our method with SDCLR [JCMW21]. In SDCLR, SimCLR is
modified s.t. the embeddings of the online model are contrasted with those of a pruned version of the
same model, which is updated after every epoch. Since the pruning is done by simply masking the pruned
weights of the original model, SDCLR requires twice as much memory compared to the original SimCLR
and extra computational time to prune the model every epoch. In contrast, our method does not require
any changes in the architecture or training. In Table 9.3 we show that this simple approach improves not
only over the original SimCLR, but also over SDCLR in most metrics.
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CIFAR10-LT CIFAR100-LT
imb 50 imb 150 imb 50 imb 150

method kNN@10 FS LP kNN@10 FS LP kNN@10 FS LP kNN@10 FS LP

MoCo 69.12 74.16 59.13 65.76 32.22 33.53 25.36 22.73
MoCo + TS 71.49 76.37 60.83 68.59 33.24 35.03 26.75 22.78

Table 9.2: Effect of imbalance ratio. MoCo vs MoCo+TS on CIFAR10-LT and CIFAR100-LT for imbalance ratio
50 (imb50) and 150 (imb150). Evaluation metrics: kNN classifier and few-shot linear probe (FS LP).

CIFAR10-LT CIFAR100-LT ImageNet-100-LT
method kNN@10 FS LP LS LP kNN@10 FS LP LT LP kNN@10 FS LP LT LP

SimCLR 60.19 68.29 61.68 28.12 25.70 31.20 38.00 42.64 44.82
SDCLR 60.74 71.03 64.99 29.22 27.28 34.23 37.36 42.74 46.40

SimCLR + TS 62.91 71.86 65.03 30.06 28.89 33.28 38.86 45.18 47.26

Table 9.3: Comparison with SDCLR. SimCLR vs SDCLR vs SimCLR+TS on CIFAR10-LT, CIFAR100-LT, and
ImageNet 100-LT. Evaluation: kNN classifier, few-shot (FS LP) and long-tail linear probe (LT LP).

9.2.3 Ablations

In this section, we evaluate how the hyperparameters in Equation (9.5) can influence the model behaviour.

Cosine Boundaries. First, we vary the lower τ− and upper τ+ bounds of τ for the cosine schedule. In
Table 9.4 we assess the performance of MoCo+TS with different τ− and τ+ on CIFAR10 with FS LP. We
observe a clear trend that with a wider range of τ values the performance increases. We attribute this to
the ability of the model to learn better ‘hard’ features with low τ and improve semantic structure for high
τ . Note that 0.07 is the value for τ in many current contrastive learning methods.

τ−

τ+ 0.2 0.3 0.4 0.5 1.0

0.07 69.46 68.86 71.29 71.83 73.26
0.1 68.17 70.34 71.25 72.31 72.87
0.2 68.89 69.37 70.12 69.65 71.42

Table 9.4: Influence of τ− and τ+. Few-shot linear probe (FS
LP) results on CIFAR10 for a model trained with MoCo+TS.
Performance increases with the difference between τ− and τ+.

TS FS LP

■ fixed 68.89
■ step 70.18
■ rand 70.26
■ oscil 71.50
■ cos 72.31

Table 9.5: Alternative Schedules. Constant,
step function, and random sampling. All func-
tions are bounded by 0.1 and 0.5.

Cosine Period. We investigate if the length of the period T in Equation (9.5) impacts model performance.
In Table 9.6, we show that modifying the temperature τ based on the cosine schedule is beneficial during
training independently of the period T . The performance varies insignificantly depending on T and
consistently improves over standard fixed τ=0.2, whereas the best performance we achieve with T=400.
Even though the performance is stable with respect to the period length, it changes within one period
as we show in Figure 9.4. Here, we average the accuracy of one last full period over different models
trained with different T and find that the models reach the best performance around 0.7T . Based on this
observation, we recommend to stop training after (n− 0.3)T epochs, with n the number of full periods.

Alternatives to Cosine Schedule. Additionally, we test different methods of varying the temperature
parameter τ and report the results in Table 9.5: we examine a linearly oscillating (oscil) function, a
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T T / #epochs FS LP

no fixed τ 68.89
200 0.1 71.86
400 0.2 72.87

1000 0.5 72.47
2000 1.0 72.22
4000 2.0 72.10

Table 9.6: Influence of period length T .
Improvements in the few-shot linear probe
accuracy (FS LP) of MoCo+TS on CIFAR10-
LT are relatively robust to T .
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Figure 9.4: Dependence on relative time of one period. Blue:
Average FS LP of last period of the models trained with T =
200, 400, 1000, 2000. Light blue: variance. Yellow: Relative co-
sine value over relative time. CIFAR10-LT trained with MoCo+TS.

step function, and random sampling. For the linear oscillations, we follow the same schedule as for
the cosine version, as shown on the right of Table 9.5. For the step function, we change τ from a low
(0.1) to a high (0.5) value and back every 200 epochs. For random, we uniformly sample values for τ
from the range [0.1, 0.5]. In Table 9.5 we observe that both those methods for varying the τ value also
improve the performance over the fixed temperature, while with the cosine schedule the model achieves
the best performance. These results indicate that it is indeed the task switching between group-wise and
instance-wise discrimination during training which is the driving factor for the observed improvements
for unsupervised long-tail representation learning. We assume the reason why slow oscillation of the
temperature performs better than fast (i.e. random) temperature changes is grounded in learning dynamics
and the slow evolution of the embedding space during training.

9.3 CONCLUSION

In this work, we discover the surprising effectiveness of temperature schedules for self-supervised
contrastive representation learning on imbalanced datasets. In particular, we find that a simple cosine
schedule for τ consistently improves two state-of-the-art contrastive methods over several datasets and
different imbalance ratios, without introducing any additional cost.

Importantly, our approach is based on a novel perspective on the contrastive loss, in which the average
distance maximisation aspect is emphasised. This perspective sheds light on which samples dominate
the contrastive loss and explains why large values for τ can lead to the emergence of tight clusters in the
embedding space, despite the fact that individual instance always repel each other.

Specifically, we find that while a large τ is thus necessary to induce semantic structure, the concomitant
focus on group-wise discrimination biases the model to encode easily separable features rather than
instance-specific details. However, in long-tailed distributions, this can be particularly harmful to the most
infrequent classes, as those require a higher degree of instance discrimination to remain distinguishable
from the prevalent semantic categories. The proposed cosine schedule for τ overcomes this tension, by
alternating between an emphasis on instance discrimination (small τ ) and group-wise discrimination
(large τ ). As a result of this constant ‘task switching’, the model is trained to both structure the embedding
space according to semantically meaningful features, whilst also encoding instance-specific details such
that rare classes remain distinguishable from dominant ones.
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IF not before, at least since the advent of large scale foundation models [RKH+21, OWJ+22, BHA+21]
DNN-based applications have started impacting our everyday lives. Unfortunately, however, despite
the lack of DNN transparency constituting a long-standing concern especially in safety-critical

situations [Rud19], recent research suggests that the latest DNN models might have become even less
interpretable as the scale of models and data is increased [ZKB23]. While many approaches to address this
‘black box’ nature of DNNs have been developed [NTP+23] (cf. Chapter 2), it remains unclear whether
and how reliable explanations for existing models can be obtained. It has therefore been argued that models
should be explicitly designed to be more interpretable instead [Rud19, ZKB23, CLT+19, RCC+22].

In this thesis, we made a step in this direction and developed two novel inherently interpretable DNNs.
By doing so, we showed that interpretability and accuracy need indeed not be at odds [RCC+22], and it is
possible to design highly performant interpretable DNNs. In the following, we will summarise the key
contributions of this thesis in Section 10.1, and conclude by discussing the most important insights and
their relevance, as well as sketching out potential directions for future research in Section 10.2.

10.1 SUMMARY OF KEY CONTRIBUTIONS

Part I, Evaluating Attribution Methods. In Part I, we evaluated existing importance attribution methods.
Specifically, in Chapter 3, we first presented a case study on explaining DNNs that were trained to predict
whether a given brain scan belongs to a patient suffering from Alzheimer’s disease (AD) or not. In this
context, we showed that explanations derived via layer-wise relevance propagation (LRP, [BBM+16])
correlate with brain regions known to be particularly affected by AD, which can be seen as an indication
that LRP can succeed in reflecting features that were relevant for the model’s decision. This, however,
relies on the assumption that the model indeed used these features, which we cannot say for certain.

To mitigate this issue, we devised a novel evaluation scheme for attribution methods in Chapter 4. For
this, we carefully control the flow of information through the model, which allows us to identify areas
that were by construction not used for the prediction—any attribution method that nonetheless assigns
importance to those areas is thus provably not faithful. Additionally, we developed a visualisation method
for qualitatively comparing attribution methods across a full dataset to gain a more holistic view of their
behaviour, rather than relying only on individual input samples. Finally, we highlighted the importance of
fairly comparing attribution methods. Specifically, when applying explanation methods to the same layer
in a given DNN, previously reported differences between attribution methods often vanish.

Part II, Inherently Interpretable DNNs. In Part II, we developed novel DNN architectures—the CoDA
and the B-cos Networks—with the explicit goal of making the decisions of these models more transparent.
For this, we took inspiration from the simplicity of linear classifiers and designed the models to be

139
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dynamic linear; i.e., so that their computations can be summarised by an equivalent linear transformation.
Moreover, both of these models are optimised under carefully crafted constraints that introduce alignment
pressure during training. As a result, the dynamic linear transformations of the models align with relevant
signals in their inputs and these transformations are thus well-suited to be used as explanations for humans.

To achieve this, in Chapter 5 we introduced the Dynamic Alignment Units (DAUs) as a core building
block for the CoDA Networks. Importantly, as the DAUs are dynamic linear themselves, models that are
built exclusively from these units (i.e., the CoDA Networks) inherit this property. Moreover, the DAUs are
designed to only yield large outputs if their dynamically predicted weights align with their inputs. Taking
advantage of this, we restrict the overall model output and show that this encourages the dynamic linear
transformation representing the CoDA Networks as a whole to also align with task-relevant input patterns.

While we found that CoDA Networks can be performant classifiers and yield highly detailed explanations
for their decisions, they do not easily scale to large scale image classification problems. Therefore, in
Chapter 6, we introduced the B-cos Networks, which leverage the same principles for improving model
interpretability, i.e. dynamic linearity and weight-input alignment, but are significantly more efficient.

Concretely, we proposed the B-cos transformation as a replacement for the linear transformation, which is
commonly used in DNNs. As a result, the B-cos transformation can easily be integrated into modern DNN
architectures such as convolutional neural networks and vision transformers. Crucially, we found that the
resulting B-cos Networks not only retain almost the same classification accuracy on the complex ImageNet
dataset as their conventional counterparts, but also provide detailed explanations for their decisions. To
the best of our knowledge, the B-cos Networks are thus the first inherently interpretable models that rival
conventional models with respect to predictive accuracy on such a complex classification task.

Part III, Model Guidance. In Part III, we focused on the utility of model explanations. Specifically, we
evaluated how explanations can be used to provide additional information to the models during training,
either via annotations provided by humans (Chapter 7) or via explanations of other models (Chapter 8).

In detail, in Chapter 7 we presented an in-depth study on how to guide models via human annotations in
an efficient and effective manner. Specifically, we assessed how well attribution methods localise objects
in a multi-label classification setting and whether models learn to use the ‘right’ features in a highly biased
dataset. We found that the object localisation via explanation methods can be significantly improved by
regularising the model explanations via bounding box annotations on only small fraction (e.g. 1%) of the
training data. Further, we showed that such regularisation can also lead to significant gains in test accuracy
when the training data is highly biased. Moreover, we found that the EPG metric, which is commonly
used for evaluating attribution quality, lends itself well to be used as a loss function for model guidance,
as it is robust to coarse annotations and best retains a high level of detail in the resulting explanations.

Further, in Chapter 8, we extended the idea of explanation-based model guidance to the realm of knowledge
distillation (KD). In particular, we proposed an explanation-enhanced KD (e2KD) approach and showed
that this can lead to significant improvements with respect to distillation fidelity: we find students trained
via e2KD to exhibit higher agreement with the teacher, to rely on the same input features for their
predictions, and to provide similar explanations. I.e., the students model the function implemented
by the teacher more faithfully. Moreover, we showed that this approach can even be used when only
‘approximate’ explanations are available, which can significantly reduce the computational cost of e2KD.

Part IV, Self-supervised Learning on Long-Tail Data. Finally, in Part IV of this thesis, we studied
how to improve contrastive representation learning techniques on imbalanced datasets. Specifically,
we investigated the role of the softmax temperature τ on the learning dynamics, a hyperparameter that
is typically kept fixed during training. Here, we found that τ plays a crucial role in determining the
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neighbourhood of negative samples that are relevant for the loss: while a small τ only considers the local
neighbourhood of a given sample, thus emphasising instance discrimination, a large τ also considers
distant samples and thus also induces a global structure in the feature space.

Intuitively, less frequent classes benefit from the former, as local details are better preserved, and frequent
classes from the latter, since instances with high intra-class variance can still be grouped together.
Therefore, we proposed to change τ throughout the optimisation process to encourage both a good global
structure, whilst also representing instance-specific details. We found that this yields significant benefits
on long-tail datasets for two commonly used contrastive learning approaches at no additional cost.

While different from Parts I to III, we find that Part IV thus shares an interesting parallel with the CoDA
and the B-cos Networks: in both models, we also found a single parameter to significantly influence the
learning dynamics. In particular, both the temperature T in the CoDA Networks and the parameter B
in B-cos Networks are crucial for the weight-input alignment we rely on for their interpretability. This
highlights the importance of taking the optimisation process into account when interpreting DNNs, i.e.,
when approximating their computations via a simplified representation. Especially when done post hoc, it
should be carefully assessed for every model whether a particular approximation is in fact valid.

10.2 KEY INSIGHTS AND OPEN QUESTIONS

This thesis was motivated by a desire to increase our understanding of DNNs. We approached this
problem from various angles: explaining DNNs post hoc (Part I), designing them to be inherently easier
to understand (Part II), investigating how to align them with our semantics and expectations (Part III),
as well as studying how the loss formulation interacts with the optima the models converge to (Part II
and Part IV). While the work performed for the individual chapters thus had a distinct and separate focus,
we also observed some recurring themes. In the following, we highlight some of the key takeaways and
connect them to interesting open questions to explore in future work.

Details Matter. While this might seem trivial, the fact that even minor details can critically influence the
learning dynamics of DNNs is of particular importance for the field of explainable machine learning.

For example, throughout our work we found that even single parameters can impact what and how
DNNs learn: in Chapters 5 and 6, we showed that the visual quality and the localisation ability of the
model-inherent explanations is highly dependent on a single hyperparameter (the temperature T in the
CoDA Networks, cf. Figure 5.5, or the parameter B in B-cos Networks, cf. Figure 6.4). Moreover, we
showed that depending on how the model is trained, it could be encouraged to use relatively constant
input features to compute implicit biases (‘You get what you optimise for’, cf. Figure 6.14). Similarly,
in Chapter 9, we found that whether instance-specific details of infrequent classes are represented in the
learnt embeddings depends on the temperature parameter of the loss in contrastive representation learning.

Crucially, these findings thus challenge post-hoc explanation approaches on a fundamental level. In
particular, they highlight the importance of taking the specifics of the optimisation procedure into account
for understanding the decisions (Chapters 5 and 6) as well as the representations (Chapter 9) of DNNs.
Being agnostic to the optimisation, however, is the defining feature of post-hoc explanation approaches.
That said, given their practical relevance and the fact that post-hoc explanations have been found to
correlate with meaningful patterns in the input data (cf. [SML+21], see also our case study in Chapter 3),
we believe it to be an important future research direction to understand under which circumstances
post-hoc explanations could still yield reliable and useful insights into the decision process of a DNN.

In this context, it is further important to understand what exactly we can learn from a given explanation
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method and why one might seem to work better than others in a specific setting. For example, in our
experiments in Chapters 5 and 6 we optimise the models with the binary cross-entropy loss rather than with
the more commonly used cross-entropy loss, to obtain class-specific explanations that are independent of
the class logits for other classes. In recent preliminary experiments, we find that the loss function (i.e.,
BCE vs. CE) is indeed an important component for obtaining easily understandable explanations, and
might affect model-inherent and post-hoc explanations alike. Better understanding the interplay between
the loss function and the quality of model explanations constitutes an important direction for future work.

Performant and Inherently Interpretable Models are Possible. We showed that it is possible to
design DNNs that are inherently interpretable without sacrificing classification accuracy. Specifically, the
B-cos Networks essentially perform on par with conventional models, whilst computing their output in
a much more transparent manner. Importantly, they do so without increasing the number of parameters
with respect to conventional models, they can be optimised with standard training recipes, and they are
compatible with state-of-the-art architectures. As such, B-cos Networks constitute a strong alternative to
conventional DNNs, especially in applications in which model interpretability is of particular concern.

That said, various open questions and challenges remain. For example, this thesis focused on interpretabil-
ity in the context of image classifiers. This, of course, only covers a fraction of DNN-based applications.
Extending the benefits of CoDA and B-cos Networks to other tasks (e.g., object detection, image segment-
ation), pretraining paradigms (e.g., self-supervised learning), and modalities (e.g., audio, text) constitutes
an important next step for establishing inherently interpretable DNNs firmly in the machine learning
landscape. Moreover, in Chapters 5 and 6, we argue that the dynamic linear transformations obtained
by CoDA and B-cos Networks are well suited to be used as explanations for humans as they resemble
relevant aspects of the input signal and localise those well. While this might seem intuitive, we have not
explicitly evaluated their utility in studies with human participants such as in [KMR+22]. In future work,
it should be investigated how to best leverage the dynamic linear transformation in order to present easily
understandable and highly informative explanations to humans for specific use cases.

Moreover, while the added cost for switching from conventional to B-cos models might be relatively low
when training from scratch, in recent years it has become common practice to rely on pretrained, so-called
‘foundational’ models [RKH+21, OWJ+22, BHA+21]. Training such models can cost millions of dollars
[LLH+24], and can be a major hurdle for a more wide-spread adoption of any novel type of DNN models,
and B-cos Networks are certainly no exception to this. Therefore, we believe an important next challenge
to solve is not only how to integrate inherent interpretability into existing network architectures as we did
in Chapter 6, but also leverage their pretrained weights. Especially in the case of the B-cos Networks, we
believe this to be a promising route, as these models primarily differ from conventional models in the
exponent of the cosine term (see Chapter 6). It might thus be possible to ‘B-cosify’ conventional models
by finetuning them with an increased exponent B and thereby significantly improve their interpretability.

An alternative for increasing the interpretability of foundational models is to build hybrid models as we
did for the CoDA Networks in Chapter 5, i.e., to add light-weight interpretable classifiers on top of the
powerful representations learnt by conventional models. This is particularly interesting in the context of
the emergent field of concept-extraction methods (cf. Chapter 2). Specifically, processing the extracted
concepts by an interpretable classifier might yield better estimates of the importance of a particular concept
for the models’ decisions, thus allowing us to obtain a more global understanding of the strategies a DNN
employs to solve a given task; see also [ADE+23] for a recent work on concept-based explanations.

Beyond CoDA and B-cos Networks. We presented two approaches that leverage dynamic linearity and
alignment pressure to increase the interpretability of DNNs. While the CoDA Networks constituted a
crucial proof of concept, the B-cos Networks distilled the most relevant aspects of CoDA Networks to lift
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the performance of dynamic-linearity-based interpretable models to a level that rivals conventional DNNs.
That said, the B-cos Networks are still only the second iteration of such models. In future work, we plan
to study how to leverage insights gained from the B-cos Networks to further improve the performance and
the interpretability of our proposed models.

For example, as we discuss in Appendix C, the B-cos Networks exhibit interesting parallels to radial
basis function (RBFs) Networks. While DNNs have proven more successful on complex tasks, single-
layer RBF Networks have been shown to exhibit other desirable properties: e.g., they are more robust to
adversarial examples [GSS15] and inherently provide low confidence predictions far from the training data
[GSS15, HAB19]. Interestingly, we find that B-cos Networks can be understood as a multi-layer variant
of RBF Networks. While designing multi-layer RBF models has been attempted before [HW19, ZHS18],
to the best of our knowledge, the B-cos Networks are the first version of deep RBF-like models to yield
competitive performance on complex datasets such as ImageNet. In future work, we plan to further
analyse this relation and the implications that it carries.

In summary, this thesis contributes towards increasing the interpretability of Deep Learning approaches,
both by better understanding existing models and explanation methods, but, crucially, also by showing
that making DNNs interpretable by design is possible at relatively minor costs in performance.

We are convinced that this constitutes an important step towards making the decision processes of DNNs
more transparent, and that it opens up an exciting array of research directions to explore in the future.
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AAPPENDIX — UNDERSTANDING ATTRIBUTIONS

In this supplement to our work on understanding attribution methods, we provide:

(A.1) Additional quantitative results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

First, we provide full quantitative results on ImageNet on the seven models we evaluate on.

(A.2) Additional qualitative results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

We provide the complete qualitative results using AggAtt for
(A.2.1) GridPG (A.2.2) DiFull and (A.2.3) DiPart.

(A.3) An additional analysis of the localisation scores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

We investigate the correlation between the localisation scores of different attribution methods
and compare it with the trends seen from the qualitative and quantitative results.

(A.4) An additional analysis of smoothed attribution maps . . . . . . . . . . . . . . . . . . . . . . . . . . . 182

(A.4.1) A discussion on the potential reason for the observed improvements via smoothing.
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(A.6) Discussion of computational costs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186

We analyse and compare the computational costs of each of the proposed evaluation settings.
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We quantitatively and qualitatively compare our proposed smoothing to SmoothGrad.
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We discuss the lack of implementation invariance in certain LRP propagation rules.
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Details on the datasets, models and attribution methods, metrics, and visualisations used.
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We show that the trends observed on ImageNet are consistent with those for CIFAR10.
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A.1 QUANTITATIVE RESULTS ON ALL MODELS

In Figure A.1, we provide the full results of our quantitative evaluation on the Grid Pointing Game
[BFS21] (GridPG), DiFull, and DiPart using the backpropagation-based (left), activation-based (middle),
and perturbation-based (right) methods on VGG-19 [SZ15], ResNet-152 [HZRS16], VGG-11 [SZ15],
ResNet-18 [HZRS16], Wide ResNet [ZK16], Resnext [XGD+17], and Googlenet [SLJ+15].

Figure A.1: Quantitative Results on ImageNet. We evaluate the localisation scores for each attribution method at
the input (Inp), middle (Mid), and final (Fin) convolutional layers, on each of GridPG, DiFull, and DiPart using
seven models: backpropagation-based (left), activation-based (centre), and perturbation-based (right) methods. The
dashed horizontal lines mark localisation scores of 1.0 and 0.25, corresponding to perfect and random localisation.

The performance on DiFull and DiPart is very similar in all three settings and the three layers. The
most significant difference between the two can be seen among the backpropagation-based methods and
LayerCAM [JZH+21]. On DiFull, these methods show near-perfect localisation, since the gradients of the
outputs from each classification head that are used to assign importance are zero with respect to weights
and activations of all grid cells disconnected from that head. On the other hand, the receptive field of the
convolutional layers can overlap adjacent grid cells in DiPart, and the gradients of the outputs from the
classification heads can thus have non-zero values w.r.t. inputs and activations from these adjacent grid
regions. This also results in decreasing localisation scores when moving backwards from the classifier.
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Furthermore, the localisation scores for Gradient [SVZ14] and Guided Backpropagation [SDBR15] are
constant at the final layer for most models, except VGG-19 and VGG-11. This is because in all these
models, this layer is immediately followed by a global average pooling layer, due to which all activations
at this layer get an equal share of the gradients.

A.2 QUALITATIVE RESULTS USING AGGATT

Here, we present additional qualitative results using our AggAtt evaluation and examples of attributions
from each bin, for GridPG [BFS21] (Section A.2.1), DiFull (Section A.2.2), and DiPart (Section A.2.3).

Figure A.2: Examples from each AggAtt bin for each method at the input layer on GridPG using VGG-19.
From each bin, the image and its attribution at the median position are shown.

A.2.1 GridPG

Figure A.2 and Figure A.3 show examples from the median position of each AggAtt bin for each attribution
method at the input and final layers, respectively, evaluated on GridPG at the top-left grid cell using
VGG-19 [SZ15]. At the input layer (Figure A.2), we observe that the backpropagation-based methods
show noisy attributions that do not strongly localise to the top-left grid cell. This corroborates the poor
quantitative performance of these methods at the input layer (Figure A.1, top). With the exception of
LayerCAM [JZH+21], the activation-based methods, on the other hand, show strong attributions across
all four grid cells, and localise very poorly. They appear to highlight the edges across the input irrespective
of the class of each grid cell. This also agrees with the quantitative results (Figure A.1, middle), where the
median localisation score of these methods is below the uniform attribution baseline. LayerCAM, being
similar to IxG [SGK17], lies at the interface between activation and backpropagation-based methods, and
also shows weak and noisy attributions. The perturbation-based methods visually show a high variance
in attributions. While they localise well for about half the dataset (first three bins), the bottom half (last
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three bins) shows noisy and poorly localised attributions, which again agrees with the quantitative results
(Figure A.1, bottom). This further shows how evaluating on individual inputs can be misleading, and the
utility of AggAtt for obtaining a holistic view across the dataset.

At the final layer (Figure A.3), attributions from Gradient [SVZ14] and Guided Backpropagation
[SDBR15] are very noisy and only slightly concentrate at the top-left cell. The checkerboard-like
pattern is a consequence of the max pooling operation after the final layer, which allocates all the gradient
only to the maximum activation. Gradients from each position of the sliding classification kernel then get
averaged to form the attributions. The localisation of IntGrad [STY17], IxG, GradCAM [SCD+17], and
Occlusion [ZF14] improve considerably as compared to the input layer, which agrees with the quantitat-
ive results, and shows that diverse methods can show similar performance when compared fairly. The
performance of the other activation-based methods and RISE [PDS18] improves to some extent, but is
still poorly localised for around the half the dataset.

Figure A.3: Examples from each AggAtt bin for each method at the final layer on GridPG using VGG-19.
From each bin, the image and its attribution at the median position are shown.

Finally, we show the AggAtt bins for all methods at all three layers using both VGG-19 and ResNet-152
[HZRS16] in Figure A.4. We see that the AggAtt bins reflect the trends observed in the examples in each
bin, and serve as a useful tool for visualisation.

A.2.2 DiFull

Figure A.5 and Figure A.6 show examples from the median position of each AggAtt bin for each
attribution method at the input and final layers, respectively, evaluated on DiFull at the top-left grid cell
using VGG-19. At the input layer (Figure A.5), the backpropagation-based methods and LayerCAM
show perfect localisation across the dataset. This is explained by the disconnected construction of DiFull,
and agrees with the quantitative results shown in Figure A.1). The activation-based methods show very
poor localisation that appear visually similar to the attributions observed on GridPG (Section A.2.1).
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Figure A.4: AggAtt Evaluation on GridPG at the input, middle, and final layers using VGG-19 and ResNet-152.

Occlusion shows near-perfect localisation, since the placement of the classification kernel at any location
not overlapping with the top-left grid cell does not influence the output in DiFull. RISE still produces
noisy attributions across the dataset. While only the top-left grid cell influences the output, the use of
random masks causes input regions that share masks with inputs in the top-left cell to also get attributed.

At the final layer (Figure A.6), the backpropagation-based methods and LayerCAM still show perfect
localisation, for the same reason as discussed above. Attributions from Gradient and Guided Backpropaga-
tion show similar artifacts as seen with GridPG (Section A.2.1), but are localised to the top-left cell.
The activation-based methods apart from LayerCAM concentrate their attributions at the top-left and
bottom-right cells, particularly in the early bins. This is because both these cells contain images from
the same class, and the weighing of activation maps by these methods causes both to be attributed, even
though only the instance at the top-left influences the classification. Further, Occlusion and RISE show
similar results as at the input layer. The attributions of Occlusion are noticeably lower in resolution, since
the relative size of the occlusion kernel as compared to the activation map is much larger at the final layer.

Finally, we show the AggAtt bins for all methods at all three layers using both VGG-19 and ResNet-152
in Figure A.7, and see that they reflect the trends observed in the individual examples seen from each bin.
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Figure A.5: Examples from each AggAtt bin for each method at the input layer on DiFull using VGG-19.
From each bin, the image and its attribution at the median position are shown.

Figure A.7: AggAtt Evaluation on DiFull at the input, middle, and final layers using VGG-19 and ResNet-152.
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Figure A.6: Examples from each AggAtt bin for each method at the final layer on DiFull using VGG-19. From
each bin, the image and its attribution at the median position are shown.

A.2.3 DiPart

Figure A.8 and Figure A.9 show examples from the median position of each AggAtt bin for each attribution
method at the input and final layers, respectively, evaluated on DiPart at the top-left grid cell using VGG-
19. In addition, Figure A.10 shows the AggAtt bins for all methods at all three layers using both VGG-19
and ResNet-152. As observed with the quantitative results (Section A.1, the performance seen visually on
DiPart across the three layers is very similar to that on DiFull (Section A.2.2). However, they slightly
differ in the case of the backpropagation-based methods and LayerCAM, particularly at the input layer
(Figure A.8). This is because unlike in DiFull, the grid cells are only partially disconnected, and the
receptive field of the convolutional layers can overlap adjacent grid cells to some extent. Nevertheless, as
can be seen here, only a small boundary region around the top-left grid cell receives attributions, and the
difference is not visually very perceivable. As such, DiPart setting can be thought of as a natural extension
for DiFull, that mostly shares the requisite property without being an entirely constructed setting.
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Figure A.8: Examples from each AggAtt bin for each method at the input layer on DiPart using VGG-19.
From each bin, the image and its attribution at the median position are shown.

Figure A.10: AggAtt Evaluation on DiPart at the input, middle, and final layers using VGG-19 and ResNet-152.
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Figure A.9: Examples from each AggAtt bin for each method at the final layer on DiPart using VGG-19. From
each bin, the image and its attribution at the median position are shown.

A.3 CORRELATION BETWEEN ATTRIBUTIONS

From the quantitative (Figure A.1) and qualitative (Figure A.4) results, we observed that diverse methods
perform similarly on GridPG [BFS21] both in terms of localisation score and through AggAtt visual-
isations when evaluated fairly. This was particularly the case with IntGrad [STY17], IxG [SGK17],
GradCAM [SCD+17], and Occlusion [ZF14], when evaluated at the final layer. We also found (Sec-
tion 4.3.3 in Chapter 4) that smoothing IntGrad and IxG (the result of which we call S-IntGrad and
S-IxG) attributions evaluated at the input layer leads to visually and quantitatively similar performance as
GradCAM evaluated at the final layer. In this section, we investigate this further, and study the correlation
of these methods at the level of individual attributions. In particular, we compute the Spearman rank
correlation coefficient of the localisation scores using VGG-19 [SZ15] of every pair of methods from each
of the three layers. The results are shown in Figure A.11.

We observe that at the input layer (Figure A.11, top-left corner), the activation-based methods are poorly
correlated with each other and with the backpropagation and perturbation-based methods. This also agrees
with the poor localisation of these methods seen previously (Figure A.1, Figure A.2). The backpropagation-
based and perturbation-based methods, on the other hand, show moderate to strong correlation amongst
and with each other. Similar results can be seen when comparing methods at the middle layer with the
input layer and the final layer (Figure A.11, edge centres). However, when compared at the middle layer
(Figure A.11, middle), the activation-based methods still correlate poorly with other methods, but the
strength of the correlation improves in general.

Further, when compared at the final layer (Figure A.11, bottom-right corner), all methods show moderate
to strong correlations with each other. This could be because generating explanations at the final layer is a
significantly easier task as compared to doing so at the input, since the activations are used as is and only
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the classification layers’ outputs are explained. The pairs with very strong positive correlation also show
that attribution methods with diverse mechanisms can perform similarly when evaluated fairly. Finally,
we observe that the activation-based methods at the final layer, instead of the input layer, correlate much
better with the other methods at the input layer (Figure A.11, top-right, bottom-left).

Unsmoothed K = 9 K = 17 K = 33 K = 65 K = 129 K = 257

VGG-19 0.30 0.35 0.47 0.63 0.74 0.78 0.72
ResNet-152 0.16 0.19 0.22 0.32 0.46 0.48 0.44

Table A.1: Spearman rank correlation coefficients between GradCAM at the final layer and S-IntGrad at the
input layer on GridPG for varying degrees of smoothing. We observe that the correlation improves significantly
for both VGG-19 and ResNet-152 for larger kernels.

Unsmoothed K = 9 K = 17 K = 33 K = 65 K = 129 K = 257

VGG-19 0.20 0.20 0.26 0.36 0.44 0.41 0.31
ResNet-152 0.10 0.09 0.10 0.13 0.18 0.16 0.07

Table A.2: Spearman rank correlation coefficients between GradCAM at the final layer and S-IxG at the
input layer on GridPG for varying degrees of smoothing. We observe that the correlation improves for VGG-19,
but not much for ResNet-152.

We also observe that S-IntGrad and S-IxG at the input layer correlate well with the best-performing
methods (IntGrad, IxG, GradCAM, Occlusion) at the final layer. Further, this marks a significant
improvement when compared with IntGrad and IxG at the input layer. For example, IntGrad at the
input layer compared with GradCAM at the final layer results in a correlation coefficient of 0.34, while
S-IntGrad results in a correlation coefficient of 0.80.

We further study the effect of smoothing in Tables A.1 and A.2. We observe that the correlation between
S-IntGrad and S-IxG improves significantly over IntGrad and IxG for VGG-19 when using large kernels.
However, for ResNet-152 [HZRS16], the improvement for S-IxG is very small. This agrees with the
quantitative localisation performance of these methods (Section 4.3.3 in Chapter 4). This shows that
beyond aggregate visual similarity and quantitative performance, smoothing IntGrad and IxG can produce
explanations at the input layer that are individually similar to GradCAM at the final layer, while also
explaining the full network and performing significantly better on DiFull. We further visually compare
the impact of smoothing in Section A.4.
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Figure A.11: Spearman rank correlation coefficients between each pair of methods at all three layers on
GridPG for VGG-19. We observe that diverse methods (IntGrad, IxG, GradCAM, Occlusion) correlate strongly
when evaluated at the final layer (bottom-right), which agrees with their similar quantitative and AggAtt performance.
Further, S-IntGrad and S-IxG at the input layer correlate significantly stronger with GradCAM at the final layer as
compared to IntGrad and IxG at the input layers. This, combined with the similarity in quantitative and AggAtt
performance, shows the utility of smoothing in obtaining attributions that localise well while also performing much
better in not attributing impossible regions specified by DiFull.
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A.4 IMPACT OF SMOOTHING ATTRIBUTIONS

In this section, we explore the impact of smoothing attributions. First, we briefly discuss a possible reason
for the improvement in localisation of attributions after smoothing (Section A.4.1). Then, we visualise
the impact of smoothing through examples and AggAtt visualisations (Section A.4.2). Further, we also
compare the performance of GradCAM [SCD+17] at the final layer with S-IntGrad and S-IxG at the input
layer across the same examples from each bin and show their similarities across bins (Section A.4.3).

A.4.1 Effect of Smoothing

We believe that our smoothing results highlight an interesting aspect of piece-wise linear models (PLMs),
which goes beyond mere practical improvements. For PLMs (such as the models used here), IxG [SGK17]
yields the exact pixel contributions according to the linear mapping given by the PLM. In other words, the
sum of IxG attributions over all pixels yields exactly (ignoring biases) the model output. If the effective
receptive field of the model is small (cf. [LLUZ16]), sum pooling IxG with a kernel of the same size
accurately computes the model’s local output (apart from the influence of bias terms). Our method of
smoothing IxG with a Gaussian kernel performs a weighted average pooling of attributions in the local
region around each pixel, which produces a similar effect and appears to summarise the effect of the pixels
in the local region to the model’s output, which leads to less noisy attributions and better localisation.

A.4.2 AggAtt Evaluation after Smoothing

(a) S-IntGrad

(b) S-IxG

Figure A.12: Examples from each AggAtt bin after smoothing IntGrad (a) and IxG (b) attributions on GridPG
using VGG-19. From each bin, the image and its attribution at the median position are shown.

In Section A.4.2 and Figure A.12, we show examples from each AggAtt bin for S-IntGrad and S-IxG at
the input layer for two different kernel sizes, and compare with IntGrad [STY17] and IxG at the input
layer respectively. We observe that the localisation performance significantly improves with increasing
kernel size, and produces much stronger attributions for the target grid cell. In Figure A.13, we show the
AggAtt bins for these methods on both VGG-19 [SZ15] and ResNet-152 [HZRS16]. We see that this
reflects the trends seen from the examples, and also clearly shows the relative ineffectiveness of smoothing
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IxG for ResNet-152 (Figure A.13 bottom right and Table A.2).

Figure A.13: Impact of smoothing IntGrad and IxG visualised via AggAtt. VGG-19 and ResNet-152 on GridPG.

A.4.3 Comparing GradCAM with S-IntGrad and S-IxG

(a) VGG19 (b) Resnet152

Figure A.14: Comparing GradCAM and S-IntGrad/ S-IxG. Example attributions from each AggAtt bin of
GradCAM at the final layer compared with corresponding attributions from S-IntGrad and S-IxG at the input layer
with K = 129, using VGG-19 and ResNet-152 on GridPG. We observe that S-IntGrad and S-IxG show visually
similar examples to GradCAM across bins for VGG-19. While S-IntGrad also performs similarly for ResNet-152,
S-IxG produces more noisy attributions.

We now compare GradCAM at the final layer with S-IntGrad and S-IxG at the input layer with K = 129
on the same set of examples (Figure A.14). We pick an example from each AggAtt bin of GradCAM, and
evaluate all three methods on them. From Figure A.14, we observe that the three methods produce visually
similar attributions across the AggAtt bins. While the attributions of S-IntGrad and S-IxG are somewhat
coarser than GradCAM, particularly for the examples in the first few bins, they still concentrate around
similar regions in the images. Interestingly, they perform similarly even for examples where GradCAM
does not localise well, i.e., in the last two bins. Finally, we again see that S-IxG using ResNet-152
performs relatively worse as compared to the other methods (as also seen in Table A.2).
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A.5 QUANTITATIVE EVALUATION ON ALL LAYERS

As discussed in Section 4.2, we evaluate trends in localisation performance across the full range of network
depths across all seven models. Full results on all attribution methods can be found in Figure A.15.

Figure A.15: Mean Localisation performance layer-wise across seven models on all attribution methods. For
each method and network, we plot the mean localisation score at at several depths. The x-axis shows the fraction of
the total network depth (0 - input, 1 - final layer).

Additionally, Figures A.16 and A.17 show the results on evaluating at each convolutional layer of VGG-11
[SZ15] and each layer block of ResNet-18 [HZRS16], visualised via boxplots to show the performance
across the dataset. We find that the performance on the remaining layers is consistent with the trend
observed from the three chosen layers in our experiments.
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Figure A.16: Quantitative Results for VGG-11 across all convolutional layers. We evaluate the localisation
scores each attribution method at the input and each convolutional layer of VGG-11, on each of GridPG, DiFull,
and DiPart. Top: Backpropagation-based methods. Middle: Activation-based methods. Bottom: Perturbation-based
methods. The two horizontal dotted lines mark localisation scores of 1.0 and 0.25, which correspond to perfect and
random localisation, respectively. We find that the trends in performance corroborate with those seen across the
selected input, middle, and final layers in our experiments.
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Figure A.17: Quantitative Results for ResNet-18 across all convolutional layer blocks. We evaluate the
localisation scores each attribution method at the input and each convolutional layer of ResNet-18, on each of
GridPG, DiFull, and DiPart. Top: Backpropagation-based methods. Middle: Activation-based methods. Bottom:
Perturbation-based methods. The two horizontal dotted lines mark localisation scores of 1.0 and 0.25, which
correspond to perfect and random localisation, respectively. We find that the trends in performance corroborate with
those seen across the selected input, middle, and final layers in our experiments.

A.6 COMPUTATIONAL COST

Unlike GridPG [BFS21], the DiFull setting involves passing each grid cell separately through the network.
In this section, we compare the computational costs of GridPG, DiFull, and DiPart, and show that it is
similar across the three settings. Let the input be in the form of a n× n grid. Each setting consists of a
CNN module, which obtains features from the input, and a classifier module, which provides logits for
each cell in the grid using the obtained features. We analyse each of these modules one by one.
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CNN Module: In GridPG and DiPart, the entire grid is passed through the CNN module as a single
input. On the other hand, in DiFull, each grid cell is passed separately. This can be alternatively viewed as
stacking each of the n2 grid cells along the batch dimension before passing them through the network.
Consequently, the inputs in the DiFull setting have their widths and heights scaled by a factor of 1

n , and
the batch size scaled by a factor of n2. Since the operations within the CNN module scale linearly with
input size, the computational cost for each grid cell in DiFull is 1

n2 times the cost for the full grid in
GridPG and DiPart. Since there are n2 such grid cells, the total computational cost for the CNN module
of DiFull equals that of GridPG and DiPart.

Classifier Module: The classifier module in the DiFull and DiPart settings consists of n2 classification
heads, each of which receives features corresponding to a single grid cell. On the other hand, the GridPG
setting uses a classifier kernel over the composite feature map for the full grid. Let the dimensions of
the feature map for a single grid cell be d × d. This implies that in GridPG, using a stride of 1, the
classification kernel slides over ((n− 1)d+ 1)2 windows of the input, each of which results in a call to
the classifier module. In contrast, in DiFull and DiPart, the classifier module is called only n2 times, one
for each head. This shows that the computational cost of DiFull and DiPart for the classifier module and
the pipeline as a whole is at most as much as of GridPG.

A.7 COMPARISON WITH SMOOTHGRAD

We find that smoothing IntGrad [STY17] and IxG [SGK17] attributions with a Gaussian kernel can lead
to significantly improved localisation, particularly for networks without batch normalisation layers [IS15].
As discussed in Section A.4.1, we believe this to be because smoothing summarises the effect of inputs in a
local window around each pixel to the output logit, and reduces noisiness of attributions. Prior approaches
to address noise in attributions include SmoothGrad [STK+17], which involves adding Gaussian noise to
an input and averaging over attributions from several samples. Here, we compare our smoothing with that
of SmoothGrad. Figure A.18 shows that our methods (S-IntGrad, S-IxG) show significantly better GridPG
[BFS21] localisation than SmoothGrad on IntGrad and IxG, except in the case of IxG with ResNet-
18 [HZRS16], where our smoothing does not improve localisation likely due to the presence of batch
normalisation layers. The scores on DiFull decrease to an extent since our Gaussian smoothing allows
attributions to “leak” to neighbouring grid cells. These results are corroborated by AggAtt visualisations
in Figure A.19. We also note that SmoothGrad requires significantly higher computational cost than our
approach, as attributions need to be generated for several noisy samples of each input, and is also sensitive
to the choice of hyperparameters such as the noise percentage and the number of samples.
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Figure A.18: Quantitative Results comparing our smoothing with SmoothGrad using VGG-11. We evaluate
each attribution method at the input layer. For S-IntGrad and S-IxG, we use K = 129. For SmoothGrad, we use the
best performing configuration after varying the noise percentage from 1% to 30%, and use 15 samples per input.
Top: Results on VGG-11. Bottom: Results on ResNet-18. We use the “*” symbol to show boxes that collapse to a
single point, for better readability.

Figure A.19: Comparing SmoothGrad with S-IntGrad and S-IxG. AggAtt visualisations of our smoothing
(S-IntGrad, S-IxG) compared with SmoothGrad applied on IntGrad and IxG using VGG-11 and ResNet-18 on
GridPG.
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A.8 LRP: LACK OF IMPLEMENTATION INVARIANCE

In this section, we provide an illustration on the impact of the lack of implementation invariance [STY17]
in the z+ propagation rule of LRP. Using our DiFull setting, we provide a general construction of a
transform that results in a functionally equivalent model but causes LRP with the z+ rule to shift nearly
all attributions to the disconnected regions.

The transform is illustrated in Figure A.20. In the DiFull setting, each classification head is connected to
its corresponding grid cell’s feature map with the weights from the pre-trained model, and is disconnected
(alternatively, connected with zero weights) to all other grid cells (Figure A.20a). For the transform, we
introduce an additional linear layer lc′ between the final feature activations f and the first classification
layer lc, as shown in Figure A.20b.

Let the number of neurons in lc be k. We construct lc′ with k + 2 neurons, as shown. We use k neurons to
map the original linear transformation back to lc, by using an identity transform between the connected
regions in f and lc′ , and using zero weights for the disconnected regions. The two additional neurons
are used to aggregate the activations from all the disconnected regions of f , one each with positive and
negative sign. These neurons are then connected with weight 1 to lc. As a result, the contributions from
the disconnected regions cancel out in the output of lc, and the model remains functionally equivalent.

However, when applying LRP with the z+ propagation rule, relevance is distributed only among neurons
that contribute positively to the output. Consequently, when propagating from lc′ to lc, most of the
relevance is transferred to the new neuron that aggregates positive attributions from the disconnected
regions. Since the regions are fully disconnected for all further propagation, this causes most attributions
to now be given to the disconnected regions, as shown in Figure A.21.

(a) Original (b) Transformed

Figure A.20: Transform that inserts a new layer between the final feature layer and the first classification layer
in the DiFull setting. The resultant model is functionally equivalent to the original model. We add a new layer with
a neuron that each aggregate all activations from all regions with zero connections with positive and negative sign
respectively. The contributions from these two neurons cancel out in the next layer, keeping the model functionally
equivalent. However, the z+ rule only considers neurons that contribute positively to the output, causing almost all
relevance to flow through the new positive neuron and to the disconnected regions (as shown in Figure A.21).
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Figure A.21: LRP Attributions for VGG-19 in the DiFull setting before and after the transform. As the z+

propagation rule is not implementation invariant, appropriately transforming the model to a functionally equivalent
model can result in vastly different attribution maps.

A.9 IMPLEMENTATION DETAILS

A.9.1 Dataset

As described in Section 4.2 in Chapter 4, we obtain 2,000 attributions for each attribution method on each
of GridPG [BFS21], DiFull, and DiPart, using inputs consisting of four subimages arranged in 2× 2 grids.
For GridPG, since we evaluate on all four subimages, we do this by constructing 500 grid images after
randomly sampling 2,000 images from the validation set. Each grid image contains subimages from four
distinct classes. On the other hand, for DiFull and DiPart, we place images of the same class at the top-left
and bottom-right corners to test whether an attribution method simply highlights class-related features,
irrespective of them being used by the model. Therefore, we evaluate only on these two grid locations. In
order to obtain 2,000 attributions as with GridPG, for these two settings, we construct 1,000 grid images
by randomly sampling 4,000 images from the validation set.

A.9.2 Models and Attribution Methods

We implement our settings using PyTorch [PGM+19], and use pretrained models from Torchvision
[PGM+19]. We use implementations from the Captum library [KMM+20] for Gradient [SVZ14], Guided
Backpropagation [SDBR15], IntGrad [STY17], and IxG [SGK17], from the Zennit library [ANS+21] for
LRP [BBM+15], and from [BFS21] for Occlusion [ZF14] and RISE [PDS18]. For Gradient and Guided
Backpropagation, the absolute value of the attributions are used. All attributions across methods are
summed along the channel dimensions before evaluation.

Occlusion involves sliding an occlusion kernel of size K with stride s over the image. As the spatial
dimensions of the feature maps decreases from the input to the final layer, we select different values of K
and s for each layer. In our experiments, we use K = 16, s = 8 for the input, and K = 5, s = 2 for the
middle and final layers.

RISE generates attributions by occluding the image using several randomly generated masks and weighing
them based on the change in the output class confidence. In our experiments, we use M = 1000 masks.
We use fewer masks than [PDS18] to offset the increased computational cost from using 448 × 448
images, but found similar results from a subset of experiments with M = 6000.

The γ-rule for LRP-Composite as originally defined expects positive inputs. So, to enable its use with
negative inputs that may result from using ResNet model, we use the generalised version of the γ-rule
(proposed in [AKW+23]) that is implemented in the Zennit library [ANS+21].
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A.9.3 Localisation Metric

In our quantitative evaluation, we use the same formulation for the localisation score as proposed in
GridPG (see Section 4.1.1, Equation (4.1)). Let A+(p) refer to the positive attribution given to the pth

pixel. The localisation score for the subimage xi is given by:

Li =

∑
p∈xi

A+(p)∑n2

j=1

∑
p∈xj

A+(p)
(A.1)

However, Li is undefined when the denominator in Equation (A.1) is zero, i.e.,
∑n2

j=1

∑
p∈xj

A+(p) = 0.
This can happen, for instance, when all attributions for an input are negative. To handle such cases, we set
Li = 0 in our evaluation whenever the denominator is zero.

A.9.4 AggAtt Visualisations

To generate our AggAtt visualisations, we sort attribution maps in the descending order of the localisation
score and bin them into percentile ranges to obtain aggregate attribution maps (Section 4.1.2). However,
we observe that when evaluating on DiFull, the backpropagation-based attribution methods show perfect
localisation (Section 4.1.1), and all attributions share the same localisation score. In this scenario, and in
all other instances when two attributions have the same localisation score, we break the tie by favouring
maps that have stronger attributions in the target grid cell. We do this by ordering attributions with the
same localisation score in the descending order of the sum of attributions within the target grid cell, i.e.,
the numerator in Equation (A.1).

Further, when producing the aggregate maps, we normalise the aggregate attributions using a common
normalising factor for each method. This is done to accurately reflect the strength of the average
attributions across bins for a particular method.

A.10 EVALUATION ON CIFAR10

In addition to ImageNet [DDS+09], we also evaluate using our settings on CIFAR10 [Kri09]. In this
section, we present these results, and find similar trends in performance as on ImageNet. We first describe
the experimental setup (Section A.10.1) used, and then show the quantitative results on GridPG [BFS21],
DiFull, and DiPart (Section A.10.2) and some qualitative results using AggAtt (Section A.10.3).

A.10.1 Experimental Setup

Network Architecture. We use a modified version of the VGG-11 [SZ15] architecture, with the last
two convolutional layers removed. Since the CIFAR10 inputs have smaller dimensions (32× 32) than
ImageNet (224 × 224), using all the convolutional layers results in activations with very small spatial
dimensions, which makes it difficult to apply attribution methods at the final layer. After removing the last
two convolutional layers, we obtain activations at the new final layer with dimensions 4×4 before pooling.
We then perform our evaluation at the input (Inp), middle layer (Conv3) and the final layer (Conv6).

Data. We construct grid datasets consisting of 2× 2 and 3× 3 grids using images from the validation
set classified correctly by the network with a confidence of at least 0.99. We obtain 4,000 (resp. 4,500)
attributions for each method from the 2× 2 (resp. 3× 3) grid datasets respectively. As with ImageNet
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(Section A.9.1), we evaluate on all grid cells for GridPG and only at the top-left and bottom-right corners
on DiFull and DiPart. To obtain an equivalent 4,000 (resp. 4,500) attributions from using just the corners
on DiFull and DiPart, we randomly sample 8,000 (resp. 20,250) images for the 2× 2 (3× 3) grid datasets,
and construct 2,000 (2,250) composite images. Note that the CIFAR10 validation set only has a total of
10,000 images. Since we only evaluate at the two corners, we allow subimages at other grid cells to repeat
across multiple composite images. However, no two subimages are identical within the same composite
image.

A.10.2 Quantitative Evaluation on GridPG, DiFull, and DiPart

The results of the quantitative evaluation can be found in Figure A.22 for both 2 × 2 grids (left) and
3× 3 grids (right). We observe that all methods perform similarly as on ImageNet (Figure A.1). Since
localising on 3× 3 grids poses a more challenging task, we observe generally poorer performance across
all methods on that setting.

Figure A.22: Quantitative Results on CIFAR10 using VGG-11. We evaluate each attribution method at the input
(Inp), middle (Mid), and final (Fin) convolutional layers, on each of GridPG, DiFull, and DiPart using 2× 2 (left)
and 3 × 3 (right) grids. Top: Results on backpropagation-based methods. Middle: Results on activation-based
methods. Bottom: Results on perturbation-based methods. The two horizontal dotted lines mark localisation scores
that correspond to perfect and random localisation, respectively, which equal scores of 0.25 and 0.11 respectively
for 2× 2 and 3× 3 grids. We use the “*” symbol to show boxes that collapse to a single point, for better readability.

A.10.3 Qualitative Results Using AggAtt

In Figure A.23, we show AggAtt evaluations on 3 × 3 grids for a method each from the set of
backpropagation-based (IxG [SGK17]), activation-based (GradCAM [SCD+17]), and perturbation-based
(Occlusion [ZF14]) methods. Further, we show examples of attributions at the input and final layer
on GridPG for these methods (Figures A.24 and A.25). We see that these show similar trends in their
performance as on ImageNet (Section A.2).
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Figure A.23: AggAtt Evaluation on GridPG for methods at the input, middle, and final layers using VGG-11
with the 3× 3 grid dataset.

Figure A.24: Examples from each AggAtt bin for each method at the input layer on GridPG using VGG-11
on 3× 3 grids. From each bin, the image and its attribution at the median position are shown.

Figure A.25: Examples from each AggAtt bin for each method at the final layer on GridPG using VGG-11 on
3× 3 grids. From each bin, the image and its attribution at the median position are shown.
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In this supplement to our work on Convolutional Dynamic Alignment Networks (CoDA Nets), we provide:

(B.1) Additional qualitative results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

In this section, we show additional qualitative results on the ImageNet subset as well as
additional comparisons between the model-inherent contribution maps and other methods
for importance attribution. Further, we show the effect of regularising the linear mappings
on the contribution maps for models trained on the CIFAR10 dataset. Lastly, we show the
results of the sanity check by Adebayo et al. [AGM+18] as well as the contribution maps of a
piece-wise linear model (ResNet-56).

(B.2) Additional quantitative results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200

In this section, we show additional quantitative results. In particular, we show the accuracies
of the temperature-regularised models and of models of different sizes (DAU rank ablation).
Further, we show interpretability results for models trained with the L2 and SQ non-linearities,
with explicit regularisation of the linear mapping W0→L, and for a pre-trained ResNet-56 for
comparison. Moreover, we show results for the pixel removal metric when removing the most
important pixels first.

(B.3) Implementation details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203

In this section, we present architecture and training details for our experiments and describe
in detail how the convolutional Dynamic Alignment Units are implemented. Further, we
discuss the results of ResNets on the ImageNet subset under the exact same training scheme
for comparison.

(B.4) Relation to capsule networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208

In this section, we discuss the relationship between the Dynamic Alignment Units and
capsules [SFH17]. In particular, we rewrite the standard capsule formulation, which allows
us to compare them more easily to our work. Under this new formulation, it becomes clear
that the two approaches share similarities, but also that there exist important differences.

194
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Additional ImageNet Examples.

peacock tench

great grey owl lorikeet

drake cockatoo

ostrich macaw

robin toucan

tarantula bee eater

Figure B.1: Explanations for the three most confident examples of the first 12 classes when sorting the classes by
the mean logits across the three most confidently classified samples per class. Positive (negative) contributions for
the ground truth class are shown in red (blue).

In Figures B.1 and B.2 we present additional qualitative examples of the model-inherent contribution maps.
In particular, we show the decomposition of the model predictions into input contributions for 32 out of
100 classes; for each class, we show the three most confidently classified images and show the classes in
sorted order (by mean logit score across those three images). As can be seen, the explanations are not only
very detailed, highlighting very fine-grained features such as the eyes in the feathers of the peacock (first
row, Figure B.1) or the eyes of the great grey owl (second row, Figure B.1), but are also highly consistent
across instances of the same class: e.g., from the contribution maps it becomes clear that the eyes of the
great grey owl constitute the most discriminative feature for the model. These discriminative features
vary significantly per class and are semantically meaningful: e.g., the model focuses on the yellow head
feathers of the cockatoo or the green head of the drake (third row, Figure B.1), or the highly recognisable
patterns of the feathers of the jay (second row, Figure B.2). As such, the model seems to rely on features
that are consistent with the patterns a human would rely on, making the explanations easily interpretable.
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brambling goldfinch

African grey jay

red-breasted merganser goldfish

centipede electric ray

quail hummingbird

scorpion coucal

chickadee water ouzel

axolotl Gila monster

trilobite indigo bunting

bulbul junco

Figure B.2: Explanations for the three most confident examples of classes 16 to 32 when sorting the classes by the
mean logits across the three most confidently classified samples per class. Positive (negative) contributions for the
ground truth class are shown in red (blue).
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In Figure B.3, we moreover show the contributions maps for the first 8 of the overall most confidently
classified images next to the attribution maps from the post-hoc importance attribution methods for
qualitative comparison. We note that GradCAM consistently highlights very similar regions to the CoDA
Net contribution maps, but does so at a lower resolution. All contribution maps based on the CoDA
Net use the same linear colour scale, which has been set to (−v, v) with v the 99.99th percentile over
all absolute values in the contributions maps for the three most confident predictions of each class. For
reproducing the presented contribution maps and more, please visit github.com/moboehle/CoDA-Nets.

Input image Ours Grad IxG IntGrad GCam Occ9 Occ13 LIME RISE

Input image Ours Grad IxG IntGrad GCam Occ9 Occ13 LIME RISE

Input image Ours Grad IxG IntGrad GCam Occ9 Occ13 LIME RISE

Input image Ours Grad IxG IntGrad GCam Occ9 Occ13 LIME RISE

Input image Ours Grad IxG IntGrad GCam Occ9 Occ13 LIME RISE

Input image Ours Grad IxG IntGrad GCam Occ9 Occ13 LIME RISE

Input image Ours Grad IxG IntGrad GCam Occ9 Occ13 LIME RISE

Input image Ours Grad IxG IntGrad GCam Occ9 Occ13 LIME RISE

Figure B.3: Comparison between attribution methods for the most confident prediction of the first 8 classes in
Figure B.1. We show positive importance attributions in red, negative attributions in blue; for RISE we use its
default visualisation. Note that the model seems to align the weights well with the ornamental eyespots of the
peacocks (first row, see also Figure B.1) or the heads of the ducks (row 5). While the latter are also highlighted by
GCam, the former constitute a structure that is too fine-grained for GCam to resolve properly.

github.com/moboehle/CoDA-Nets
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Figure B.4: Visualising the qualitative effect of explicitly regularising the linear mapping W0→L on CIFAR10.
While the contribution maps without regularisation are noisy, they become sharper with increasing regularisation.

Regularising the Linear Mapping on CIFAR10. As mentioned in Chapter 5, the explicit representation
of the model computations as a linear mapping, i.e.,

ŷ(x) = W0→L(x)x ,

allows to directly regularise the linear mappings and thereby the model-inherent contribution maps.
In Figure B.4 we qualitatively show how the regularisation impacts the contribution maps; for these
experiments, we added a regularisation term to the loss function and optimised

L(xi,yi) = BCE
(
σ(T−1W0→L(xi)xi + b0),yi

)
+ λ⟨|W0→L(xi)|⟩ (B.1)

with ⟨|U|⟩ denoting the average absolute value of a matrix U. We see that without any regularisation the
contribution maps are difficult to interpret. As soon as even a small regularisation is applied, however, the
maps align well with the discriminative parts of the input image.

Sanity Check. In [AGM+18], the authors found that many commonly used methods for importance
attribution are not model-faithful, i.e., they do not reflect the learnt parameters of the model. In order to
test this, they proposed to examine how the attributions change if the model parameters are randomised
step by step. If the attributions remain stable under model randomisation, they cannot be assumed to
explain a specific model, but rather reflect properties of the general architecture and the input data. In
Figure B.5, we show how the model-inherent contribution maps behave when re-initialising the CoDA
Net layers one at a time to a random parameter setting, starting from the deepest layer. As can be seen,
the contribution maps get significantly perturbed with every layer that is reset to random parameters; thus,
the contribution maps pass this sanity check for attribution methods.

Contribution Maps of a Piece-wise Linear Model. In Figure B.6 we show contribution maps obtained
from different pre-trained ResNet architectures obtained from https://github.com/akamaster/pytorch_
resnet_cifar10. In particular, we visualise the ‘Input×Gradient’ method. Note that this yields contribution
maps, since piece-wise linear models, such as the ResNets, produce input-dependent linear mappings,
similar to the CoDA Nets. These contribution maps, however, are rather noisy and do not reveal particularly
relevant features.

https://github.com/akamaster/pytorch_resnet_cifar10
https://github.com/akamaster/pytorch_resnet_cifar10
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Input Initial map 1 layer 2 layers 3 layers 4 layers 5 layers 6 layers 7 layers 8 layers 9 layers

Figure B.5: Sanity check experiment as in [AGM+18]. If the importance attributions remain stable under parameter
randomisation, they cannot be assumed to faithfully reflect the learnt parameters of the model. Since the contribution
maps get significantly perturbed when re-initialising layers from network output (left) to network input (right), the
model-inherent contribution maps thus pass this sanity check. Positive (negative) contributions shown in red (blue).

Res20 Res32 Res44 Res56 Res20 Res32 Res44 Res56

Res20 Res32 Res44 Res56 Res20 Res32 Res44 Res56

Res20 Res32 Res44 Res56 Res20 Res32 Res44 Res56

Res20 Res32 Res44 Res56 Res20 Res32 Res44 Res56

Figure B.6: ‘Input×Gradient’ evaluated on different ResNets. Since ResNets are piece-wise linear, and compute
their output as y(x) = M(x)x+ b(x), this is the ResNet-based equivalent to the CoDA Net contribution maps.
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B.2 ADDITIONAL QUANTITATIVE RESULTS

Performance / Interpretability Trade-off. While the CoDA Nets were observed to train and perform
well over a wide range of choices for the logit temperature T , there seems to be a trade-off between the
accuracies of the network and their interpretability—the implicit alignment regularisation comes at a cost.
For example, in Figure B.7, we contrast the gain in interpretability (left, same figure as in main paper)
with the corresponding accuracies (right).
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Figure B.7: Left: Localisation metric results for models trained with different temperatures T , same as in Chapter 5
(Figure 5.6, top right). Right: Corresponding accuracies of the models on the CIFAR10 test set. There seems to be
a trade-off between the interpretability and the accuracy of the models due to the regularising effect of T .

Model Size vs. Accuracy. Given the quadratic form in the DAUs (cf. Equation (5.1), ≈ xTMx), the
number of parameters per DAU scales quadratically with the input dimensions. To limit the model size, we
decided to explicitly limit the rank of the DAUs by factorising the matrix M into AB with A ∈ Rd×r and
B ∈ Rr×d. While this allows to be more parameter efficient, it, of course, affects the modelling capacity
of the DAUs. In Figure B.8, we present how the accuracy changes with the model size; for this, we scaled
the ranks of all DAUs per layer with factors of 1/8, 1/4, 1/2, and 4.5 compared to the S-CoDA-SQ model
presented in Chapter 5. This results in models with 1.1M, 2.0M, 4.0M, and 34.6M parameters respectively.
For comparison, the original model is also included in Figure B.8 (8M parameters).
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CIFAR10 — Model size vs. accuracy

Figure B.8: Effect of scaling the rank of the DAUs in the CoDA Nets on accuracy. Specifically, all ranks in the
S-CoDA-SQ model presented in Chapter 5 were scaled with the same factor, thereby changing the model size.

Interpretability Results for L2 and SQ Non-linearity. In Figure B.9a we show the results of evaluating
the different methods for importance attribution on a model with the L2 and SQ non-linearities, see
Equation (5.2) in Chapter 5. As can be seen, the results are very similar to those presented in Chapter 5
(Figure 5.6, centre column) for a model trained with WB rescaling; in particular, the model-inherent
contribution maps outperform the other methods under the localisation metric and are on par with the
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occlusion methods under the pixel removal metric; note, however, that the occlusion methods are a direct
estimate of the behaviour under pixel removal and therefore expected to perform well under this metric.
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(a) The quantitative results for CoDA Nets trained with the L2 and SQ non-linearities are very similar to those of a
model trained with WB as shown in Chapter 5 (Figure 5.6, centre column). In particular, we observe that the CoDA
Net outperforms the other methods under the localisation metric and achieves similar performance to the occlusion
attribution method, which directly estimates the change in model prediction when removing a pixel.
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(b) Similar to the effect of temperature scaling, cf. (Figure 5.6, right column) in Chapter 5, here we show quantitative
results for different regularisation strengths λ, see Equation (B.1). Similar to increasing the temperature, stronger
regularisation improves localisation (left). While the pixel perturbation metric (right) also improves at first (λ=0.01
and λ=0.05), the models become less stable with stronger regularisation. In comparison, we found that increasing
the temperature also improves the performance of the models under this metric (cf. Figure 5.6, right column).

Figure B.9: Quantitative results for two ablations: (a) using the L2 or SQ non-linearities and (b) increasing the
regularisation of the linear mapping W0→L, see Equation (B.1). Compare with Figure 5.6 in Chapter 5.
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Regularisation of W0→L. In Figure B.9b, we show the results of the localisation and the pixel removal
metric for CIFAR10 models with different regularisation λ, see Equation (B.1). The localisation benefits
from an increase in the regularisation strength λ. For the pixel removal metric, we observe that while the
models improve at first under this metric, a strong regularisation makes the predictions more brittle.

Removing the Most Important Pixels First. In Figure B.10a, we show the results of the pixel removal
metric when removing the most important pixels first. The model-inherent contributions better predict the
importance of pixels and outperform the other attribution methods: the confidence drops most rapidly
when removing pixels according to the ranking given by the model-inherent contribution maps.

Evaluating a Pre-trained ResNet. To establish a baseline for the performance of the different attribution
methods on a classical DNN, we additionally evaluated the attribution methods on a pre-trained ResNet,
see Figure B.10b. Specifically, we rely on a publicly available pre-trained ResNet-56 obtained from
https://github.com/akamaster/pytorch_resnet_cifar10, which achieves a classification accuracy of 93.39%.
The results show that the performance of the CoDA Net-derived contribution maps is not only strong when
comparing them to attribution methods evaluated on the same model. Instead, they also perform well in
comparison to those methods evaluated on a different model. In particular, the model-inherent contribution
maps of the CoDA Net outperform attribution methods evaluated on the pre-trained ResNet-56 under the
localisation metric. Further, only the occlusion attributions produce similarly strong pixel importance
rankings for the ResNet; note, however, that the occlusion methods are a direct estimate of the behaviour
under pixel removal and therefore expected to perform well under this metric.
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(a) Results for the pixel removal metric when first removing the most important pixels, evaluated on the S-CoDA-SQ
model. As can be seen, the ranking given by the model-inherent contribution maps seems to best reflect the pixel
importance, since the confidence most rapidly drops when removing pixels according to this ranking.
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(b) Quantitative results for attribution methods evaluated on a pre-trained ResNet-56 on CIFAR10. Comparing these
results to Figure 5.6 (centre column) in Chapter 5 or Figure B.9a, it can be seen that the model-inherent contribution
maps of the CoDA Net are also strong when compared to importance attributions evaluated on a different model.

Figure B.10: In (a) we show the results of the pixel-removal metric when removing those pixels first that are
considered the most important ones according to the importance attribution method. Moreover, in (b) we plot the
quantitative results for the evaluation metrics of the importance attributions for a pre-trained ResNet-56.

https://github.com/akamaster/pytorch_resnet_cifar10
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B.3 IMPLEMENTATION DETAILS

B.3.1 Training and Architecture Details

B.3.1.1 Pure CoDA Networks

Architectures. The architectures used for the results in Table 1 in Chapter 5 are given in Table B.1. All
activation maps are padded with (k − 1)/2 zeros on each side, such that the spatial dimensions are only
reduced by the strides; here, k refers to the kernel size. As can be seen, the activation maps thus still
have a spatial resolution after the last layer, which we further reduce with a global sum-pooling layer.
Note that global sum-pooling is just a linear layer with no trainable parameters and therefore still allows
for linear decomposition. For the models which use a static embedding (the image and its negative, see
Section 5.2.3), the input itself consists of 6 channels; hence, the first layer takes an input with 6 channels
per pixel. For the models with a learnt embedding function, the input has 32 channels. Note that for the
eCoDA model the matrices B are not shared and each DAU has its own matrix B.

Training Details. We use the pytorch library [PGM+19] and optimise all networks with the Adam
optimiser [KB15] with default values. As for the loss function, we use the binary cross entropy loss
to optimise class probabilities individually (as ‘one-vs-all’ classifiers). For all networks, we used a
base learning rate of 2.5 × 10−4; for the ImageNet experiment, we employed learning rate warm-up
and linearly increased the learning rate from 2.5 × 10−4 to 1 × 10−3 over the first 15 (10) epochs.
Further, we trained for 200 epochs on CIFAR10, for 100 epochs on TinyImageNet, and for 60 epochs
on the ImageNet subset; we decreased the learning rate by a factor of 2 after every 60/30/20 epochs
on CIFAR10/TinyImagenet/Imagenet; for the eCoDA experiments on CIFAR10 the learning rate was
decayed according to a cosine schedule to a final learning rate of 10−5. We used a batch size of 16, 128,
and 64 for CIFAR10, TinyImageNet, and ImageNet respectively (and 64 for e-CoDA experiments on
CIFAR10); for convergence curves of the CIFAR10 experiments, see Figure B.11. For the ImageNet
subset, we additionally used RandAugment [CZSL20a] with parameters n = 2 and m = 9; for this, we
relied on the publicly available implementation at https://github.com/ildoonet/pytorch-randaugment and
followed their augmentation scheme. The qualitatively evaluated model (see Figures 5.7 to 5.8, 5.10
and B.1 to B.3) for the ImageNet subset was trained with T = 1e5 and achieved a top-1 accuracy of
76.5%. For comparison, we trained several ResNet-50 models (taken from the pytorch library [PGM+19])
with the exact same training procedure, i.e., batch size, learning rate, optimiser, augmentation, etc.). The
best ResNet-50 out of 4 runs achieved 79.16% top-1 accuracy1, which outperforms the CoDA Net but is
nevertheless comparable. While it is surely possible to achieve better accuracies for both models, long
training times for the CoDA Nets have thus far prevented us from properly optimising the architectures
both on the 100 classes subset, as well as on the full ImageNet dataset. In order to scale the CoDA Net
models to larger datasets, we believe it is important to first improve the model efficiency in future work.
Lastly, when regularising the matrix entries of W0→L, see Equation (B.1), we regularised the absolute
values for the true class c, [M0→L]c, and a randomly sampled incorrect class per image.

B.3.1.2 Hybrid CoDA Nets

CIFAR10. As described in Chapter 5, the interpolation experiments for CIFAR10 are based on a ResNet-
56 obtained from [Ide18]. This model consists of a convolutional layer + batch normalisation [IS15] (C+B),
followed by three times nine residual blocks (RBs) as well as a fully connected and a pooling (FC+P) layer;

1The best test accuracies per run are given by 79.16%, 79.04%, 78.86%, and 78.7% respectively.

https://github.com/ildoonet/pytorch-randaugment
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Figure B.11: Evolution of test accuracy (left) and the average BCE loss on the training data per epoch (right) as
training progresses. We observe that all variants obtain competitive accuracy (>90%) already in the early stages of
training, and keep improving as training continues. Note that the qualitative differences between the WB and the
SQ/L2 curves reflect differences in the learning rate schedule.

for more details we kindly refer the reader to the original work [HZRS16] and the implementation [Ide18]
on which we base these experiments. We can summarise this model by [C+B, 9RB, 9RB, 9RB, FC+P]
and denote individual segments Si of the model by their index in this summary counting from the back, e.g.,
S5=[C+B] and S1=[FC+P]. Similarly, we divide the S-eCoDA (see Table B.1) into segments, which we
define as [C+B, 3eCoDA, 3eCoDA, 2eCoDA, eCoDA+P]. We ‘interpolate’ between these two networks
by successively replacing segments from the ResNet model by its corresponding segment in the CoDA
Net—each replacement yields one hybrid model, which we train on the fixed representations2 obtained
from the ResNet-based stem. We use the same training scheme as in the S-eCoDA-based models on
CIFAR10 without learning rate warm-up. Further, the models with [1, 2, 3, 4] replaced segments are
trained with temperatures of 10[1,3,5,5].

Imagenet. The interpolation experiments on the ImageNet dataset are based on a pre-trained ResNet-
50 obtained from the pytorch [PGM+19] library. Here, we define individual segments by the final
classification layer + pooling and individual ResNet bottlneck blocks. For the corresponding eCoDA
Net, the segments contain exactly one eCoDA layer. We train with a batch size of 128, DAU ranks
of 8, 100 epochs, a cosine learning rate decay from 10−3 to 10−5, a temperature T = 100 and apply
RandAugment [CZSL20a] with default parameters on random crops of size 192× 192.

B.3.2 Convolutional Dynamic Alignment Units

In Algorithm B.1, we present the implementation of the convolutional DAUs (CoDAUs). As can be seen, a
Convolutional Dynamic Alignment Layer applies dynamic (input-dependent) filters to each of the patches
extracted at different spatial locations. In detail, the Dynamic Alignment Units are implemented as two
consecutive convolutions (lines 11 and 15), which are equivalent to first applying matrix B (line 24) and
then A to each patch and adding a bias term b (line 29). After applying the non-linearity (line 33), we
obtain the dynamic weight vectors for CoDAUs as described in Equation (5.1) in Chapter 5. In particular,
for every patch phw extracted at the spatial positions hw in the input, we obtain the dynamic weight
wj(phw) for the j-th DAU as

wj(phw) = g(AjBphw + bj) ; (B.2)

2I.e., the ResNet weights are fixed in these experiments.
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note that the projection matrices B are thus shared between the DAUs. These weights are then applied
to the respective locations (line 41) to yield the outputs of the DAUs per spatial location. As becomes
apparent in line 41, the outputs are linear transformations (weighted sums) of the input and can be written
as

al+1(al) = W(al)al , (B.3)

with al ∈ Rd the vectorised input to layer l and W ∈ Rf×d and f the number of filters (DAUs). The rows
in matrix W correspond to exactly one filter (DAU) applied to exactly one patch phw and are non-zero
only at those positions that correspond to this specific patch in the input.

B.3.3 Attribution Methods

In Section 5.3.2, we compare the model-inherent contribution maps of the CoDA Nets to those of
the following methods for importance attribution: the gradient of the class logits with respect to the
input image [BSH+10] (Grad), ‘Input×Gradient’ (IxG, cf. [AGM+18]), GradCAM [SCD+17] (GCam),
Integrated Gradients [STY17] (IntG), DeepLIFT [SGK17], several occlusion sensitivities (Occ-K, with K
the size of the occlusion patch) [ZF14], RISE [PDS18], and LIME [RSG16].

For RISE and LIME, we relied on the official implementations available at https://github.com/eclique/RISE
and https://github.com/marcotcr/lime respectively. For RISE, we generated 6000 masks with parameters
s = 6 and p1 = 0.1. For LIME, we evaluated on 256 samples per image and used the top 3 features
for the attribution; for the segmentation, we also used the default parameters, namely ‘quickshift’ with
max_dist = 200, ratio = 0.2, and a kernel size of 4.

For Grad, GCam, IxG, IntG, DeepLIFT, and the occlusion sensitivities, we relied on the publicly available
pytorch library ‘captum’ (https://github.com/pytorch/captum). GCam was used on the last activation map
before global sum-pooling. The occlusion sensitivities were used with strides of 2 on CIFAR10 and strides
of 4 for TinyImageNet. Finally, for IntG we used 20 steps for the integral approximation.

B.3.4 Evaluation Metrics

In Section 5.3.2, we evaluated the attribution methods against 2 quantitative metrics: (1) the adapted
pointing game [ZBL+18] and (2) the prediction stability under removing the least important pixels as
in [SF19]. In section B.2, we further show results for removing the most important pixels first.

For (1), we constructed 500 (250) 3 × 3 multi-images for CIFAR10 (TinyImageNet); for an example
with 2 × 2, see Fig. 7 in Chapter 5. In each of these multi-images, every class occurred at most once.
As stated in Section 5.3.2, we measured the fraction of positive contributions falling inside the correct
mini-image. Further, the images were sorted according to their confidence for each of the classes. For
every multi-image, a random set of classes was sampled. For each of the classes, we included the most
confidently classified class image in the multi-image that had not been used yet in previous multi-images.

For (2), we followed [SF19] and successively replaced one (embedded) pixel at a time, replacing its
embedding by a corresponding zero vector, until up to 25% of the image were removed. The pixels were
removed in order, sorted by their assigned importance.

https://github.com/eclique/RISE
https://github.com/marcotcr/lime
https://github.com/pytorch/captum
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Network Input dimensions Layer Number of DAUs Rank of AB Kernel size Stride

S-
C

oD
A

6× 32× 32

1 16 32 3 1
2 16 32 3 1
3 32 64 3 2
4 32 64 3 1
5 32 64 3 1
6 64 64 3 2
7 64 64 3 1
8 64 64 3 1
9 10 64 1 1

S-
eC

oD
A

6× 32× 32

1 16 16 3 1
2 16 16 3 1
3 32 16 3 2
4 32 16 3 1
5 32 32 3 1
6 64 32 3 2
7 64 32 3 1
8 64 32 3 1
9 10 32 1 1

L
-C

oD
A

6× 240× 240

1 16 64 7 3
2 32 64 3 1
3 32 64 3 1
4 64 128 3 2
5 64 128 3 1
6 64 128 3 1
7 64 256 3 2
8 64 256 3 1
9 100 256 3 1

X
L

-C
oD

A

6× 64× 64

1 16 64 5 1
2 32 64 3 1
3 32 128 3 2
4 64 128 3 1
5 64 128 3 1
6 64 256 3 2
7 64 256 3 1
8 64 256 3 1
9 200 256 3 2

Table B.1: Architecture details for the results presented in Table 5.1 in Chapter 5.
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Algorithm B.1: Implementation of a Convolutional Dynamic Alignment Layer

1 from torch import nn

2 import torch.nn.functional as F

3

4 class DAUConv2d(nn.Module):
5

6 def __init__(self, in_channels, out_channels, rank, kernel_size, stride, padding, act_func):
7 # act_func: non-linearity for scaling the weights. E.g., L2 or SQ.

8 # out_channels: Number of convolutional DAUs for this layer.

9 # rank: Rank of the matrix AB.

10 # ‘dim_reduction’ applies matrix B.

11 self.dim_reduction = nn.Conv2d(in_channels, rank, kernel_size, stride, padding, bias=False)
12 # Total dimensionality of a single patch

13 self.patch_dim = in_channels ∗ kernel_size ∗ kernel_size
14 # ‘weightings’ applies matrix A and adds bias b.

15 self.weightings = nn.Conv2d(rank, out_channels ∗ self.patch_dim , kernel_size=1, bias=True)
16 self.act_func = act_func
17 self.out_channels = out_channels
18 self.kernel_size = kernel_size
19 self.stride = stride
20 self.padding = padding

21

22 def forward(self, in_tensor):
23 # Project to lower dimensional representation, i.e., apply matrix B. This yields Bp for every patch p.

24 reduced = self.dim_reduction(in_tensor)
25 # Get new spatial size height h and width w

26 h, w = reduced.shape[–2:]
27 batch_size = in_tensor.shape[0]
28 # Apply matrix A and add bias b, yielding ABp+ b for every patch p.

29 weights = self.weightings(reduced)
30 # Reshape for every location to size patch_dim×out_channels

31 weights = weights.view(batch_size, self.patch_dim, out_channels, h, w)
32 # Apply non-linearity to the weights, yielding w(p) = g(ABp+ b) as in Equation (5.1) for every patch p.

33 weights = self.act_func(weights, dim=1)
34 # Extract patches from the input to apply dynamic weights to patches.

35 patches = F.unfold(in_tensor, self.kernel_size, padding=self.padding, stride=self.stride)
36 # Reshape for applying weights.

37 patches = patches.view(batch_size, self.patch_dim, 1, h, w)
38 # Apply the weights to the patches.

39 # As can be seen, the output is just a weighted combination of the input, i.e., a linear transformation.

40 # The output can thus be written as o = W(x)x.

41 return (patches ∗ weights).sum(1)



208 CHAPTER B . APPENDIX — CODA NETWORKS

B.4 COMPARISON TO CAPSULE NETWORKS

To discuss the relationship to capsule networks, in section B.4.1 we will first rewrite the classical capsule
formulation in ‘Dynamic Routing Between Capsules’ by Sabour et al. [SFH17] to mitigate the notational
differences. In section B.4.2 we then show that while capsules and Dynamic Alignment Units share some
computations, there are several important differences that we summarise in Table B.2.

Classical capsules Dynamic Alignment Units

Non-Lin. g SQ SQ, L2, ...

Activations g (Vx) g (ABx+ b)

Routing yes no

Low-rank no yes

Output CAP(x) CAP(x)Tx

Table B.2: Comparison between capsules and Dynamic Alignment Units (DAUs). Importantly, DAUs produce a
linear transformation of the input by multiplying the ‘capsule activations’ with the input (see ‘Output’) and allow
for constraining the rank of the transformation. The dynamic weights in the DAUs can be seen as the activations of
a capsule, such that w(x) = CAP(x), see ‘Output’ in the table.

B.4.1 Reformulating Capsules

In this subsection, we will show that the classical capsule formulation (Equation (B.4)), in which input
capsules ‘vote’ for the activations of an output capsule, can be written as a simple linear transformation
s = Vx if just one iteration of the dynamic routing algorithm is applied; here, s is a vector containing the
activations of the output capsule, V stores the ‘votes’ of the input capsules to an output capsule, and x is
a vector containing the activations of all input capsules. In the following, we will start from how capsules
are formulated in [SFH17] and rewrite this formulation step by step.

In [SFH17] Equation (2), the authors calculate the activations s of a capsule3 before any routing as

s =
∑
i

ciûi , ûi = Wiui . (B.4)

Here, ui is the vector of capsule i from the incoming layer and Wi a matrix which transforms the capsule
activations to generate the votes ûi, i.e., the vote of the i-th incoming capsule to the output capsule in the
current layer. Note that ci are the coefficients for the dynamic routing algorithm. If no routing is applied,
they can be combined with Wi to yield W̃i = ciWi, which simplifies Equation (B.4) to

s =
∑
i

ûi , ûi = W̃iui . (B.5)

We note that the linear transformation of ui can be represented as votes of the individual entries t of ui:

ûi = W̃iui =
∑
t

[ui]t

[
W̃T

i

]
t

. (B.6)

3As we only discuss a single output capsule, we omitted the subscript j for the j-th output capsule for simplicity.
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Here, [W]t denotes the t-th row in a matrix W (equivalently for a vector). Inserting this formulation of
ûi in Equation (B.5) yields

s =
∑
i

∑
t

[ui]t

[
W̃T

i

]
t

. (B.7)

Hence, s can be represented as the result of votes from all neurons u contained in any of the incoming
capsules (note that we sum over all entries in all capsules). If we represent the activations of these neurons
in a single vector x, denote their activations by xu, and their respective votes for the output capsule by vu

we can write Equation (B.7) as:

s =
∑
i

∑
t

=̂xu︷︸︸︷
[ui]t

=̂vu︷ ︸︸ ︷[
W̃T

i

]
t
=
∑
u

xuvu . (B.8)

The sum on the right hand side in Equation (B.8), in turn, can be expressed as a simple matrix-vector
multiplication, such that

s =
∑
u

xuvu = Vx (B.9)

with vu as the columns of V. The result is, of course, trivial and only shows that the capsule activations
(a weighted sum of the inputs, Equation (B.4)) are obtained as a linear transformation of the input if no
dynamic routing is applied.

Finally, we note that subsequent to this linear transformation, [SFH17] apply the squashing function SQ
(see Equation (5.2) in Chapter 5) to the output vector s, which yields the final capsule output CAP(x):

CAP(x) = SQ(s(x)) = SQ(Vx) . (B.10)

B.4.2 Differences to Capsules

In the previous section we showed that the activation of a single capsule is computed as a linear trans-
formation of all input activations, which is subsequently squashed (see Equation (B.10)). Comparing this
with the computation of the DAU outputs (Equation (5.1)), we see that this is equivalent to the dynamic
weight computation if V=AB and b=0. As such, Dynamic Alignment Units and capsules are related.
However, there are important differences, which we discuss in the following and summarise in Table B.2.

First, in [SFH17], the squashed capsule activations CAP(x) are used as input to the next layer (after
potentially applying the dynamic routing algorithm first). Instead of forwarding the squashed activations
directly, in our DAUs they are used to linearly transform the input. Second, by factorising the matrix V
into two matrices AB, we are able to control the rank of the linear transformation. Third, when computing
the weights in the DAUs we allow for an additional bias term, which in the context of capsules can be
considered a ‘default vote’. Fourth, we generalise the non-linearity in the DAUs to any non-linearity that
only changes the norm. Lastly, we do not apply dynamic routing in the DAUs.
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In this supplement to our work on B-cos DNNs, we provide:

(C.1) Additional qualitative results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

We show additional qualitative results of the model-inherent explanations. Specifically, we
show and discuss explanations for various architectures evaluated on the same set of images.

(C.2) Additional quantitative results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

We show additional quantitative results and present the localisation metric results for two
additional B-cos Networks as well as those of the pre-trained conventional DNNs.

(C.3) Implementation details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213

We describe our training and evaluation procedure in more detail.

(C.4) Additional derivations and discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215

We provide a short discussion on interesting parallels between the B-cos Networks and radial
basis function (RBF) Networks. Additionally, we provide a short derivation for Equation (6.3)
→Equations (6.4) and (6.10). Lastly, we provide a more detailed explanation of the relevance
of the image encoding for visualising the linear transformations W1→l(x).
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Abstract

We present a new direction for increasing the inter-
pretability of deep neural networks (DNNs) by promoting
weight-input alignment during training. For this, we pro-
pose to replace the linear transforms in DNNs by our B-
cos transform1. As we show, a sequence (network) of such
transforms induces a single linear transform that faith-
fully summarises the full model computations. Moreover,
the B-cos transform introduces alignment pressure on the
weights during optimisation. As a result, those induced lin-
ear transforms become highly interpretable and align with
task-relevant features. Importantly, the B-cos transform is
designed to be compatible with existing architectures and
we show that it can easily be integrated into common mod-
els such as VGGs, ResNets, InceptionNets, and DenseNets,
whilst maintaining similar performance on ImageNet. The
resulting explanations are of high visual quality and per-
form well under quantitative metrics for interpretability.

1. Introduction
While deep neural networks (DNNs) are highly suc-

cessful in a wide range of tasks, explaining their deci-
sions remains an open research problem [28]. The diffi-
culty here lies in the fact that such explanations need to
faithfully summarise the internal model computations and
present them in a human-interpretable manner. E.g., it
is well known that piece-wise linear models (e.g., ReLU-
based [23]) are accurately summarised by a linear transform
for every input [22]. However, despite providing an accu-
rate summary, these piece-wise linear transforms are gen-
1All code to reproduce our results will be made available.

erally not intuitively interpretable for humans and typically
perform poorly under quantitative interpretability metrics,
cf. [31, 41]. Recent work thus aimed to improve the expla-
nations’ interpretability, often focusing on their visual qual-
ity [2]. However, gains in the visual quality of the explana-
tions often came at the cost of their model-faithfulness [2].

Instead of optimising the explanation method, in this
work we aim to optimise the DNNs to inherently provide an
explanation that fulfills the aforementioned requirements—
the resulting explanations constitute both a faithful sum-
mary and have a clear interpretation for humans. For this,
we propose the B-cos transform as a drop-in replacement
for linear transforms. As such, the B-cos transform can eas-
ily be integrated into a wide range of existing DNN archi-
tectures and we show that the resulting B-cos DNNs provide
high-quality explanations for their decisions, see Fig. 1.

To ensure that these explanations constitute a faithful
summary of the models, we design the B-cos transform as
an input-dependent linear transform. Importantly, any se-
quence of such transforms therefore induces a single linear
transform that faithfully summarises the entire sequence. In
order to make the induced linear transforms interpretable,
the B-cos transform is designed to induce alignment pres-
sure on the weights during optimisation, which optimises
the model weights to align with task-relevant input pat-
terns. The linear transform induced by the model thus has
a clear interpretation: it is a direct reflection of the weights
the model has learnt during training and specifically reflects
those weights that best align with a given input.

In summary, we make the following contributions:
(1) We introduce the B-cos transform to improve neural
network interpretability. By promoting weight-input align-
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Abstract

We present a new direction for increasing the inter-
pretability of deep neural networks (DNNs) by promoting
weight-input alignment during training. For this, we pro-
pose to replace the linear transforms in DNNs by our B-
cos transform1. As we show, a sequence (network) of such
transforms induces a single linear transform that faith-
fully summarises the full model computations. Moreover,
the B-cos transform introduces alignment pressure on the
weights during optimisation. As a result, those induced lin-
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task-relevant features. Importantly, the B-cos transform is
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we show that it can easily be integrated into common mod-
els such as VGGs, ResNets, InceptionNets, and DenseNets,
whilst maintaining similar performance on ImageNet. The
resulting explanations are of high visual quality and per-
form well under quantitative metrics for interpretability.

1. Introduction
While deep neural networks (DNNs) are highly suc-

cessful in a wide range of tasks, explaining their deci-
sions remains an open research problem [28]. The diffi-
culty here lies in the fact that such explanations need to
faithfully summarise the internal model computations and
present them in a human-interpretable manner. E.g., it
is well known that piece-wise linear models (e.g., ReLU-
based [23]) are accurately summarised by a linear transform
for every input [22]. However, despite providing an accu-
rate summary, these piece-wise linear transforms are gen-
1All code to reproduce our results will be made available.

erally not intuitively interpretable for humans and typically
perform poorly under quantitative interpretability metrics,
cf. [31, 41]. Recent work thus aimed to improve the expla-
nations’ interpretability, often focusing on their visual qual-
ity [2]. However, gains in the visual quality of the explana-
tions often came at the cost of their model-faithfulness [2].

Instead of optimising the explanation method, in this
work we aim to optimise the DNNs to inherently provide an
explanation that fulfills the aforementioned requirements—
the resulting explanations constitute both a faithful sum-
mary and have a clear interpretation for humans. For this,
we propose the B-cos transform as a drop-in replacement
for linear transforms. As such, the B-cos transform can eas-
ily be integrated into a wide range of existing DNN archi-
tectures and we show that the resulting B-cos DNNs provide
high-quality explanations for their decisions, see Fig. 1.

To ensure that these explanations constitute a faithful
summary of the models, we design the B-cos transform as
an input-dependent linear transform. Importantly, any se-
quence of such transforms therefore induces a single linear
transform that faithfully summarises the entire sequence. In
order to make the induced linear transforms interpretable,
the B-cos transform is designed to induce alignment pres-
sure on the weights during optimisation, which optimises
the model weights to align with task-relevant input pat-
terns. The linear transform induced by the model thus has
a clear interpretation: it is a direct reflection of the weights
the model has learnt during training and specifically reflects
those weights that best align with a given input.

In summary, we make the following contributions:
(1) We introduce the B-cos transform to improve neural
network interpretability. By promoting weight-input align-
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Abstract

We present a new direction for increasing the inter-
pretability of deep neural networks (DNNs) by promoting
weight-input alignment during training. For this, we pro-
pose to replace the linear transforms in DNNs by our B-
cos transform1. As we show, a sequence (network) of such
transforms induces a single linear transform that faith-
fully summarises the full model computations. Moreover,
the B-cos transform introduces alignment pressure on the
weights during optimisation. As a result, those induced lin-
ear transforms become highly interpretable and align with
task-relevant features. Importantly, the B-cos transform is
designed to be compatible with existing architectures and
we show that it can easily be integrated into common mod-
els such as VGGs, ResNets, InceptionNets, and DenseNets,
whilst maintaining similar performance on ImageNet. The
resulting explanations are of high visual quality and per-
form well under quantitative metrics for interpretability.

1. Introduction
While deep neural networks (DNNs) are highly suc-

cessful in a wide range of tasks, explaining their deci-
sions remains an open research problem [28]. The diffi-
culty here lies in the fact that such explanations need to
faithfully summarise the internal model computations and
present them in a human-interpretable manner. E.g., it
is well known that piece-wise linear models (e.g., ReLU-
based [23]) are accurately summarised by a linear transform
for every input [22]. However, despite providing an accu-
rate summary, these piece-wise linear transforms are gen-
1All code to reproduce our results will be made available.

erally not intuitively interpretable for humans and typically
perform poorly under quantitative interpretability metrics,
cf. [31, 41]. Recent work thus aimed to improve the expla-
nations’ interpretability, often focusing on their visual qual-
ity [2]. However, gains in the visual quality of the explana-
tions often came at the cost of their model-faithfulness [2].

Instead of optimising the explanation method, in this
work we aim to optimise the DNNs to inherently provide an
explanation that fulfills the aforementioned requirements—
the resulting explanations constitute both a faithful sum-
mary and have a clear interpretation for humans. For this,
we propose the B-cos transform as a drop-in replacement
for linear transforms. As such, the B-cos transform can eas-
ily be integrated into a wide range of existing DNN archi-
tectures and we show that the resulting B-cos DNNs provide
high-quality explanations for their decisions, see Fig. 1.

To ensure that these explanations constitute a faithful
summary of the models, we design the B-cos transform as
an input-dependent linear transform. Importantly, any se-
quence of such transforms therefore induces a single linear
transform that faithfully summarises the entire sequence. In
order to make the induced linear transforms interpretable,
the B-cos transform is designed to induce alignment pres-
sure on the weights during optimisation, which optimises
the model weights to align with task-relevant input pat-
terns. The linear transform induced by the model thus has
a clear interpretation: it is a direct reflection of the weights
the model has learnt during training and specifically reflects
those weights that best align with a given input.

In summary, we make the following contributions:
(1) We introduce the B-cos transform to improve neural
network interpretability. By promoting weight-input align-
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Figure C.1: Illustration of the computations of a B-cos Network. For a given input image (left), the model
computes an input-dependent linear transform W1→L(x) (centre). The scalar product between the input and the
weights [W1→L(x)]c for class c (row c of W1→L(x)), yields the class logits for the respective class. To obtain
class probabilities (right), we apply the sigmoid function. Since the B-cos Networks are trained with the BCE loss,
they produce probabilities per class and not a probability distribution over classes. Thus, the probabilities do not
sum to 1. For illustration purposes, we only visualise the positive contributions according to W1→L(x).
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C.1 ADDITIONAL QUALITATIVE EXAMPLES

In Figure C.1, we illustrate how the linear mappings W1→L(x) are used to compute the outputs of B-cos
Networks. In particular, with this we would like to highlight that these linear mappings do not only
constitute qualitatively convincing visualisations. Instead, they are in fact based on the actual linear
transformation matrix that the model effectively applies to the input to compute its outputs and thus
constitute an accurate summary of the model computations.

Comparison between Model Explanations. In Figures C.2 and C.3, we compare explanations for
different network architectures on the same set of images. We find that all models generally seem to focus
on the same regions in the image. However, we also observe architecture-specific details: e.g., we find
that the vision transformer yield much sparser explanations than the convolutional models and ResNet
models (ResNet-152 and ResNext-50 in the figures) exhibit grid-pattern artefacts, which we attribute to
the downsampling mechanism in those models. Considering that information is not processed as locally
in the ViTC models as in the convolutional models, these qualitative results provide further evidence for
the model-faithfulness of the explanations based on W(x).
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Figure C.2: Additional model explanations based on W(x) for various B-cos architectures, see also Figure C.3.
While the explanations are generally consistent between models, architecture-specific details can be observed. E.g.,
ResNet-based architectures exhibit a grid-pattern in the explanations, and we find that the ViT models generally
produce sparser explanations.
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Figure C.3: Additional model explanations based on W(x) for various B-cos architectures, see also Figure C.2.
While the explanations are generally consistent between models, architecture-specific details can be observed. E.g.,
ResNet-based architectures exhibit a grid-pattern in the explanations, and we find that the ViT models generally
produce sparser explanations.

C.2 ADDITIONAL QUANTITATIVE EVALUATIONS

In Figure C.4, we present the localisation results of the grid pointing game [BFS21] for two additional
model architectures, see also Figure 6.6 in Chapter 6.

In particular, in Figure C.4 (left), we show that of all methods, the best explanation for the B-cos models
is given by the model-inherent linear transformations W1→L(x). Moreover, in Figure C.4 (right) we
can see that the B-cos explanations yield a significant interpretability gain over the respective baselines:
specifically, we see that no method explains the baseline models better than the model-inherent linear
transformations explain the respective B-cos Network.

Finally, as discussed in Chapter 6 (Figure 6.7), the results of the B-cos explanations improve further by
including only the top-n pixels (here ≈11.3k) in the explanations, denoted by OursQ in the figure.
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Figure C.4: Additional localisation results. We show localisation results of two additional B-cos models (left)
and the conventional counterparts (right). These results are consistent with those shown in Figure 6.6. Specifically,
we find the model-inherent explanations (Ours) of the B-cos models to yield close to optimal localisation results,
especially when only including the top 11.3k pixels in the explanations (OursQ). Additionally, and in accordance
with the results reported in Chapter 6 for a DenseNet and a ResNet model, we find that the B-cos models are better
explained by post-hoc explanation methods than the conventional models, except for GradCAM on VGG. For VGG,
the gradient computation of GradCAM seems to be significantly affected by the non-linear aspects of the B-cos
transformations (note that VGG is the only model using a multi-layer perceptron for the classification head).

C.3 IMPLEMENTATION DETAILS

In the following, we provide further implementation details regarding implementation of a convolutional
B-cos transform (Algorithm C.1), the training and evaluation procedure (Section C.3.1), and the post-hoc
attribution methods (Section C.3.2).

Algorithm C.1: Pseudocode for B-cos-Conv2d, cf. Equation (6.10) in Chapter 6.

1 # x: input, Ŵ: normed weights, k: kernel size, df : index of feature dimension
2 def bcos_conv2d(x,Ŵ, k, B):
3 linear_out = conv2d(x, Ŵ) # =Ŵx
4 norm = sumpool2d(x.pow(2).sum(df ), k).sqrt()
5 cos = linear_out / norm.unsqueeze(df )
6 scaling = cos.abs().pow(B-1) # =|c(x;Ŵ)|B−1

7 return scaling ∗ linear_out # =|c(x;Ŵ)|B−1Ŵx

C.3.1 Training and Evaluation Procedure

C.3.1.1 CIFAR10

Architecture. For our simple B-cos models trained on CIFAR10, we used a 9-layer architecture with
the following specifications: kernel size k = [3, 3, 3, 3, 3, 3, 3, 3, 1], stride s = [1, 1, 2, 1, 1, 2, 1, 1, 1],
padding p = [1, 1, 1, 1, 1, 1, 1, 1, 0], and output channels o = [64, 64, 128, 128, 128, 256, 256, 256, 10]
for layers l = [1, 2, 3, 4, 5, 6, 7, 8, 9] respectively.

When increasing the parameter B, we observed the input signal to decay strongly over the network layers,
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which resulted in zero outputs and hindered training. To overcome this, we scaled all layer outputs
with a fixed scalar γ to improve signal propagation, which we set such that log10 γ=1.75 + B/10..
To counteract the artificial upscaling of the signal at the network output, we down-scaled the network
output by a fixed constant T for each B, such that log10 T = [8.9, 8.125, 7.35, 6.757, 4.8, 4.525, 4.25] for
B= [1, 1.25, 1.5, 1.75, 2, 2.25, 2.5] respectively.

Furthermore, for our B-cos ResNet models for CIFAR10 we converted the ResNet-{20,32,44,56}
[HZRS16] models to their corresponding B-cos version. Specifically, to evaluate the applicability of
different normalisation layers, we replaced the conventionally used Batch-Norm layers by Batch-, Layer-,
Instance-, Position-, and All-Norm layers (Equations (6.20), (6.21), (6.23) and (6.24)). As we report in
Figure 6.13 in Chapter 6, for some of the normalisation layers (e.g. All-, Instance-, and Batch-Norm),
the bias terms can play a significant role in the classification decision. Therefore, for the ImageNet
experiments, we exclusively use bias-free normalisation layers. Furthermore, we switch the order of
the the global pooling layer and last linear classifier layer, i.e. we first do a linear classification (using
a convolution) before doing a global (average) pooling, in order to more easily evaluate those models
in the localisation metric, for which the size of the input image changes. Note that for models with a
linear classification head, this yields functionally equivalent models; for the B-cos models, however, the
ordering matters, since the classification head is a non-linear (i.e. B-cos) layer.

Training. We trained all our CIFAR10 models for 100 epochs with the Adam optimiser [KB15], an
initial learning rate of 1× 10−3, and a batch size of 64. Further, we used a cosine learning rate schedule
and decayed the learning rate to 1× 10−5 for our simple B-cos models and to 0 for our B-cos ResNets
over 100 epochs. For augmenting the data, we applied horizontal flipping and padded random cropping.
We used a bias term of b= log(0.1/0.9), which yields a uniform probability distribution for zero inputs
([f(x = 0)]i=[σ(W1→L 0+ b)]i=0.1 ∀ i).

C.3.1.2 ImageNet

Training. Our training recipe is based on the torchvision (https://github.com/pytorch/vision/) refer-
ence recipes. For our ResNets, DenseNets, and VGGs, we train for 90 epochs with the Adam optimiser
using a learning rate of 1× 10−3 and a batch size of 256 (distributed over 4 GPUs with each having batch
size of 64). Following torchvision, we also train our ResNeXt model with the same recipe as for
the ResNets but for 100 epochs instead of 90. As mentioned in Section 6.1.2.2 in Chapter 6, we change
the target encoding yi for non-target classes to be 1/C. For the learning rate schedule, we first use a
linear warm-up for 5 epochs, then we use a cosine annealing learning schedule, decaying the learning
rate to 0. To avoid divergence issues we employ gradient clipping. However, we empirically noticed that
the magnitude of the gradient for B-cos models tends to be significantly lower than that of the gradients
for standard networks. To avoid manually tuning the clipping threshold, we opt for employing Adaptive
Gradient Clipping (AGC) [BDSS21a]. For data augmentation, we use random cropping and then resizing
with bilinear interpolation to size 224 along with random horizontal flips with a probability of 0.5.

Inspired by torchvision’s new longer training recipes1, we additionally train a set of ConvNeXt-{Tiny,
Base}, DenseNet-121, and ResNet {50, 152} models for 600 epochs with the Adam optimiser using a
learning rate of 1× 10−3 and a batch size of 1024 (distributed over 8 GPUs with each having a batch size
of 128). We keep an exponential moving average (EMA) of the weights of the model with a decay rate
of 0.99998 updated after every 32 training steps. We use the same learning rate scheduler as mentioned
above and AGC for gradient clipping. For data augmentation, we use random cropping and then resizing to
size 176 with bilinear interpolation, MixUp [ZCDLP18] with α = 0.2, CutMix [YHO+19] with α = 1.0,

1https://pytorch.org/blog/how-to-train-state-of-the-art-models-using-torchvision-latest-primitives/

https://github.com/pytorch/vision/
https://pytorch.org/blog/how-to-train-state-of-the-art-models-using-torchvision-latest-primitives/
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Repeated Augmentations [BJV+19, HBH+20] with 4 repetitions, Random Erasing [ZZK+20, DT17]
with a probability of 0.1, horizontal flipping with a probability of 0.5, and finally TrivialAugment [MH21]
which is parameter-free.

We trained our ViTs from scratch following the 90 epoch protocol described by [BZK22]. Given that all
the B-cos weights are normalised to unit norm, we employ Adam instead of AdamW, since no weight
decay is necessary. Furthermore, as mentioned previously we employ AGC over standard gradient clipping.
We used an effective batch size of 1024 (distributed over 8 GPUs) for all but our largest ViTs (ViT-L
models and the Simple ViT-B model), for which we use a batch size of 512 due to memory constraints.
We observed these larger ViT models to diverge at the beginning of training and therefore opted to increase
the length of the warm-up period from the 10 000 steps described by [BZK22] to 50 000 steps.

For all further details, we kindly refer the reader to the code at https://github.com/B-cos/B-cos-v2.

Evaluation. We evaluated all networks on the full images of the ImageNet validation set, after rescaling
the smaller dimension (height / width) to 256 using bilinear interpolation. For networks with EMA
weights, we evaluate both the EMA weights non-EMA weights and report the best performing one.

C.3.2 Attribution Methods

We compare the model-inherent explanations, given by the linear transformation W1→L(x), against
the following post-hoc attribution methods: the vanilla gradient (Grad, [BSH+10]), ‘Input×Gradient’
(IxG, [SGK17]), Guided Backpropagation’ (GB, [SDBR15]), Integrated Gradients (IntGrad, [STY17]),
DeepLIFT ([SGK17]), GradCAM ([SCD+17]), and LIME ([RSG16]).

For all methods except LIME, we rely on the captum library (github.com/pytorch/captum). For IntGrad,
we set n_steps = 50 for integrating over the gradients. For LIME, we used the official implementation
available at github.com/marotcr/lime, with 500 samples and the default values for the kernel size (k = 4)
and evaluate the weights assigned to the individual image segments, see Figure 6.9 for a visualisation.

C.3.2.1 Localisation Metric

We evaluated all attribution methods on the grid pointing game [BFS21]. For this, we constructed 500
3× 3 grid images. For an example of a 2× 2 grid, see Figure 6.3 in Chapter 6. As was done in [BFS21],
we sorted the images according to the models’ classification confidence for each class and then sampled a
random set of classes for each multi-image. For each of the sampled classes, we then included the most
confidently classified image in the grid that had not already been used in a previous grid image.

C.4 ADDITIONAL DERIVATIONS AND DISCUSSIONS

C.4.1 On the Relation of B-cos to RBF Networks

In contrast to Deep Neural Networks (DNNs), Radial Basis Function (RBF) networks [BL88] typically
consist of only a single hidden layer [HW19], in which unit i is modelled as:

ρ(x;wi) = exp
[
−∥x−wi∥2/σ

]
. (C.1)

Here, σ denotes a scalar hyperparameter and wi the learnable weight vector of the i-th unit. While DNNs
have proven more successful on complex tasks, RBF Networks exhibit other desirable properties: e.g.,

https://github.com/B-cos/B-cos-v2
github.com/pytorch/captum
github.com/marotcr/lime
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they have been shown to be more robust to adversarial examples [GSS15] and to inherently provide low
confidence predictions far from the training data [GSS15, HAB19].

Despite this, relatively few attempts have been made to leverage the benefits of RBF Networks within
deep networks [HW19, ZHS18]. Interestingly, we find that B-cos Networks exhibit certain parallels to
RBF Networks, which would be interesting to further investigate in future work.

In particular, let us consider the following function h, in which the output of a linear unit (wTx) is ‘gated’
by an RBF unit with the same parameters w:

h(x;w) = α×wTx×
(
exp

[
−∥x̂− ŵ∥2/2σ

]
− b
)

(C.2)

Here, α is a scalar hyperparameter and a bias b is added to the exponential function for convenience (see
below). Moreover, v̂ = v/∥v∥, i.e., the hat operator denotes that a given vector v is of unit norm. As
such, we can rewrite the function h as follows:

h(x;w) = α×wTx×
(
exp

[
−∥x̂− ŵ∥2/2σ

]
− b
)

(C.3)

(compute norm) = α×wTx×

(
exp

[
−(x̂T x̂︸︷︷︸

=1

+ ŵT ŵ︸ ︷︷ ︸
=1

−2ŵT x̂)/2σ

]
− b

)
(C.4)

(pull out constants) = (α× exp [−1/σ])︸ ︷︷ ︸
α′

×wTx×

exp
[
ŵT x̂/σ

]
− b× exp [1/σ]︸ ︷︷ ︸

b′

 (C.5)

(replace with cos) = α′ ×wTx×
(
exp [c(x,w)/σ]− b′

)
(C.6)

Here, c(x,w)= cos(∠(x,w)) computes the cosine similarity between the vectors w and x and we have
marked changes in the equation in red for clarity. If we now replace the exponential function by its
first-order Taylor expansion (exp(s)=1 + s+O(s2)), we obtain

h(x;w) ≈ α′ ×wTx×
(
1 + c(x,w)/σ − b′

)
(C.7)

Finally, setting b ′=(α′/σ)=1, we obtain function that looks very similar to the B-cos transformation
with B=2 (cf. Equation (C.16) below):

h(x;w) = wTx× c(x,w) = sgn (c(x,w))× B-cos(x;w,B=2) (C.8)

I.e., up to an additional sign factor of the cosine term, the B-cos transformation with B=2 can be seen as
an approximation (see Equation (C.7)) of an RBF-gated linear transformation (see Equation (C.2)).

Importantly, this means that Deep RBF models2 (RBF-gating in every single layer, as opposed to just at
the output as in [ZHS18]) can indeed be trained to yield competitive performance on complex datasets
such as ImageNet. To the best of our knowledge, the B-cos Networks are the first RBF-like models to
achieve this. In future work, we plan to further analyse this relation and the implications that it carries.

2Note that as long as σ is chosen such that the first-order Taylor expansion is a good approximation, the B-cos Networks
essentially implement equation Equation (C.2) up to the difference in the sign of the cosine term.
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C.4.2 The B-cos Transformation as a Scaled Linear Transformation

In the following, we provide additional details on how to express the B-cos transformation as a scaled
linear transformation and in matrix form.

As described in Equation (6.3) in Chapter 6, the B-cos transformation is given by

B-cos(x;w) = ∥ŵ∥ ∥x∥ × |c(x, ŵ)|B × sgn(c(x, ŵ)) , (C.9)

with c(x,w) = cos(∠(x,w)) , (C.10)

ŵ = w/∥w∥ , (C.11)

∠(x,w) returning the angle between x and w, and sgn the sign function. Note that the sign function can
be expressed as sgn(a)=a/|a| for |a| ≠ 0 and zero otherwise. Hence, Equation (C.9) can be expressed as

B-cos(x;w) = ∥ŵ∥ ∥x∥ × |c(x, ŵ)|B × sgn(c(x, ŵ)) (C.12)

(replace sgn) = ∥ŵ∥ ∥x∥ × |c(x, ŵ)|B × c(x, ŵ)/|c(x, ŵ)| (C.13)

(combine cos terms) = ∥ŵ∥ ∥x∥ × |c(x, ŵ)|B−1 × c(x, ŵ) (C.14)

(reorder) = ∥ŵ∥ ∥x∥×c(x, ŵ)× |c(x, ŵ)|B−1 (C.15)

(write first three factors as linear transform) = ŵTx× |c(x, ŵ)|B−1 . (C.16)

For clarity, we marked the changes between lines in the above equations in red.

From Equation (C.16) it becomes clear that a B-cos transformation simply computes a rescaled linear
transform, as in Equation (6.4) in Chapter 6. Thus, multiple units in parallel (i.e., a layer l∗ of B-cos units)
can easily be expressed in matrix form via

l∗(x)=|c(x,Ŵ)|B−1 × Ŵx . (C.17)

Here, the ×, cos, and absolute value operators are applied element-wise and the rows of Ŵ are given by
ŵn of the individual units n. Hence, the output of each unit (entry in output vector l∗) is the down-scaled
linear transformation from Equation (C.16). Note that Equation (C.17) is the same as Equation (6.10).

C.4.3 On the Relevance of Image Encoding for the Visualisations

We encode pixels as [r, g, b, 1−r, 1−g, 1−b], see Chapter 6. This has two important advantages.

On the one hand, as argued by [BFS21], this overcomes a bias towards bright pixels. For this, note that the
model output is computed as a linear transformation of the input x. As such, the contribution to the output
per pixel is given by the weighted input strength. In particular, a specific pixel location (i, j) with colour
channels c contributes

∑
cw(i,j,c)x(i,j,c) to the output. Under the conventional encoding—i.e., [r, g, b]—,

a black pixel is encoded by x(i,j,c)=0 for c ∈ {1, 2, 3} and can therefore not contribute to the model
output. Since we train the model to maximise its outputs (binary cross entropy loss, see Section 6.1.2.2 in
Chapter 6), the network will preferentially encode bright pixels, as these can produce higher contributions
for maximising the output than dark pixels. In contrast, under the new encoding dark and bright pixels
have the same amount of ‘signal’ that can be weighted, i.e.,

∑
c x(i,j,c)=3 ∀ (i, j).

Moreover, this encoding allows to unambiguously infer the colour of a pixel solely based on the angle
of the pixel vector [r, g, b, 1−r, 1−g, 1−b]. To contrast this with the original encoding, consider a pixel
that is (almost) completely black and given by [r, g, b] with g=0, b=0, r=0.001. This pixel has the
same angle as a red pixel, given by r=1, g=0, b=0. Thus, these two colors cannot be disambiguated
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based on their angle. By adding the three additional colour channels [1−r, 1−g, 1−b], each colour is
uniquely encoded by the direction of the pixel vector. Finally, note that the B-cos transformation induces
an alignment pressure on the weights, i.e., the model weights are optimised such that W1→L points in the
same direction as (important features in) the input. Consequently, the weights will reproduce the angles
of the pixels, but there is no constraint on their norm. Since the angle is sufficient for inferring the colour,
we can nevertheless decode the angles of the weight vectors into RGB colors.
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In this supplement to our work on using explanations to guide models, we provide:

(D.1) Additional qualitative results (VOC and COCO) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220

In this section, we present additional qualitative results. In particular, we provide:

(D.1.1) Detailed comparisons between models, layers, and losses. (VOC + COCO).
(D.1.2) Additional visualisations for training with dilated bounding boxes (VOC + COCO).

(D.2) Additional quantitative results (VOC and COCO) . . . . . . . . . . . . . . . . . . . . . . . . . . . . .226

In this section, we present additional quantitative results. In particular, we show:

(D.2.1) The remaining localisation vs. accuracy comparisons (VOC + COCO).
(D.2.2) The results of guiding models via GradCAM. (VOC + COCO).
(D.2.3) Results for optimising at intermediate layers (VOC).
(D.2.4) Results for measuring on-object EPG scores (VOC).
(D.2.5) Additional analyses regarding training with few annotated images (VOC).
(D.2.6) Additional analyses regarding the usage of coarse bounding boxes (VOC).
(D.2.7) Additional results using other model backbones.
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In this section, we provide additional results for the Waterbirds-100 dataset. In particular, we
provide full results regarding classification performance with and without model guidance
as well as additional qualitative visualisations of the attribution maps.

(D.4) Implementation details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236

In this section, we provide relevant implementation details; note that all code will be made
available upon publication. In particular, we provide:

(D.4.1) Training details across datasets (VOC + COCO + Waterbirds).
(D.4.2) Implementation details for twice-differentiable B-cos models.

(D.5) Full results across all experiments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 238

Given the large amount of experimental results, in each of the preceding sections we show
only a sub-selection for improved readability. In Section D.5, we provide the full results across
datasets, models, layers, experiments, and metrics, to peruse at the reader’s convenience.
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D.1 ADDITIONAL QUALITATIVE RESULTS (VOC AND COCO)

D.1.1 Qualitative Examples Across Losses, Attribution Methods, and Layers

In Figures D.1 and D.2, we visualise attributions across losses, attribution methods, and layers for the
same set of examples from the VOC and COCO datasets respectively. As discussed in Chapter 7, we
make the following observations.

First, when guiding models at the final layer, we observe a marked improvement in the granularity of the
attribution maps for all losses (R5), except for PPCE, for which we do not observe notable differences.
The improvements are particularly noticeable on the COCO dataset (Figure D.2, “Final” column), in
which the objects tend to be smaller. E.g., when looking at the airplane image (last row per model), we
observe much fewer attributions in the background after applying model guidance.

Second, as the L1 loss optimises for uniform coverage within the bounding boxes, it provides coarser
attributions that tend to fill the entire bounding box (cf. R3). This can be observed particularly well for
the large objects from the VOC dataset: e.g., whereas models trained with the Energy and the RRR loss
highlight just a relatively small area within the bounding box of the cat (Figure D.1, "Final" column, third
row), the L1 loss yields much more distributed attributions for all models.

Third, at the input layer, the B-cos models show the most notable qualitative improvements (cf. R4).
In particular, although the X -DNN models show some reduction in noisy background attributions (e.g.
last rows in Figure D.1c and Figure D.2c), the attributions remain rather noisy for many of the images;
for the Vanilla models, the improvements are even less pronounced (Figure D.1b, Figure D.2b). The
B-cos models, on the other hand, seem to lend themselves better to such guidance being applied to the
attributions at the input layer (Figure D.1a, Figure D.2a) and the resulting attributions show much more
detail (Energy + RRR) or an increased focus on the entire bounding box (L1). Especially with the Energy,
the B-cos models are able to clearly focus on even small objects, see Figure D.2a.

For additional results from both the VOC as well as the COCO dataset, please see Figure D.3.
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(c) X -DNN ResNet-50.

Figure D.1: Qualitative examples from the VOC dataset. This figure allows to compare between models (major
rows, i.e. (a), (b), and (c)) losses (major columns) and layers (left+right) for multiple images (minor rows).
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(c) X -DNN ResNet-50.

Figure D.2: Qualitative examples from the COCO dataset. This figure allows to compare between models (major
rows, i.e. (a), (b), and (c)) losses (major columns) and layers (left+right) for multiple images (minor rows).
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Additional qualitative examples.
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Figure D.3: Qualitative examples from the VOC (left) and COCO (right) datasets. In particular, here we just
show additional examples for the B-cos models with input attributions, as this configuration exhibits the most detail.
We show results for such models trained with different losses (columns) for multiple images (rows).
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D.1.2 Additional Visualisations for Training with Coarse Bounding Boxes

In this section, we show more detailed and additional examples of models trained with coarser bounding
boxes, i.e. with bounding boxes that are purposefully dilated during training by various amounts (10%,
25%, or 50%), see Figure D.4. In accordance with our findings in Chapter 7 (cf. R8), we observe that the
Energy loss is highly robust to such ‘annotation errors’: the attribution maps improve noticeably in all
cases (compare the Energy row with the respective baseline result). In contrast, the L1 loss seems more
dependent on high-quality annotations, which we also observe quantitatively, see Figure D.12.
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Figure D.4: Qualitative examples of the impact of using coarse bounding boxes for guidance. We show
examples of B-cos attributions from the input layer on the baseline model and on models guided with the Energy
and L1 localisation losses with varying degrees of dilation {10%, 25%, 50%} in bounding boxes during training.
For each example (block in the figure), we show the image and bounding boxes with varying degrees of dilation
(top row), attributions with the L1 localisation loss (middle row), and attributions with the Energy localisation loss
(bottom row). We find that in contrast to using the L1 localisation loss, guidance with Energy localisation loss
maintains localisation of attributions to on-object features even with dilated bounding boxes. Note that bounding
boxes are dilated only during training, not during evaluation. Bounding boxes in light blue show the extent of
dilation that would have been used had the image been from the training set, while those in dark blue show
undilated bounding boxes that are used during evaluation.
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D.2 ADDITIONAL QUANTITATIVE RESULTS (VOC AND COCO)

In this section, we provide additional quantitative results from our experiments on the VOC and COCO
datasets. Specifically, in Section D.2.1, we show additional results comparing classification and local-
isation performance. In Section D.2.2 we present results for guiding models via GradCAM attributions.
In Section D.2.3, we show that training at intermediate layers can be a cost-effective way approach to
performing model guidance. In Section D.2.4, we evaluate how well the attributions localise to on-object
features (as opposed to background features) within the bounding boxes, and find that the Energy outper-
forms other localisation losses in this regard. In Section D.2.5, we provide additional analyses regarding
training with a limited number of annotated images. Finally, in Section D.2.6, we provide additional
analyses regarding the usage of coarse, dilated bounding boxes during training.

D.2.1 Comparing Classification and Localisation Performance

In this section, we discuss additional quantitative findings with respect to localisation and classification
performance metrics (IoU, mAP) for a selected subset of the experiments; for a full comparison of all
layers and metrics, please see Figures D.15 to D.18.

Additional IoU Results. In Figures D.5 and D.6, we show the remaining results comparing IoU vs. F1
scores that were not shown in Chapter 7 for VOC and COCO respectively. Similar to the results in
Chapter 7 for the EPG metric (Figure 7.5), we find that the results between datasets are highly consistent
for the IoU metric.

In particular, as discussed in Section 7.3.1, we find that the L1 loss yields the largest improvements in IoU
when optimised at the final layer, see bottom rows of Figures D.5 and D.6. At the input layer, we find that
Vanilla and X -DNN ResNet-50 models are not improving their IoU scores noticeably, whereas the B-cos
models show significant improvements. We attribute this to the noisy patterns in the attribution maps of
Vanilla and X -DNN models, which might be difficult to optimise.

IoU results on VOC.
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Figure D.5: IoU results on PASCAL VOC 2007. We show IoU vs. F1 for all localisation loss functions, attribution
methods, and layers. In contrast to the consistent improvements observed at the final layer with the L1 loss, the IoU
metric only noticeably improves for the B-cos models after model guidance. We attribute this to the high amount of
noise present in the attribution maps of Vanilla and X -DNN models, see e.g. Figures D.1 and D.2. For results on the
COCO dataset, please see Figure D.6.

Using mAP to Evaluate Classification Performance. In all results so far, we plotted the localisation
metrics (EPG, IoU) versus the F1 score as a measure of classification performance. In order to highlight
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IoU results on COCO.
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Figure D.6: IoU results on MS COCO 2014. We show IoU vs. F1 for all localisation loss functions, attribution
methods, and layers. In contrast to the consistent improvements observed at the final layer with the L1 loss, the IoU
metric only noticeably improves for the B-cos models after model guidance. We attribute this to the high amount of
noise present in the attribution maps of Vanilla and X -DNN models, see e.g. Figures D.1 and D.2. For results on the
VOC dataset, please see Figure D.5.

that the observed trends are independent of this particular choice of metric, in Figure D.7, we show both
EPG as well as IoU results plotted against the mAP score.

In general, we find the results obtained for the mAP metric to be highly consistent with the previously
shown results for the F1 metric. E.g., across all configurations, we find the Energy to yield the highest
gains in EPG score, whereas the L1 loss provides the best trade-offs with respect to the IoU metric. In
order to easily compare between all results for all datasets and metrics, please see Figures D.15 to D.18.

D.2.2 Model Guidance via GradCAM

In Figure D.8, we show the EPG vs. F1 results of training models with GradCAM applied at the final
layer on the VOC dataset; for IoU results and results on COCO, please see Figures D.19 and D.20. When
comparing between rows (top: results of Chapter 7; bottom: GradCAM), it becomes clear that GradCAM
performs very similarly to IxG / IntGrad / B-cos attributions on Vanilla / X -DNN / B-cos models. In fact,
note that GradCAM is very similar to IxG and IntGrad (equivalent up to an additional zero-clamping) for
the respective models and any differences in the results can be attributed to the non-deterministic training
pipeline and the similarity between the results should thus be expected.

D.2.3 Model Guidance at Intermediate Layers

In Section 7.3, we show results for guidance on two ‘model depths’, i.e. at the input and the final layer.
This corresponds to the two depths at which attributions are typically computed, e.g. IxG and IntGrad are
typically computed at the input, while GradCAM is typically computed using final spatial layer activations.
Following [RBS22], for a fair comparison we optimise using each attribution methods at identical depths.
For the final and intermediate layers in the network, this is done by treating the output activations at that
layer as effective inputs over which attributions are to be computed. As done with GradCAM [SCD+17],
we then upscale the attribution maps to image dimensions using bilinear interpolation and then use them
for model guidance.

In Figure D.9, we show results for performing model guidance at additional intermediate layers: Mid1,
Mid2, and Mid3. Specifically, for the ResNet-50 models we use, these layers correspond to the outputs of
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Mean Average Precision (mAP) results on VOC.
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(a) EPG vs. mAP.
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(b) IoU vs. mAP.

Figure D.7: Quantitative comparison of EPG and IoU vs. mAP scores for VOC. To ensure that the trends
observed in Chapter 7 generalise beyond the F1 metric, in this figure we show the EPG and IoU scores plotted
against the mAP metric. We find the results obtained for the mAP metric to be highly consistent with the previously
shown results for the F1 metric, see e.g. Figures 7.5 and 7.6. E.g., across all configurations, we find the Energy to
yield the highest gains in EPG score, whereas the L1 loss provides the best trade-offs with respect to the IoU metric.
To compare between all results for all datasets and metrics, please see Figures D.7, D.15, D.16 and D.18.

Comparison to GradCAM on VOC.
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Figure D.8: Quantitative results using GradCAM. We show EPG scores vs. F1 scores for all localisation losses
and models using GradCAM at the final layer (bottom row) and compare it to the results shown in Chapter 7 (top
row). As expected, GradCAM performs very similarly to IxG (Vanilla) and IntGrad (X -DNN) used at the final
layer—in particular, note that for ResNet-50 architectures, IxG and IntGrad are very similar to GradCAM for Vanilla
and X -DNN models respectively (see Section D.2.2). Similarly, we find GradCAM to also perform comparably to
the B-cos explanations when used at the final layer; IoU results and results on COCO, in Figures D.19 and D.20.
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conv2_x, conv3_x, and conv4_x respectively in the ResNet nomenclature ([HZRS16]), while the
final layer corresponds to the output of conv5_x. We find that the EPG performance at these intermediate
layers through the network follows the trends when moving from the input to the final layer. Similar
results for IoU can be found in Figure D.22.

EPG results for intermediate layers on VOC.
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Figure D.9: Intermediate layer results comparing EPG vs. F1. We compare the effectiveness of model guidance
at varying network depths (rows) for each attribution method and model (columns) across localisation loss functions.
For the B-cos model, we find similar trends at all network depths, with the Energy localisation loss outperforming all
other losses. For the Vanilla and X -DNN models, the Energy loss similarly performs the best, but we also observe
improved performance across losses when optimising at deeper layers of the network. Full results can be found in
Figures D.21 and D.22.

D.2.4 Evaluating On-Object Localisation

The standard EPG metric (Equation (7.2)) evaluates the extent to which attributions localise to the
bounding boxes. However, since such boxes often include background regions, the EPG score does not
distinguish between attributions that focus on the object and attributions that focus on such background
regions within the bounding boxes.
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Evaluating on-object localisation within bounding boxes.
Input Image
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(a) Evaluating on-object localisation within the bounding boxes: On-object EPG. In the standard EPG metric
(middle column), we compute the fraction of positive attributions within the bounding boxes. In other words,
attributions within the bounding box (green region) positively impact the metric, while attributions outside (blue
region) negatively impact it. Since bounding boxes are coarse annotations and often include background regions,
the standard EPG does not evaluate how well attributions localise on-object features, e.g. the person in the figure.
To measure this, we evaluate with an additional Segmentation EPG metric (right column), where we compute
the fraction of positive attributions in the bounding box that lie within the segmentation mask of the object. Here,
attributions within the segmentation mask (green region) positively impact the metric, and attributions outside the
segmentation mask and inside the bounding box (blue region) negatively impact it. Note that attributions outside
the bounding box have no effect on Segmentation EPG. As an example and to visualise qualitative differences
between losses, in the bottom rows (L1, Energy), we show attributions for a B-cos model guided at the input layer.
As becomes clear, by employing a uniform prior on attributions within the bounding box, the L1 loss is effectively
optimised to fill the entire bounding box and thus to not only highlight on-object features. This can also be observed
quantitatively, see e.g. Figure D.10b, right column.
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(b) On-object EPG results. We evaluate across models (columns) and layers (rows) for the Energy and L1

localisation losses. As seen qualitatively (e.g. Figure 7.9), we find that the Energy loss is more effective than the L1

loss in localising attributions to the object as opposed to background regions within the bounding boxes. This is
explained by the fact that the L1 loss promotes uniformity in attributions within the bounding box, and treats both
on-object and background features inside the box with equal importance, while the Energy loss only optimises for
attributions to lie within the bounding box without placing any constraints on where they may lie, leaving the model
free to decide which regions within the box are important for its decision.

Figure D.10: Evaluating on-object localisation via EPG. We show (a) the schema for the on-object EPG metric
and how it differs from the bounding box EPG, and (b) quantitative results on evaluating with on-object EPG.
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Additional results for training with limited annotations
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Figure D.11: EPG and IoU scores for limited annotations. We show EPG vs. F1 (left) and IoU vs. F1 (right)
for B-cos attributions at the input when optimising with the Energy and L1 localisation losses, when using
{1%, 10%, 100%} training annotations. We find that model guidance is generally effective even when training with
annotations for a limited number of images. While the performance slightly worsens when using 1% annotations,
using just 10% annotated images yields similar gains to using a fully annotated training set. Full results can be
found in Figures D.23 and D.24.

To additionally evaluate for on-object localisation, we use a variant of EPG that we call On-object EPG.
In contrast to standard EPG, we compute the fraction of positive attributions in pixels contained within the
segmentation mask of the object out of positive attributions within the bounding box. This measures how
well attributions within the bounding boxes localise to the object, and is not influenced by attributions
outside the bounding boxes. A visual comparison of the two metrics is shown in Figure D.10.

We find that the Energy localisation loss outperforms the L1 localisation loss both qualitatively (Fig-
ure D.10a) and quantitatively (Figure D.10b) on this metric. This is explained by the fact that the L1

promotes uniformity in attributions across the bounding box, giving equal importance to on-object and
background features within the box. In contrast, the Energy loss only optimises for attributions to lie
within the box, without any constraint on where in the box they lie. This also corroborates our previous
qualitative observations (e.g. Figure 7.9).

D.2.5 Model Guidance with Limited Annotations

In Figure D.11, we show the impact of using limited annotations when training (Section 7.3.4) when
optimising with the Energy and L1 localisation losses for B-cos attributions at the input. We find that in
addition to EPG, trends in IoU scores also remain consistent even when using bounding boxes for just 1%
of the the training images.

D.2.6 Model Guidance with Noisy Annotations

In Figure D.12, we additionally show the impact of training with coarse, dilated bounding boxes for IxG
attributions on the Vanilla model, and IntGrad attributions on the X -DNN model. Similar to the results
seen with B-cos attributions (Figure 7.10), we find that the Energy localisation loss is robust to coarse
annotations, while the performance with L1 localisation loss worsens as the dilations increase.

D.2.7 Evaluation on DenseNet and ViT Models

In Figure D.13, we evaluate the best performing configurations from our study, i.e. performing guidance
using B-cos attributions at input, on additional model backbones, specifically DenseNet-121 and ViT-S.
We find that the trends observed with ResNet-50 models generalises to these backbones, with the Energy
loss yielding the highest gains for EPG, and the L1 loss yielding the highest gains for IoU.
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Additional results for training with coarse bounding boxes
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(a) Vanilla ResNet-50 @ Final.
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(b) X -DNN ResNet-50 @ Final.

Figure D.12: Coarse bounding box results. We show the impact of dilating bounding boxes during training for the
(a) Vanilla and (b) X -DNN models. Similar to the results seen with B-cos models (Figure 7.10), we find that the
Energy localisation loss is generally robust to coarse annotations, while the effectiveness of guidance with the L1

localisation loss worsens as the extent of coarseness (dilations) increases. Full results in Figure D.25.
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Figure D.13: EPG and IoU vs. F1 on VOC for two additional B-cos architectures. We find that the trends
observed in Chapter 7 for a B-cos ResNet-50 backbone (cf. Figures 7.5 and 7.6, right columns) generalise to other
backbone architectures. In particular, we find that the L1 loss yields the highest gains in IoU, whereas the Energy
loss yields the highest gains in EPG, both for a DenseNet-121 and a ViT-S model.
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D.3 WATERBIRDS RESULTS

Conventional Setting Reversed Setting

Layer Loss G1 Acc G2 Acc G3 Acc G4 Acc Overall G1 Acc G2 Acc G3 Acc G4 Acc Overall

B
-c

os

Inp.
Energy 99.2 (±0.1) 40.4 (±1.0) 56.1 (±4.0) 96.6 (±0.4) 71.2 (±0.1) 99.4 (±0.1) 70.2 (±2.1) 62.8 (±2.1) 96.5 (±0.6) 83.6 (±1.1)

L1 99.3 (±0.1) 37.0 (±0.8) 51.1 (±1.9) 97.2 (±0.3) 69.5 (±0.2) 99.3 (±0.3) 67.7 (±3.3) 58.8 (±5.0) 96.7 (±0.7) 82.2 (±0.9)

Fin.
Energy 99.3 (±0.1) 41.0 (±2.1) 53.1 (±0.8) 96.3 (±0.5) 71.1 (±0.9) 99.4 (±0.2) 70.1 (±3.1) 60.2 (±3.9) 95.8 (±1.1) 83.2 (±1.1)

L1 99.3 (±0.1) 34.3 (±3.2) 49.4 (±2.6) 96.6 (±0.6) 68.2 (±1.1) 99.4 (±0.1) 69.8 (±2.1) 56.3 (±1.8) 96.1 (±0.7) 82.8 (±0.8)

Baseline 99.4 (±0.1) 37.2 (±0.2) 43.4 (±2.4) 96.5 (±0.1) 68.7 (±0.2) 99.4 (±0.1) 62.8 (±0.2) 56.6 (±2.4) 96.5 (±0.1) 80.1 (±0.2)

X
-D

N
N Inp.

Energy 99.3 (±0.2) 47.0 (±9.1) 49.2 (±4.8) 96.8 (±0.7) 73.1 (±3.4) 99.0 (±0.3) 67.6 (±4.8) 63.9 (±3.6) 96.1 (±0.7) 82.6 (±2.0)

L1 99.1 (±0.6) 40.4 (±7.3) 41.8 (±3.8) 96.5 (±0.6) 69.6 (±3.2) 99.3 (±0.2) 59.1 (±4.7) 63.6 (±6.1) 96.0 (±0.9) 79.3 (±1.3)

Fin.
Energy 99.2 (±0.4) 42.5 (±10.4) 54.2 (±3.2) 96.6 (±0.9) 71.9 (±4.2) 99.2 (±0.2) 65.3 (±2.0) 62.3 (±3.3) 96.0 (±0.5) 81.5 (±0.9)

L1 99.4 (±0.1) 45.1 (±4.0) 42.8 (±2.8) 96.5 (±0.5) 71.7 (±1.4) 99.3 (±0.2) 62.9 (±4.8) 59.8 (±4.8) 95.8 (±0.7) 80.4 (±1.8)

Baseline 99.3 (±0.1) 39.8 (±0.7) 38.6 (±2.5) 96.3 (±0.7) 69.1 (±0.6) 99.3 (±0.1) 60.2 (±0.7) 61.4 (±2.5) 96.3 (±0.7) 79.6 (±0.5)

Va
ni

lla

Inp.
Energy 99.4 (±0.2) 42.4 (±2.6) 47.9 (±3.5) 97.1 (±0.4) 71.2 (±1.0) 99.6 (±0.2) 50.7 (±7.3) 52.4 (±1.7) 97.2 (±0.5) 75.1 (±2.9)

L1 99.5 (±0.1) 46.1 (±4.4) 51.1 (±4.0) 97.5 (±0.1) 73.1 (±1.6) 99.6 (±0.1) 48.0 (±7.8) 49.7 (±3.7) 96.8 (±0.6) 73.7 (±2.7)

Fin.
Energy 99.5 (±0.0) 56.1 (±7.0) 60.7 (±5.5) 97.0 (±0.5) 78.1 (±2.6) 99.5 (±0.1) 59.4 (±5.9) 56.5 (±3.7) 97.2 (±0.5) 78.9 (±1.9)

L1 99.5 (±0.1) 57.1 (±2.9) 55.4 (±2.5) 96.7 (±0.6) 77.8 (±1.0) 99.5 (±0.1) 56.3 (±6.7) 51.6 (±3.1) 97.3 (±0.6) 77.1 (±2.5)

Baseline 99.4 (±0.0) 39.6 (±0.7) 53.7 (±2.1) 97.7 (±0.0) 70.8 (±0.0) 99.4 (±0.0) 60.4 (±0.7) 46.3 (±2.1) 97.7 (±0.0) 78.1 (±0.1)

Table D.1: Classification performance on Waterbirds after model guidance with the L1 and the Energy loss. We
find that both losses consistently improve the models’ classification performance over the baseline model (i.e. a
model without guidance). These improvements are particularly pronounced in the groups not seen during training,
i.e. landbirds on water (“G2”) and waterbirds on land (“G3”). For qualitative visualisations of the effect of model
guidance on the waterbirds dataset, see Figure D.14.

As discussed in Section 7.3.5, we use the Waterbirds-100 dataset [SKHL20, PDN+22] to evaluate the
effectiveness of model guidance in a setting where strong spurious correlations are present in the training
data. This dataset consists of four groups—Landbird on Land (G1), Landbird on Water (G2), Waterbird
on Land (G3), and Waterbird on Water (G4)—of which only groups G1 and G4 appear during training
and the background is thus perfectly correlated with the type of bird (e.g. Landbird on land).

To evaluate the effectiveness of model guidance, we train the models on two binary classification tasks: to
classify the type of birds (the conventional setting) or the background (the reversed setting, as described
in [PDN+22]) and evaluate models without guidance (baselines), as well as with guidance: specifically,
for guiding the models, we evaluate different models (Vanilla, X -DNN, B-cos) with different guidance
losses (Energy, L1) applied at different layers (Input and Final), see Table D.1. For each model, we use its
corresponding attribution method, i.e. IxG for Vanilla, IntGrad for X -DNN, and B-cos for B-cos.

In Table D.1 we present the classification performance for the individual groups (G1-G4) as well as the
average over all samples (‘Overall’) across all configurations; note that the group sizes differ in the test
set and the average over the individual group acccuracies thus differs from the overall accuracy. For each
row, the results are averaged over 4 runs (2 random training seeds and 2 different sets of 1% annotated
samples) with the exception of the baseline results being an average over 2 runs.

In almost all cases, we find that both of the evaluated losses (Energy, L1) improve the models’ classification
performance over the baseline. As expected, these improvements are particularly pronounced in the
groups not seen during training, i.e. landbirds on water (G2) and waterbirds on land (G3).

Further, in Figure D.14, we show attribution maps of the baseline models, as well as the guided models.
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As can be seen, model guidance not only improves the accuracy, but is also reflected in the attribution
maps: e.g., in row 1 of Figure D.14a, we see that while the baseline model originally focused on the
background (water) to classify the image, it is possible to guide the model to use the desired features (i.e.
the bird in conventional setting and the background in the reversed setting) and consequently arrive at
the desired classification decision. As this guidance is ‘soft’, we also observe cases in which the model
still focused on the wrong feature and thus arrived at the wrong prediction: e.g. in Figure D.14b row 1
(reversed setting), the Energy-guided model still focuses on the bird and thus incorrectly predicts ‘Water’,
similar to the L1-guided model in row 4.



D.3 WATERBIRDS RESULTS 235

Additional qualitative results on the Waterbirds-100 dataset.
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Figure D.14: Qualitative results for the Waterbirds dataset. Specifically, we show input layer attributions for
B-cos models trained without guidance (‘Baseline’) as well as guided via the Energy or L1 loss. We find that model
guidance can be effective both for focusing on the bird and the background. For example, in the top row of (a), the
model originally focuses on the background (col. 2) and classifies the image (col. 1) as Water/Waterbird. In the
conventional setting, both the Energy and L1 localisation losses are effective in redirecting the focus to the bird
(cols. 3-4), changing the model’s prediction to Landbird with high confidence. Similarly, in the reversed setting,
both localisation losses direct the focus to the background (cols. 5-6), which increases the model’s confidence in
classifying the image as Water.
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D.4 IMPLEMENTATION DETAILS

D.4.1 Training and Evaluation Details

Implementations. We implement our code using PyTorch1 [PGM+19]. The PASCAL VOC 2007
[EVGW+09] and MS COCO 2014 [LMB+14] datasets and the Vanilla ResNet-50 model were obtained
from the Torchvision library2 [PGM+19, mc16]. Official implementations were used for the B-cos3

[BSFS24] and X -DNN4 [HSMR21] networks. Some of the utilities for data loading and evaluation were
derived from NN-Explainer5 [SPA+22], and for visualisation from the Captum library6 [KMM+20].

D.4.1.1 Experiments with VOC and COCO

Training Baseline Models. We train starting from models pre-trained on ImageNet [DDS+09]. We
fine-tune with fixed learning rates in {10−3, 10−4, 10−5} using an Adam optimiser [KB15] and select the
checkpoint with the best validation F1-score. For VOC, we train for 300 epochs, and for COCO, we train
for 60 epochs.

Training Guided Models. We train the models jointly optimised for classification and localisation
(Equation (7.1)) by fine-tuning the baseline models. We use a fixed learning rate of 10−4 and a batch size
of 64. For each configuration (given by a combination of attribution method, localisation loss, and layer),
we train using three different values of λloc, as detailed in Table D.2. For VOC, we train for 50 epochs,
and for COCO, we train for 10 epochs.

Selecting Models to Visualise. As described in Section 7.2, we select and evaluate on the set of Pareto-
dominant models for each configuration after training. Each model on the Pareto front represents the
extent of trade-off made between classification (F1) and localisation (EPG) performance. In practice,
the ‘best’ model to choose would depend on the requirements of the end user. However, to evaluate the
effectiveness of model guidance (e.g. Figures 7.1, 7.2 and 7.9), we select a representative model on the
front whose attributions we visualise. This is done by selecting the model with the highest EPG score
with an at most 5 p.p. drop in F1-score.

Efficient Optimisation. As described in Section 7.1.5, for each image in a batch, we optimise for
localisation of a single class selected at random. This approximation allows us to perform model guidance
efficiently and keeps the training cost tractable. However, to accurately evaluate the impact of this
optimisation, we evaluate the localisation of all classes in the image at test time.

Training with Limited Annotations. As described in Section 7.3.4, we show that training with a limited
number of annotations can be a cost effective way of performing model guidance. In order to maintain
the relative magnitude of Lloc as compared to Lclass in this setting, we scale up the values of λloc when
training. The values of λloc we use are shown in Table D.3.

1https://github.com/pytorch/pytorch
2https://github.com/pytorch/vision
3https://github.com/B-cos/B-cos-v2
4https://github.com/visinf/fast-axiomatic-attribution
5https://github.com/stevenstalder/NN-Explainer
6https://github.com/pytorch/captum

https://github.com/pytorch/pytorch
https://github.com/pytorch/vision
https://github.com/B-cos/B-cos-v2
https://github.com/visinf/fast-axiomatic-attribution
https://github.com/stevenstalder/NN-Explainer
https://github.com/pytorch/captum
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Localisation Loss Values of λloc

Energy 5×10−4, 1×10−3, 5×10−3

L1 1×10−3, 5×10−3, 1×10−2

PPCE 1×10−4, 5×10−4, 1×10−3

RRR* 5×10−6, 1×10−5, 5×10−5

Table D.2: Hyperparameter λloc: Default training. used for when training on VOC and COCO with each
localisation loss. Different values are used for different loss functions since the magnitudes of each loss varies.

Localisation Loss Values of λloc

Energy 0.05, 0.100, 0.50

L1 0.01, 0.100, 1.00

Table D.3: Hyperparameter λloc: Limited annotations. used for when training on VOC and COCO with limited
data for each localisation loss. Different values are used for different loss functions since the magnitudes of each
loss varies. We use larger values of λloc when training with limited annotations to maintain the relative magnitudes
of the classification and localisation losses during training.

D.4.1.2 Experiments with Waterbirds-100

Data Distributions. The conventional binary classification task includes classifying Landbird from Wa-
terbird, irrespective of their backgrounds. We use the same splits generated and published by [PDN+22].
As discussed in Section D.3, at training time there are no samples from G2 or G3, making the bird type
and the background perfectly correlated. In contrast, both the validation and test sets are balanced across
foregrounds and backgrounds, i.e. a landbird is equally likely to occur on land or water, and vice-versa.
However, as noted by [SKHL20], using a validation set with the same distribution as the test set leaks
information on the test distribution in the process of hyperparameter and checkpoint selection during
training. Therefore, we modify the validation split to avoid such information leakage; in particular, we
use a validation set with the same distribution as the training set, and only use examples of groups G1 and
G4. Note that Table 7.1 refers to G3 as the “Worst Group”.

Training Details. We train starting from models pre-trained on ImageNet [DDS+09]. We fine-tune with
fixed learning rate of 10−5 with λloc of 5 × 10−2 (5 × 10−4 × 100 for using 1% of annotations) using
an Adam optimiser [KB15] . We train for 350 epochs with random cropping and horizontal flipping and
select the checkpoint with the highest accuracy on the modified validation set.

D.4.2 Optimising B-cos Attributions

Training for optimising the localisation of attributions (Equation (7.1)) requires backpropagating through
the attribution maps, which implies that they need to be differentiable. While B-cos attributions [BFS22b]
as formulated are mathematically differentiable, the original implementation3 [BSFS24] for computing
them involves detaching the dynamic weights from the computational graph, which prevents them
from being used for optimisation. In this work, to use them for model guidance, we develop a twice-
differentiable implementation of B-cos attributions.
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D.5 FULL RESULTS

Full results on PASCAL VOC 2007 (F1 score).
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Figure D.15: EPG (a) and IoU (b) vs. F1 on VOC, for different losses (markers) and models (columns), optimised
at different layers (rows); additionally, we show the performance of the baseline model before fine-tuning and
demarcate regions that strictly dominate (are strictly dominated by) the baseline performance in green (grey). For
each configuration, we show the Pareto fronts (cf. Figure 7.4) across regularisation strengths λloc and epochs (cf.
Section 7.3 and Figure 7.4). We find the Energy loss to give the best trade-off between EPG and F1, whereas the L1

loss (especially at the final layer) provides the best trade-off between IoU and F1. We further find these results to be
consistent across datasets, see Figure D.16.
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Full results on MS COCO 2014 (F1 score).
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(b) IoU vs. F1.

Figure D.16: EPG (a) and IoU (b) vs. F1 on COCO, for different losses (markers) and models (columns),
optimised at different layers (rows); additionally, we show the performance of the baseline model before fine-tuning
and demarcate regions that strictly dominate (are strictly dominated by) the baseline performance in green (grey).
For each configuration, we show the Pareto fronts (cf. Figure 7.4) across regularisation strengths λloc and epochs (cf.
Section 7.3 and Figure 7.4). We find the Energy loss to give the best trade-off between EPG and F1, whereas the L1

loss (especially at the final layer) provides the best trade-off between IoU and F1. We further find these results to be
consistent across datasets, see Figure D.15.
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Mean Average Precision (mAP) results on VOC.
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(a) EPG vs. mAP.
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(b) IoU vs. mAP.

Figure D.17: Quantitative comparison of EPG and IoU vs. mAP scores for VOC. To ensure that the trends
observed and described in Chapter 7 generalise beyond the F1 metric, in this figure we show the EPG and IoU
scores plotted against the mAP metric. In general, we find the results obtained for the mAP metric to be highly
consistent with the previously shown results for the F1 metric, see Figure D.15. E.g., across all configurations, we
find the Energy to yield the highest gains in EPG score, whereas the L1 loss provides the best trade-offs with respect
to the IoU metric. These results are further also consistent with those observed on COCO, see Figure D.18.
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Full results on MS COCO 2014 (mAP).
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(b) IoU vs. mAP.

Figure D.18: Quantitative comparison of EPG and IoU vs. mAP scores for COCO. To ensure that the trends
observed and described in Chapter 7 generalise beyond the F1 metric, in this figure we show the EPG and IoU
scores plotted against the mAP metric. In general, we find the results obtained for the mAP metric to be highly
consistent with the previously shown results for the F1 metric, see Figure D.16. E.g., across all configurations, we
find the Energy to yield the highest gains in EPG score, whereas the L1 loss provides the best trade-offs with respect
to the IoU metric. These results are further also consistent with those observed on VOC, see Figure D.17.
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Comparison to GradCAM on VOC.
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Figure D.19: Quantitative results using GradCAM on VOC. We show EPG (a) and IoU (b) scores vs. F1 scores
for all localisation losses and models using GradCAM at the final layer (bottom rows in (a)+(b) and compare it to
the results shown in Chapter 7 (top rows). As expected, GradCAM performs very similarly to IxG (Vanilla) and
IntGrad (X -DNN) used at the final layer—in particular, note that for ResNet-50 architectures, IxG and IntGrad
are very similar to GradCAM for Vanilla and X -DNN models respectively (see Section D.2.2). Similarly, we find
GradCAM to also perform comparably to the B-cos explanations when used at the final layer; for results on COCO,
see Figure D.20.
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Comparison to GradCAM on COCO.
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Figure D.20: Quantitative results using GradCAM on COCO. We show EPG (a) and IoU (b) scores vs. F1
scores for all localisation losses and models using GradCAM at the final layer (bottom rows in (a)+(b) and compare
it to the results shown in Chapter 7 (top rows). As expected, GradCAM performs very similarly to IxG (Vanilla)
and IntGrad (X -DNN) used at the final layer—in particular, note that for ResNet-50 architectures, IxG and IntGrad
are very similar to GradCAM for Vanilla and X -DNN models respectively (see Section D.2.2). Similarly, we find
GradCAM to also perform comparably to the B-cos explanations when used at the final layer; for results on VOC,
see Figure D.19.
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EPG results for intermediate layers on VOC.

30

40

50

60

70

80

90

EP
G

Sc
or

e
(%

)

Dominated

D
om

in
at

in
g

In
pu

t
La

ye
r

Vanilla ResNet-50
baseline Energy L1 PPCE RRR*

IxG

Dominated

D
om

in
at

in
g

X -DNN ResNet-50
baseline Energy L1 PPCE RRR*

IntGrad

Dominated

D
om

in
at

in
g

B-cos ResNet-50
baseline Energy L1 PPCE RRR*

B-cos

30

40

50

60

70

80

90

EP
G

Sc
or

e
(%

)

Dominated

D
om

in
at

in
g

M
id

1

baseline Energy L1 PPCE RRR*

IxG

Dominated

D
om

in
at

in
g

baseline Energy L1 PPCE RRR*

IntGrad

Dominated

D
om

in
at

in
g

baseline Energy L1 PPCE RRR*

B-cos

30

40

50

60

70

80

90

EP
G

Sc
or

e
(%

)

Dominated

D
om

in
at

in
g

M
id

2

baseline Energy L1 PPCE RRR*

IxG

Dominated

D
om

in
at

in
g

baseline Energy L1 PPCE RRR*

IntGrad

Dominated

D
om

in
at

in
g

baseline Energy L1 PPCE RRR*

B-cos

30

40

50

60

70

80

90

EP
G

Sc
or

e
(%

)

Dominated

D
om

in
at

in
g

M
id

3

baseline Energy L1 PPCE RRR*

IxG

Dominated

D
om

in
at

in
g

baseline Energy L1 PPCE RRR*

IntGrad

Dominated

D
om

in
at

in
g

baseline Energy L1 PPCE RRR*

B-cos

65 70 75 80
F1 Score (%)

30

40

50

60

70

80

90

EP
G

Sc
or

e
(%

)

Dominated

D
om

in
at

in
g

Fi
na

lL
ay

er

baseline Energy L1 PPCE RRR*

IxG

65 70 75 80
F1 Score (%)

Dominated

D
om

in
at

in
g

baseline Energy L1 PPCE RRR*

IntGrad

65 70 75 80
F1 Score (%)

Dominated

D
om

in
at

in
g

baseline Energy L1 PPCE RRR*

B-cos

Figure D.21: Intermediate layer results comparing EPG vs. F1. We compare the effectiveness of model guidance
at varying network depths (rows) for each attribution method and model (columns) across localisation loss functions.
For the B-cos model, we find similar trends at all network depths, with the Energy localisation loss outperforming all
other losses. For the Vanilla and X -DNN models, the Energy loss similarly performs the best, but we also observe
improved performance across losses when optimising at deeper layers of the network. Results for IoU can be found
in Figure D.22.
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IoU results for intermediate layers on VOC.
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Figure D.22: Intermediate layer results comparing IoU vs. F1. We compare the effectiveness of model guidance
at varying network depths (rows) for each attribution method and model (columns) across localisation loss functions.
We find similar trends across all configurations, with the L1 loss outperforming all other losses. For the Vanilla and
X -DNN models, we observe improved performance across losses when optimising at deeper layers of the network,
whereas the results seem very stable for the B-cos models. For EPG results, see Figure D.21.
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Limited annotations — Input layer
EPG score
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(a) Vanilla ResNet-50
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Figure D.23: EPG and IoU scores for model guidance at the input layer with a limited number of annotations.
We show EPG vs. F1 (left) and IoU vs. F1 (right) for all models, optimised with the Energy and L1 localisation
losses, when using {1%, 10%, 100%} training annotations. We find that model guidance is generally effective even
when training with annotations for a limited number of images. While the performance slightly worsens when using
1% annotations, using just 10% annotated images yields similar gains to using a fully annotated training set. Results
at the final layer can be found in Figure D.24.
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Limited annotations — Final layer
EPG score
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(b) X -DNN ResNet-50
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Figure D.24: EPG and IoU scores for model guidance at the final layer with a limited number of annotations.
We show EPG vs. F1 (left) and IoU vs. F1 (right) for all models, optimised with the Energy and L1 localisation
losses, when using {1%, 10%, 100%} training annotations. We find that model guidance is generally effective even
when training with annotations for a limited number of images. While the performance worsens when using 1%
annotations, using just 10% annotated images yields similar gains to using a fully annotated training set. Results at
the input layer can be found in Figure D.23.
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Additional results for training with coarse bounding boxes
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(a) Vanilla ResNet-50 @ Final.
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Figure D.25: Coarse bounding box results. We show the impact of dilating bounding boxes during training for the
(a) Vanilla and (b) X -DNN, and (c) B-cos models. Similar to the results seen with B-cos models (c), we find that
the Energy localisation loss is generally robust to coarse annotations, while the effectiveness of guidance with the
L1 localisation loss worsens as the extent of coarseness increases.
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DISTILLATION

In this supplement to our work on explanation-enhanced knowledge distillation (e2KD), we provide:

(E.1) Additional Qualitative Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .250

In this section, we provide additional qualitative results for each evaluation setting. Specific-
ally, we show qualitative results of the model explanations of standard models (GradCAM)
and B-cos models (B-cos explanations) for KD and e2KD for the following:

(E.1.1) Learning the ‘right’ features (Waterbirds-100).
(E.1.2) Maintaining focused explanations (PASCAL VOC 2007).
(E.1.3) Distilling architectural priors (CNN→ViT on ImageNet).

(E.2) Additional Quantitative Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255

In this section, we provide additional quantitative results:

(E.2.1) Reproducing previously reported results for prior work on ImageNet.
(E.2.2) In- and out-of-distribution results for B-cos and conventional models on Waterbirds.

(E.3) Implementation Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 258

In this section, we provide implementation details, including the setup used in each experiment
and the procedure followed to adapt prior work to B-cos models.

(E.3.1) Training details.
(E.3.2) Adaptation of prior work to B-cos Networks.

249
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E.1 ADDITIONAL QUALITATIVE RESULTS

E.1.1 Learning the ‘right’ Features

We provide qualitative results on the Waterbirds-100 dataset [SKHL20, PDN+22] and show GradCAM
explanations [SCD+17] for standard models and B-cos explanations for B-cos models [BFS22b, BSFS24].
In Figure E.1, we show explanations for in-distribution (i.e. ‘Landbird on Land’ and ‘Waterbird on Water’)
test samples, and in Figure E.2 we show them for out-of-distribution samples (i.e. ‘Landbird on Water’
and ‘Waterbird on Land’). Corresponding quantitative results can be found in Section E.2.2.

In Figure E.1, we see that the explanations of the teacher and vanilla KD student may significantly differ
(for both standard and B-cos models): while the teacher focuses on the bird, the student uses spuriously
correlated input-features (i.e. background). We observe that e2KD is successfully promoting explanation
similarity and keeping the student ‘right for right reasons’. While in Figure E.1 (i.e. in-distribution
data) all models correctly classify the samples despite the difference in their focus, in Figure E.2 (i.e.
out-of-distribution) we observe that the student trained with e2KD is able to arrive at the correct prediction,
whereas the vanilla KD student wrongly classifies the samples based on the background type.

Teacher

4

KD

4

KD + e2KD

4

Teacher

4

KD

4

KD + e2KD

4

4 4 4 4 4 4

4 4 4 4 4 4

4 4 4 4 4 4

Landbird
on Land

Standard Models B-cos Models

4 4 4 4 4 4

4 4 4 4 4 4

4 4 4 4 4 4

4 4 4 4 4 4

Waterbird
on Water

Figure E.1: In-distribution samples for distillation on biased data using the Waterbirds-100 dataset. We show
explanations for both standard models (cols. 2-4) and B-cos models (cols. 5-7), given both in-distribution groups:
‘Landbird on Land’ (top half) and ‘Waterbird on Water’ (bottom half). We find that e2KD approach (col. 4 and
7) is effective in preserving the teacher’s focus (col. 2 and 5) to the bird instead of the background as opposed to
vanilla KD (col. 3 and 6). Correct and incorrect predictions marked by ✓ and ✗ respectively.
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Figure E.2: Out-of-distribution samples for distillation on biased data using the Waterbirds-100 dataset. We
show explanations for standard (cols. 2-4) and B-cos models (cols. 5-7), for the out-of-distribution groups ‘Landbird
on Water’ (top half) and ‘Waterbird on Land’ (bottom half). e2KD (col. 4 and 7) is effective in preserving the
teacher’s focus (col. 2 and 5), leading to higher robustness to distribution shifts than when training students via
vanilla KD. Correct and incorrect predictions marked by ✓ and ✗ respectively.
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E.1.2 Maintaining Focused Explanations

In this section we provide additional qualitative examples for experiments on PASCAL VOC 2007 (see
Section 8.2.3.1). We provide samples for all of the 20 classes in the PASCAL VOC 2007 dataset (every
row in Figures E.3 and E.4). Across all classes we ovserve that the student trained with e2KD maintains
focused explanations on the class-specific input-features, whereas the student trained with vanilla KD
may often focus on the background.

KD KDKD + e2KD KD + e2KDEPG Teacher EPG Teacher

Aeroplane

Bicycle

Bird

Boat

Bottle

Bus

Car

Cat

Chair

Cow

Figure E.3: Maintaining focused explanations (classes 1-10): Similar to Figure 8.3 in Chapter 8, here we show
qualitative difference of explanations. Each row shows two samples per class (for classes 11-20 see Figure E.4).
We find that explanations of the student trained with e2KD (subcol. 4 on both sides) is significantly closer to the
teacher’s (subcol. 2), whereas vanilla KD students also focus on the background (subcol. 3). Samples were drawn
from the test set with all models having correct predictions.
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KD KDKD + e2KD KD + e2KDEPG Teacher EPG Teacher

Diningtable

Dog

Horse

Motorbike

Person

Pottedplant

Sheep

Sofa

Train

Tvmonitor

Figure E.4: Maintaining focused explanations (classes 11-20): Similar to Figure 8.3 in Chapter 8, here we show
qualitative difference of explanations. Each row shows two samples per class (for classes 1-10 see Figure E.3).
We find that explanations of the student trained with e2KD (subcol. 4 on both sides) is significantly closer to the
teacher’s (subcol. 2), whereas vanilla KD students also focus on the background (subcol. 3). Samples were drawn
from test set with all models having correct predictions.
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E.1.3 Distilling Architectural Priors

In this section, we provide additional qualitative samples for Section 8.2.3.2 in Chapter 8, where we
distill a B-cos CNN to a B-cos ViT. Looking at Figure E.5, one can immediately observe the difference
in interpretability of the B-cos ViT explanations when trained with e2KD vs. vanilla KD. Additionally,
following what was reported in Figure 8.5, one can see that the ViT trained with e2KD, similar to its
CNN Teacher, maintains consistent explanations under shift, despite its inherent tokenisation, whereas the
explanations from vanilla KD significantly differ (compare every odd row to the one below).

ViT KD ViT KDViT e2KD ViT e2KDCNN Teacher CNN Teacher

Planetarium

↘

Lock

↘

Whale

↘

Vehicle

↘

Black widow

↘

Yawl

↘

Marmot

↘

Baseball

↘

Lens cap

↘

Grouse

↘

Figure E.5: Qualitative results on distilling B-cos DenseNet-169 to B-cos ViTTiny. We see that explanations of
the e2KD ViT student (col. 4 on both sides) is significantly more interpretable than vanilla KD student (col. 3 on
both sides), and very close to the teacher’s explanations (col. 2 on both sides). We also shift every image diagonaly
to the bottom right by 8 pixels and show the explanations for the same class (rows indicated by ↘). We see that the
explanations of the ViT student trained with e2KD are equivariant under such a shift. In contrast, the ViT student
from vanilla KD is sensitive to such shifts and the explanations change significantly.
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E.2 ADDITIONAL QUANTITATIVE RESULTS

E.2.1 Reproducing Previously Reported Results for Prior Work.

Since we use prior work on new settings, namely ImageNet with limited data, Waterbirds-100, and B-cos
models, we reproduce the performance reported in the original works in the following. In particular, in
Table E.1, we report the results obtained by the training ‘recipes’ followed by prior work to validate our
implementation and enable better comparability with previously reported results.

For this, we distilled the standard ResNet-34 teacher to a ResNet-18 on ImageNet for 100 epochs, with
an initial learning rate of 0.1, decayed by 10% every 30 epochs. We used SGD with momentum of
0.9 and a weight-decay factor of 1e-4. For AT and ReviewKD, we followed the respective original
works and employed weighting coefficients of λ∈{1000.0, 1.0} respectively. For CAT-KD, we used
λ∈{1.0, 5.0, 10.0} after identifying this as a reasonable range in preliminary experiments.

Following [HVD15], we also report the results for KD in which the cross-entropy loss with respect to the
ground truth labels is used in the loss function. We were able to reproduce the reported numbers by a close
margin. Our numbers are also comparable to the torchdistill’s reproduced numbers [Mat21], see Table E.1.
We see that e2KD again improves both accuracy and agreement of vanilla KD (agreement 80.2→80.5).
Also note that the vanilla KD baseline significantly improves once we used the longer training recipe from
[BZR+22] in Table 8.1 in Chapter 8 (accuracy 70.6→71.8; agreement 80.2→81.2).

Standard Models
Teacher ResNet-34

Accuracy 73.3% Accuracy Agreement
Reported
Accuracy

torchdistill
Accuracy

KD [HVD15] (with cross-entropy) 71.0 79.7 70.7 71.4
AT [ZK17] 70.2 78.3 70.7 70.9
ReviewKD [CLZJ21] 71.6 80.1 71.6 71.6
CAT-KD [GYLL23] 71.0 80.1 71.3 -

KD 70.6 80.2 - -
+ e2KD (GradCAM) 70.7 (+ 0.1) 80.5 (+ 0.3) - -

Table E.1: Distilling Standard ResNet-34 to ResNet-18 for reproducing prior work. We verify our implementa-
tion of prior work by distilling them in the 100 epoch setting used in [ZK17, CLZJ21, GYLL23]. We observe that
our accuracy is very close to the reported one and the reproduced numbers by torchdistill [Mat21]. We also see that
e2KD, similar to Table 8.1, improves accuracy and agreement of vanilla KD.
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E.2.2 Full Results on Waterbirds — B-cos and Conventional Models on In- and Out-of-
distribution Data

In this section we provide complete quantitative results on Waterbirds-100 dataset [SKHL20, PDN+22],
for both standard and B-cos models. In Figure E.6, we report in-distribution accuracy and agreement. We
observe that all models are performing well on in-distribution data (lowest test-accuracy is 94.9% for
standard and 95.5% for B-cos models.). Nevertheless, e2KD is again consistently providing gains over
vanilla KD. More importantly however, for the out-of-distribution samples, as reported in Figure E.7, we
observe that e2KD offers even larger accuracy and agreement gains over vanilla KD for both standard
and B-cos models. Corresponding qualitative results, for the 700 epoch experiments, can be found in
Figure E.1, for in-distribution, and Figure E.2 for out-of-distribution samples.
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Figure E.6: KD on in-distribution data for standard (a) and B-cos (b) models on Waterbirds-100. We show
accuracy (top rows) and agreement (bottom rows) when distilling from ResNet-50 teachers to ResNet-18 students
with various KD approaches. As for out-of-distribution data (see Figure E.7), we find significant and consistent
gains in accuracy and agreement on in-distribution for both model types.
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Figure E.7: KD on out-of-distribution data for standard (a) and B-cos (b) models on Waterbirds-100; note that
(a) is the same as Figure 8.4 in Chapter 8 and repeated here for easier reference. We show accuracy (top rows)
and agreement (bottom rows) when distilling from ResNet-50 teachers to ResNet-18 students with various KD
approaches. Similar as for the standard models (a), we find that e2KD also significantly increases both accuracy and
agreement for B-cos models. For results on in-distribution data, please see Figure E.6.
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E.3 IMPLEMENTATION DETAILS

In this section, we provide additional implementation details. In Section E.3.1, we provide a detailed
description of our training setup, including hyperparameters used in each setting. In Section E.3.2, we
describe how we adapt prior approaches that were proposed for conventional deep neural networks to
B-cos models. Code for all the experiments will be made available.

E.3.1 Training Details

In this section, we first provide the general setup which, unless specified otherwise, is shared across all of
our experiments. Afterwards, we describe dataset-specific details in Sections E.3.1.1 to E.3.1.3, for each
dataset and experiment.

Standard Networks. As mentioned in Section 8.2 in Chapter 8, we follow the recipe from [BZR+22].
For standard models, we use the AdamW optimiser [KB15] with a weight-decay factor of 10−4 and a
cosine-annealing learning-rate scheduler [LH17] with an initial learning-rate of 0.01, reached with an
initial warmup for 5 epochs. We clip gradients by norm at 1.0.

B-cos Networks. We use the latest implementations for B-cos models [BSFS24]. Following [BFS22b,
BSFS24], we use the Adam optimiser [KB15] and do not apply weight-decay. We use a cosine-annealing
learning-rate scheduler [LH17] with an initial learning-rate of 10−3, reached with an initial warmup for 5
epochs. Following [BSFS24], we clip gradients using adaptive gradient clipping (AGC) [BDSS21b].

Unless specified otherwise, across all models and datasets we use random crops and random horizontal
flips as data augmentation during training, and at test time we resize the images to 256 (along the smaller
dimension) and apply centre crop of (224, 224). We use PyTorch [PGM+19] and PyTorch Lightning
[FT19] for all of our implementations.

E.3.1.1 ImageNet Experiments

For experiments on the full ImageNet dataset [DDS+09], we use a batch size of 256 and train for 200
epochs. For limited-data experiments we keep the number of steps same across both settings (roughly
40% total steps compared to full-data): when using 50 shots per class, we set the batch size to 32 and train
for 250 epochs, and when having 200 shots, we use a batch size of 64 and train for 125 epochs. We use
the same randomly selected shots for all limited-data experiments. For Data-free experiments (Table 8.5
in Chapter 8), following [BZR+22], we used equal number of training steps for both SUN→IMN (125
epochs with a batch size of 128) and IMN→SUN (21 epochs with a batch size of 256).

For the pre-trained teachers, we use the Torchvision checkpoints1 [mc16] for standard models and avail-
able checkpoints for B-cos models2 [BSFS24]. For all ImageNet experiments, we pick the best checkpoint
and loss coefficients based on a held-out subset of the standard train set, which has 50 random samples per
class. The results are then reported on the entire official validation set. We use the following parameters
for each method:

1https://pytorch.org/vision/stable/models.html
2https://github.com/B-cos/B-cos-v2

https://pytorch.org/vision/stable/models.html
https://github.com/B-cos/B-cos-v2
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Standard Networks (Table 8.1)
KD τ ∈ [1, 5]
e2KD τ ∈ [1, 5], λ ∈ [1, 5, 10]
AT λ ∈ [10, 100, 1000, 10000]
ReviewKD λ ∈ [1, 5]
CAT-KD λ ∈ [1, 5, 10]

B-cos ResNet-34 Teacher (Table 8.2)
KD τ ∈ [1, 5]
e2KD τ ∈ [1, 5], λ ∈ [1, 5]
AT λ ∈ [10, 100, 1000]
ReviewKD λ ∈ [1, 5]
CAT-KD λ ∈ [1, 5]

B-cos DenseNet-169 Teacher (Tables 8.3 and 8.5)
KD τ ∈ [1, 5]
e2KD τ ∈ [1, 5] , λ ∈ [1, 5, 10]

❄ KD τ ∈ [1, 5]

❄ e2KD τ ∈ [1, 5], λ ∈ [0.2, 1, 5, 10]
Data-free KD τ ∈ [1, 5]
Data-free e2KD τ ∈ [1, 5], λ ∈ [1, 5, 10]

B-cos DenseNet-169 to ViT Student (Figure 8.5)
KD τ ∈ [1, 5]
e2KD τ ∈ [1], λ ∈ [1, 5, 10]

For ViT students we trained for 150 epochs, and fol-
lowing [BSFS24], we used 10k warmup steps, and
additionally used RandAugment [CZSL20b] with
magnitude of 10.

E.3.1.2 Waterbirds Experiments

For the Waterbirds [SKHL20] experiments, we use the 100% correlated data generated by [PDN+22]
(i.e. Waterbirds-100). We use the provided train, validation and test splits. Since the data is imbalanced
(number of samples per class significantly differ), within each sweep we pick the last-epoch checkpoint
with best overall validation accuracy (including both in-distribution and out-of-distribution samples).
We use batch size of 64. For experiments with MixUp, we use α=1. The pre-trained guided teachers
were obtained from [RBPAS23]. For applying AT and ReviewKD between the ResNet-50 teacher and
ResNet-18 student, we used the same configuration from a ResNet-34 teacher, since they have the same
number of blocks.

We tested the following parameters for each method:

Standard models (Figure 8.4 and Section E.2.2)
KD τ ∈ [1, 5]
e2KD τ ∈ [1, 5], λ ∈ [1, 5, 10, 15]
AT λ ∈ [10, 100, 1000]
ReviewKD λ ∈ [1, 5, 10, 15]
CAT-KD λ ∈ [1, 5, 10, 15]

B-cos models (Figure 8.2 and Section E.2.2)
KD τ ∈ [1, 5]
e2KD τ ∈ [1], λ ∈ [1, 5, 10]
AT λ ∈ [10, 100, 1000]
ReviewKD λ ∈ [1, 5, 10]
CAT-KD λ ∈ [1, 5, 10]

E.3.1.3 Pascal VOC Experiments

We use the 2012 release of PASCAL VOC dataset [EVGW+12]. We randomly select 10% of the train
samples as validation set and report results on the official test set. We use batch size of 64 and train for
150 epochs. The pre-trained guided teachers were obtained from [RBPAS23]. Since we are using VOC as
a multi-label classification setting, we replace the logit loss from Equation (8.1) in Chapter 8 with the
logit loss recently introduced by [YXZ+23]:

LMLD = τ
c∑

j=1

DKL

([
ψj

(zT
τ

)
, 1− ψj

(zT
τ

)]
||
[
ψj

(zS
τ

)
, 1− ψj

(zS
τ

)])
. (E.1)

Here, ψ is the sigmoid function and [., .] concatenates values into a vector. Note that the original loss
from [YXZ+23] does not have a temperature parameter τ (i.e. τ = 1). For consistency with other
experiments, here we also included a temperature factor. When reporting the final results on the test set,
we resize images to (224, 224) and do not apply centre crop. For the EPG and IoU metrics, we use the
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implementation from [RBPAS23]. For the IoU metric, we use threshold of 0.05. We tested the following
parameters for each method:

B-cos models (Table 8.4)
KD τ ∈ [1, 5],
e2KD τ ∈ [1, 5], λ ∈ [1, 5, 10]

E.3.2 Adapting Prior Feature-based Methods for B-cos Models

While prior feature-based KD methods have been mainly introduced for conventional networks, in
Table 8.2 we additionally tested them on B-cos Networks. We applied them with the same configuration
that they were originally introduced as for ResNet-34 [HZRS16] teacher and ResNet-18 student, with
minor adjustments. Specifically, since B-cos Networks also operate on negative subspace, we did not
apply ReLU on the intermediate tensors in AT. For ReviewKD, since the additional convlution and norm
layers between the teacher and student are only needed to convert intermediate representations, we used
standard convolution and BatchNorm and not B-cos specific layers. For AT, ReviewKD, and CAT-KD we
replaced the cross-entropy loss, with the modified binary cross entropy from [BSFS24].



FAPPENDIX — TEMPERATURE SCHEDULES

In this supplement to our work on temperature schedules, we provide:

(F.1) The pseudo-code for temperature scheduling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 262

(F.2) Additional implementation details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 262

Specifically, we provide details on the evaluation and the class splits into head, mid, and tail.

(F.3) More fine-grained quantitative results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 262

Specifically, we show class-level as well as group-wise (head, mid, tail) results on CIFAR10.

(F.4) A discussion of the influence of positive samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 265

While we focused on negative samples in Chapter 9, here we discuss the impact of the positive
samples on contrastive learning in more detail.
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F.1 PSEUDO-CODE FOR REPRODUCIBILITY OF COSINE SCHEDULE

Algorithm F.1: Cosine Schedule

import numpy as np

def get_temperature(epoch, T , τ−=0.1, τ+=1.0):
# epoch: current epoch; T : period length
return (τ+ − τ−)× (1 + np.cos(2× np.pi × ϵ/T ))/2 + τ−

Insert Algorithm F.1 into your favourite contrastive learning framework to check it out!

F.2 IMPLEMENTATION DETAILS

Evaluation Details. Following [JCMW21], we separate 5000 images for CIFAR10/100-LT as a validation
set for each split. As we discussed in Chapter 9, the performance of the model depends on the relative
position within a period T . Therefore we utilise the validation split to choose a checkpoint for further
testing on the standard test splits for CIFAR10/100-LT. Precisely, for each dataset, we select the evaluation
epoch for the checkpoint based only on the validation set of the first random split; the other splits of the
same dataset are evaluated using the same number of epochs. Note that for ImageNet 100-LT there is
no validation split and we select the last checkpoint as in [JCMW21]. For a fair comparison, we also
reproduce the numbers from [JCMW21] in the same way.

Division Into Head, Mid, and Tail Classes. Following [JCMW21], we divide all the classes into three
categories: head classes are with the most number of samples, tail classes are with the least number of
samples and mid are the rest. In particular, for CIFAR10-LT for each split there are 4 head classes, 3 mid
classes, and 3 tail classes; for CIFAR100-LT there are 34 head classes, 33 mid classes, 33 tail classes; for
ImageNet 100-LT head classes are classes with more than 100 instances, tail classes have less than 20
instances per class, and mid are the rest.

F.3 EXTENDED RESULTS

Extension of Figure 9.3 In Figure F.1 we provide full results of kNN accuracy on CIFAR10 when the
model is trained with different fixed τ values and with coarse binary supervision. Especially tail classes
are improved by instance discrimination (small τtail).

Head-mid-tail Classes Evaluation. In the following, we present a detailed comparison of SimCLR and
SimCLR+TS on head, mid, and tail classes on CIFAR10-LT in Table F.1, on CIFAR100-LT in Table F.2
and on ImageNet 100-LT in Table F.3. We observe consistent improvement for all evaluation metrics for
all types of classes over the three datasets.

Influence of TS on Uniform vs Long-tailed Distributions. To further corroborate that TS particularly
helpful for imbalanced data, we apply TS for the uniformly distributed data. In Table F.4, we can observe
that the cosine schedule yields significant and consistent gains for the long-tailed version of CIFAR10
(CIFAR10-LT), but not for the uniform one (CIFAR10-Uniform). We assume that both head classes and
tail classes for long-tail distribution should be expected to benefit from a better separation between the
two: on the one hand, the tail classes form better clusters and are thus easier to classify based on their
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Figure F.1: kNN accuracy for CIFAR10-LT trained with MoCo. Comparison between τ=0.1, τ=0.5, τ=1.0.
[0.1, 1.0] denotes coarse supervision with τhead=1.0 and τtail=0.1. MAA: mean average accuracy over all classes.

CIFAR10-LT
kNN@1 kNN@10

method Head Mid Tail Head Mid Tail

SimCLR 84.93 ± 3.44 54.08 ± 4.24 32.14 ± 7.44 88.03 ± 3.32 53.76 ± 4.80 29.52 ± 9.44
SimCLR + TS 87.24 ± 3.05 58.96 ± 5.21 35.02 ± 8.27 89.92 ± 2.97 59.31 ± 4.69 30.51 ± 12.38

FS LP LT LP
method Head Mid Tail Head Mid Tail

SimCLR 76.38 ± 5.24 63.20 ± 2.95 62.60 ± 3.63 89.52 ± 3.15 56.98 ± 4.74 29.88 ± 8.11
SimCLR + TS 80.54 ± 5.02 66.50 ± 4.38 65.67 ± 4.07 91.73 ± 2.49 62.09 ± 4.21 32.38 ± 9.23

Table F.1: Detailed evaluation on CIFAR10-LT. Evaluation metrics: kNN@1,10, FS LP states for few-shot linear
probe, and LT LP states for long-tail linear probe. We report the average performance with the standard deviation
over three different random splits for different sets of classes: head, mid, and tail.

neighbours, on the other hand, the clusters of the head classes are ‘purified’, which should similarly
improve performance. Weather, for the uniform distribution, we do not observe such influence of TS and
the performance changes only marginally.
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CIFAR100-LT
kNN@1 kNN@10

method Head Mid Tail Head Mid Tail

SimCLR 53.87 ± 2.12 24.56 ± 1.51 7.26 ± 0.39 58.46 ± 1.79 22.15 ± 1.47 2.83 ± 0.61
SimCLR + TS 57.14 ± 1.95 26.00 ± 1.20 8.31 ± 0.57 61.93 ± 1.88 24.22 ± 2.23 3.05 ± 0.54

FS LP LT LP
method Head Mid Tail Head Mid Tail

SimCLR 33.48 ± 1.24 24.25 ± 2.12 19.12 ± 1.35 62.19 ± 1.80 26.56 ± 1.46 3.92 ± 0.46
SimCLR + TS 37.5 ± 1.33 27.64 ± 1.95 21.26 ± 0.66 65.24 ± 2.04 29.20 ± 1.48 4.42 ± 0.26

Table F.2: Detailed evaluation on CIFAR100-LT. Evaluation metrics: kNN@1,10, FS LP states for few-shot linear
probe, and LT LP states for long-tail linear probe. We report the average performance with the standard deviation
over three different random splits for different sets of classes: head, mid, and tail.

ImageNet100-LT
kNN@1 kNN@10

method Head Mid Tail Head Mid Tail

SimCLR 55.13 30.00 10.71 58.51 29.70 8.71
SimCLR + TS 57.23 30.26 13.14 60.41 29.53 10.14

FS LP LT LP
method Head Mid Tail Head Mid Tail

SimCLR 51.79 36.77 30.29 67.59 36.47 9.43
SimCLR + TS 60.41 40.38 33.57 70.67 38.85 10.29

Table F.3: Detailed evaluation on ImageNet 100-LT. Evaluation metrics: kNN@1,10, FS LP states for few-shot
linear probe, and LT LP states for long-tail linear probe. We report the average performance for different sets of
classes: head, mid, and tail.

CIFAR10-Uniform CIFAR10-LT
method kNN@1 kNN@10 FS LP LT LP kNN@1 kNN@10 FS LP LT LP

MoCo 83.47 84.87 90.19 87.70 63.00 64.10 68.89 63.99
MoCo + TS 83.78 85.85 90.02 87.40 65.68 65.91 72.31 66.64

Table F.4: Influence of TS on uniform vs long-tailed distribution. Comparison of MoCo vs MoCo+TS on
CIFAR10-Uniform and CIFAR-LT-imb100, one split. Evaluation metrics: kNN classifier, FS LP denotes few-shot
linear probe, LT LP denotes long-tail linear probe.
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F.4 INFLUENCE OF THE POSITIVE SAMPLES ON CONTRASTIVE LEARNING

In Section 9.1.2, we particularly focused on the impact of the negative samples on the learning dynamics
under the contrastive objective, as they likely are the driving factor with respect to the semantic structure.
In fact, we find that the positive samples should have an inverse relation with the temperature τ and thus
cannot explain the observed learning dynamics, as we discuss in the following.

To understand the impact of the positive samples, first note their role in the loss (same as Equation (9.4)):

Li
c = log (1 + ciiSi) . (F.1)

In particular, cii scales the entire sum Si=
∑

j ̸=i exp(−dij). As such, encoding two augmentations of the
same instance at a large distance is much more ‘costly’ for the model than encoding two different samples
close to each other, as each and every summand Si is amplified by the corresponding cii. As a result, the
model will be biased to ‘err on the safe side’ and become invariant to the augmentations, which has been
one of the main motivations for introducing augmentations in contrastive learning in the first place, cf.
[TSP+20, CKNH20, CMM+20].

Consequently, the positive samples, of course, also influence the forming of clusters in the embedding
space as they induce invariance with respect to augmentations. Note, however, that this does not contradict
our analysis regarding the impact of negative samples, but rather corroborates it.

In particular, cii biases the model to become invariant to the applied augmentations for all values of
τ ; in fact, for small τ , this invariance is even emphasised as cii increases for small τ and the influence
of the negatives is diminished. Hence, if the augmentations were the main factor in inducing semantic
structure in the embedding space, τ should have the opposite effect of the one we and many others
[WL21a, ZZP+22, ZWBG21] observe.

Thus, instead of inducing semantic structure on their own, we believe the positive samples to rather play a
critical role in influencing which features the model can rely on for grouping samples in the embedding
space; for a detailed discussion of this phenomenon, see also [CLL21].
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