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The energy sector faces challenges due to the increasing use of weather-depending renewables in power gener-

ation. The resulting fluctuations must be balanced through storage technologies and Demand Side Management 
(DSM) methods. Heat pumps are generally recognized as shiftable loads for DSM. More and more heat pump 
manufacturers in Germany are using the Smart-Grid- (SG-) Ready interface, which enables grid operators on the 
one hand and system operators on the other hand to control heat pumps for the purpose of DSM aiming at either 
grid power balancing (grid operator friendly) or to increase the self-consumption rate of the residential energy 
system (system operator friendly). The presented work aims at a compromise between those two goals. To this 
end, different control strategies for SG-Ready enabled solar and heat pump systems are implemented in a sim-

ulation framework and evaluated for a residential area using different key performance indicators. The results 
show that a control strategy based on a dynamic price signal (PRBC2) with rule-based control and well-chosen 
switching points, taking into account considered building energy systems and environmental conditions used 
here, represents the best compromise between system operator friendly behavior and grid operator serviceabil-

ity. The choice of switching points for the heat pump in the course of the price signal is crucial here, and must 
take into account the consumption and generation profiles of the local residential areas. The fulfillment value of 
the key indicators considered here for the representative residential area is 63.9%, whereas the value with the 
reference operating strategy, in which the heat pump is operated exclusively in SG-Ready Mode 2, is only 50.6%.

1. Introduction

Limiting global warming to below 2℃ compared to pre-industrial 
levels and further efforts to limit the temperature increase to 1.5℃ are 
the central components of the 2015 Paris climate agreement. In order to 
achieve the 2℃ goal, according to the IPCC, the budget for cumulative 
greenhouse gas emissions in the period from 2016 to 2100 worldwide 
is 760 Gt CO2 equivalents (eq) and 59 Gt CO2eq for the 1.5℃ goal [1].

However, the volatility in energy generation from renewable energy 
sources and the uncertainty surrounding the integration of new tech-

nologies mean that more flexibility is required on the demand side in 
order to achieve the best possible coverage of generation and demand. In 
a conventional, centralized power supply system with a uni-directional 
flow of electricity from the power plants to the consumers, flexibility is 
ensured by flexible energy generation plants and large storage facilities. 
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The increasing installation of renewable energies and the shift towards 
the electrification of transportation and heating is changing the energy 
landscape towards a decentralized, bi-directional energy distribution 
system which is also having an impact on the distribution grids. Peaks 
in the supply and feed-in of renewable energy into the electricity grids 
can lead to voltage violations and overloads of lines and transformers 
and present distribution grid operators with the challenge of ensuring 
a secure and reliable supply [2]. Low-voltage distribution grids in par-

ticular are reaching their capacity limits due to the rapidly growing use 
of photovoltaics, heat pumps and electric vehicles, which is leading to 
considerable investment in grid expansion. In this context, flexible use 
of these systems, including battery storage systems, can help reduce or 
postpone grid reinforcements. According to a study by the International 
Energy Agency (IEA), the global expansion of storage capacities in 2030 
and in the “Stated Policies” scenario will grow by a factor of 10.8 (from 
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54 GW to 585 GW) for utility-scale storage and 5 (from 35 GW to 177 
GW) for behind-the-meter storage systems compared to 2023 [3].

With the advancement and progress of communication technologies 
(ICT), a significant amount of flexibility can now be made available on 
the demand side. In addition, newer decentralized energy sharing con-

cepts are possible to achieve a local balance between energy production 
and consumption, thereby relieving the distribution and transmission 
grids. Nevertheless, the distribution grid has a high grid complexity 
and a relatively low number of integrated communication links. This 
makes it difficult to apply modern control theories to control the energy 
flow at distribution grid level especially under real-time requirements. 
Also due to the limited spread of ICT, legal framework conditions and 
existing business cases, electricity customers are only offered limited 
opportunities to participate, which also affects the acceptance of new 
flexibility market options. In addition, newer decentralized energy dis-

tribution concepts are possible, which create a local balance between 
energy generation and consumption and thus relieve the distribution 
and transmission grids. In Europe, the concept of renewable energy com-

munities (RECs) was introduced as part of the revision of the Renewable 
Energy Directive. RECs can be active in both the heat and electricity sec-

tors, provided they are based on renewable energy, but only small and 
medium-sized enterprises (SMEs), local authorities and natural persons 
may participate. Renewable energy produced in the RECs’ generation fa-

cilities can be consumed, stored and sold by the participants. The main 
purpose of RECs is to create environmental, economic or social bene-

fits for participants [4]. In view of the threat of climate change, many 
countries have set themselves ambitious targets for the expansion of re-

newable technologies. In Germany, the German Bundestag passed the 
Federal Climate Protection Act (FCPA) in 2019 to implement the re-

quired reduction in greenhouse gas emissions.

Here, the national climate protection goals are set out in a binding 
manner and permissible annual emissions are defined for each relevant 
sector. The building sector plays a decisive role in this, since in 2021 
115 million tons of CO2eq were produced as direct emissions from the 
combustion of fuels, which corresponds to a share of 15% of the total 
CO2eq emissions in 2021 [5]. The report also states that the CO2eq re-

duction targets in the building sector have not been met, with 2 million 
tons of CO2eq being emitted more than permitted.

Additionally in view of the expansion of electromobility and the con-

version of heating systems to heat pumps, there is considerable potential 
for flexibility in the building sector. In Germany, the new Building En-

ergy Act (GEG 2023) regulates how the country will heat predominantly 
with renewable energies (RE) in the future. The GEG 2023 aims to 
increase the share of renewable energies in buildings sustainably and ef-

ficiently. New buildings and replacements of old heating systems must 
use 65% of renewable energy sources, according to the new regulation. 
The most realistic options for heating under the GEG 2023 are the supply 
of heat via district heating, where the respective city or municipality en-

sures that the heat is renewable or alternatively heating with heat pumps 
(HP), which will probably bring plenty of momentum to the HP market. 
This in turn leads to more electrical consumers and possible problems 
in the electrical grid.

Several actors could benefit from this flexibility on the demand side. 
For example, grid operators and providers of ancillary services could 
use the potential of households to provide various balancing services 
and slower reserve products. Electricity marketers can also benefit by 
using the flexibility of households for arbitrage trading. Grid operators 
also need flexibility to counteract grid congestion, or they can consider 
demand-side flexibility to minimize the cost of grid expansion.

Therefore, with the amendment to Section 14a of the German Energy 
Industry Act (EnWG), distribution grid operators (DGO) will be able to 
intervene in controllable consumption devices (non-public electric vehi-

cle charging stations, HPs, battery storage systems, among others) and 
controllable grid connections from January 1, 2024 in order to avoid 
grid congestion if their maximum reference power exceeds 4.2 kW. In 
return, the DGO must no longer refuse or delay the connection of heat 

pumps or new private charging stations for electric vehicles with refer-

ence to possible local grid congestion.

Since the application of advanced control technologies in the dis-

tribution grids will probably take some time due to the inadequate 
equipment of all participants with ICT as explained above, simple con-

trol methods are necessary to avoid grid congestions.

For HPs the intervention can be realized via the Smart-Grid-Ready 
(SG-Ready) interface. A simple interface that can be used to request dif-

ferent operation states of the HP externally. It is controlled via a control 
box, which receives encrypted switching commands from the grid oper-

ator via a Smart Meter Gateway.

The interests of DGO and homeowners are very different. While the 
former prefer an even grid utilization, for homeowners the energy costs 
of electricity consumption play a major role and not the power peaks 
of grid consumption. On the other hand, there are also variables that 
are of interest to both sides, such as the number of heat pump starts, 
as their number is associated with electricity consumption peaks and 
has a negative impact on the expected life time. Both parties see the 
effects on certain control signal principles as a possible consequence of 
the study. The results could provide grid operators with guidance for a 
simple control signal that also represents an acceptable compromise for 
both stakeholders.

To the best of the authors’ knowledge (see Section 3), there is cur-

rently no study that examines the influence of HP control with the 
SG-Ready interface on a residential area using different operation strate-

gies and evaluates these from the point of view of grid serviceability or 
system operator serviceability.

This article attempts to fill this gap.

Therefore, this article presents a case study that demonstrates the 
flexible use of HP heating systems, with and without a PV battery storage 
system, for a representative residential area.

The evaluation is carried out on the one hand with regard to grid-

friendly use and on the other hand with regard to plant operator-friendly 
use. This publication extends the previous work on a single-family house 
[6] and, building on this, for a representative residential area [7] with 
regard to a more comprehensive application of operation strategies and 
more extensive evaluation.

The methodology in the article essentially comprises the following 
steps:

1. Introduction of the SG-Ready interface and consideration of existing 
system controls using the SG-Ready interface

2. Explanation of the methodology for modeling a representative res-

idential area for the simulation studies

3. Explanation of the operating strategies investigated using the SG-

Ready interface

4. Introduction of evaluation indicators with regard to grid service-

ability and operator friendliness

5. Discussion of the results

Based on this approach, the paper is divided as follows.

The next section describes the SG-Ready interface in the context of 
smart grids and smart buildings. In a top-down view, the requirements of 
a smart grid and a building automation and control system are shown, 
which then lead to the requirements and application scenarios of the 
SG-Ready interface. Section 3 contains the review of research work on 
the use of the SG-Ready interface. Section 4 introduces basic classifi-

cations of solar HP systems. Section 5 describes the methodology for 
modeling the representative residential area on which the evaluation 
of the applied operation strategies is based. These operation strategies 
are explained in Section 6, whereby both grid-supporting and system 
operator-supporting modes are explained. The evaluation indicators are 
introduced in the following Section 7. The simulation framework and the 
software tools used are then presented in Section 8. Section 9 presents 
and discusses the simulation results. A summary of the main findings 
and an outlook on further work concludes the contribution.
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2. Smart - Grid / Building / Heat Pump

2.1. Smart Grid

Up to now, a uniform and generally recognized definition of the term 
Smart Grid does not exist [8]. However, all attempts of definition of 
the term Smart Grid contain certain characteristics and keywords such 
as flexible, economic, reliable, accessible, bidirectional power flow and 
communication.

More than 80% of the expansion of renewable generation capaci-

ties takes place in the distribution grid at medium or low voltage level. 
Due to the fluctuating generation over time, this requires control to en-

sure grid stability. It is therefore necessary to adapt power consumption 
to the current power generation. In addition to the generating plants, 
the consumers must also be controllable. The use of intelligent mea-

suring systems (iMSys) is intended to determine how much electricity 
the end consumer currently needs and how much is generated. In this 
way, peak loads can be shifted to less critical time, which saves the 
need for back-up power plants. The German Federal Ministry for Eco-

nomics and Energy (BMWi) names the following central applications, in 
descending order, the control of which contributes to enabling greater 
flexibility in consumption: charging stations for electric vehicles, HPs, 
electric storage heating units, refrigeration equipment including air con-

ditioners and white goods (e.g. dishwasher, washing machine).

Factors influencing the provision of load flexibility are the specific 
household characteristics, cost-benefit ratio, comfort and time availabil-

ity of the consumer.

To enable the expansion of smart grids, in Germany the installation 
of iMSys is prescribed by law in the EnWG. By the Act on Metering 
Point Operation and Data Communication in Smart Energy Networks 
(MsbG), all installed analogue meters are to be replaced by at least 
modern measuring devices (MMD), better still by iMSys by 2032 at the 
latest. According to the MsbG, MMD are a device reflecting the actual 
electricity consumption and the actual usage time and can be securely 
integrated into a communication network via a smart meter gateway 
(SMGW).

In addition to the current meter readings, one has also access to saved 
values that are displayed on a daily, weekly, monthly or yearly basis. 
According to this, iMSys must be able to reliably collect, process, trans-

mit, log, save and delete the measured values from measuring devices 
This is necessary to be able to process measured values for billing pur-

poses, to enable meter readings to be taken by the consumer and to 
ensure reliable administration and remote control of the systems by the 
grid operator. In addition, the respective actual feed-in from generating 
plants and network condition data are determined in this way.

Germany has so far been one of the laggards in Europe in the SMGW 
rollout. In this country, around 158,000 of over 51 million metering 
points were equipped with smart metering systems by 2021 [9]. In Den-

mark and Sweden, 100% of households were already equipped with 
smart metering systems in the same year, and at least 98% in Estonia, 
Spain, Finland, Italy, Luxembourg and Norway [10].

To accelerate the SMGW rollout, the Act to Restart the Digitization 
of the Energy Transition (Gesetz zum Neustart der Digitalisierung der 
Energiewende) was passed in April 2023, which currently provides the 
legal framework for the smart meter rollout. Together with the current 
amendment of the legal framework for the intervention of the DGO in 
controllable consumption devices in the event of grid congestion situa-

tions, new tasks and business models are upcoming.

Buildings offer a great opportunity to influence power quality and 
reliability by acting as an energy supplier and consumer in the low-

voltage grid. However, free communication protocols must be used to 
operate the buildings within the smart grid [11].

2.2. Smart Building

Energy storage systems must bridge weather-related bottlenecks in 
electricity generation from renewable energy sources, which is why 
buildings are becoming increasingly important as decentralized en-

ergy storage systems and building intelligence for efficient and load-

dependent energy management. This is also reflected in the EU Build-

ings Directive EPBD 2018, which sets energy standards for buildings 
by 2030 and requires the introduction of the Smart Readiness Indicator

(SRI) to assess building intelligence [12]. To date, only a few studies 
have been conducted on the use of SRI to assess intelligence in build-

ings to demonstrate the actual applicability of this metric exemplarily 
shown in [13,14].

Basically, the automation of a building describes an autonomously 
working building [15]. According to DIN EN ISO 16484 [16], a Building 
Automation and Control System (BACS) is the designation of equipment, 
software and services for automated control, monitoring and optimiza-

tion as well as for operation and management for an energy-efficient, 
economical and safe operation of technical building equipment.

The primary goal of the BACS is to operate the building energy sys-

tem in an energy-efficient, economical and safe manner. In addition, 
BACS should increase the comfort and ease the everyday life of the users, 
thereby supporting people in need of help in particular.

However, a smart building is more than just the BACS technology 
installed in it. Although this is what makes a building smart, the term 
smart building also describes the ability of a building to react ade-

quately to grid requirements in terms of a stable power distribution 
system. Buildings must therefore change from passive consumers to ac-

tive consumers and producers (prosumers), able to adjust their energy 
consumption according to current energy levels in the grid. This means 
that in times when large amounts of renewable energies are available, 
more energy must be consumed, e.g. by storing energy, and when there 
is shortage of energy in the grid, energy consumption must be reduced. 
Buildings must therefore become energy-flexible.

However, according to statements by the German Federal Network 
Agency (BNetzA) [17], house installations are often decades behind the 
state of the art. Also most parts of the grid are not yet smart [18]. To 
change this, simple and cheap solutions like the Smart-Grid-Ready (SG-

Ready) interface are required.

2.3. Smart Heat Pump - Smart-Grid-Ready interface

HPs can be used as load-variable consumers by switching them on 
to use electricity that cannot be fed into the local electricity grid and 
store it in the form of thermal energy to cover heating demand later. 
In addition, they can also be switched off in a targeted manner to miti-

gate consumption peaks. The SG-Ready label introduced by the Federal 
Heat Pump Association in Germany (BWP) [19] helps to identify HPs 
that can be addressed via a corresponding interface for grid-supportive 
load management. This interface can be used, for example, by grid oper-

ators to control the device. It can also allow the devices to be controlled 
by the user with the aim of achieving the highest possible level of self-

consumption in combination with a PV system [19]. The SG-Ready label 
refers to electrically driven heating HPs, with or without domestic hot 
water heating, from the heat sources air, geothermal or water. For certi-

fication, the HP must have a controller that covers four operation states 
(OS) (see Table 1). Planning documents must also be provided for the 
models and series on how the system must be dimensioned for load man-

agement requirements. Domestic hot water HPs, on the other hand, only 
need a controller that automatically controls an increase in the hot wa-

ter target temperature for thermal storage purposes. This corresponds 
to OS 3 for HPs.

Interface-compatible system components must have logic to control 
the HP that uses two or more of the defined operation states. The set-

ting of the system components must be evident from the documents for 
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Table 1
Description of SG-Ready operation states [19].

SG-Ready OS Description

1 (OFF) This state is downward compatible with the grid utility lock 
frequently switched at fixed times and comprises a 
maximum of 2 hours of “hard” blocking time.

2 (NORMAL) HP runs in energy-efficient normal state with proportional 
heat storage filling for the maximum two-hour grid utility 
lock.

3 (BOOST) HP runs in boosted operation for space heating and 
domestic hot water. This is not a definite start-up 
command, but a switch-on recommendation.

4 (FORCED) This is a definitive startup command, insofar as it is 
possible within the framework of the control settings. For 
this state, different control models must be adjustable on 
the controller for different tariff and utilization models: 
Variant 1: HP (compressor) is actively switched on. 
Variant 2: HP (compressor and additional electric heaters) 
is actively switched on, optional: higher temperature in the 
heat storage tank.

the corresponding models and series. The control functions must be ad-

justable so that the following requirements are met: If a signal to disable 
the HP (OS 1) is set via the digital input, the signal remains active for at 
least 10 minutes. After the signal has dropped, it may only be activated 
again 10 minutes later. The same applies to the signal for the start rec-

ommendation or for the start command of the HP (OS 3/4). A complete 
block of the HP may last a maximum of two hours and may be activated 
a maximum of three times per day [19].

3. Review on SG-Ready control

The SG-Ready label was introduced by the BWP. Dissemination and 
research work in this area therefore takes place primarily at German and 
European level. The following literature can be divided into simulation-

based, semi-simulation-based and experimental studies.

Extensive work was first carried out by Fischer [20]. In [21] Fis-

cher et al. presented a control strategy using the SG-Ready interface for 
pooling 284 HPs respecting the variability of the prices on the day-ahead 
marked for electricity. In a two-level control concept, the target value 
for the purchased electricity for the entire pool is determined at the up-

per level by solving an optimization problem every minute, whereby the 
minimization of the costs of purchased electricity is used as the target 
function. At the lower level, a closed-loop PID controller calculates the 
SG-Ready state based on the difference between the measured purchased 
electricity power and the target value. The results show overshooting 
and oscillations with strong state changes, for which the authors sug-

gest continuous online adaptation of the PID controller parameters.

In another publication, Fischer et al. [22] deal with the flexibility 
potential of HPs with SG-Ready interface from the grid operator’s point 
of view. For this purpose, the authors controlled a pool of 284HPs in 
simulation studies over various time periods between 1 and 360 minutes 
with the SG-Ready operation states. As a result, a load shifting potential 
between -0,18 and 10,68 kWh per HP and test cycle was determined. 
Furthermore, a strong dependence on the season was found - in summer, 
the load shifting potential was significantly lower than in winter and the 
changing season.

Lilliu et al. [23] presented a flexibility market model (FlexOffers) for 
HPs with SG-Ready interface. Using a state model, the critical times of 
the switching points for the SG-Ready states were determined accord-

ing to a rule-based approach. These critical times take into account the 
heating behavior of the HP system and the permitted room temperature 
range. One focus was on the maximum number of HPs that the control 
system can aggregate.

Kemmler at al. [24] have developed a hardware-in-the-loop test 
bench with a HP and thermal energy storage and used it to test the 

Table 2
Fullfillment of investigation features.

Publication SFH RRA OS EI PVB 
Ortleb et al. [6] (5) (9) 
Meiers et al. [7] (2) (3) 
this article (14) (8) 

Fullfillment: : none : partial : full.
SFH: Single Family House; RRA: Representative Residential Area.
OS: Operating Strategy (number of); EI: Evaluation Indicators (number of).
PVB: PV Battery Storage System (partial means either none or with, full means 
considering both).

SG-Ready interface. To do this, they calculated an optimal schedule for 
the next 24 hours in order to maximize the proportion of self-generated 
PV energy consumed. They only used operation states 2 (normal) and 
4 (forced) and were able to show that the deviations from the planned 
and optimum schedule amounted to around 3%.

Göbel et al. [25] also used a hardware-in-the-loop test bench to 
investigate the SG-Ready interface of a HP using a rule-based control 
algorithm whose aim is to maximize self-consumption. The fourth SG-

Ready operation state (FORCED) was not taken into account. While the 
heating system exists in reality as a hybrid system consisting of a HP and 
gas boiler, the thermal and electrical consumption model was mapped 
using a building simulation. The simulation model also includes a PV 
system and a battery storage system. The authors identified significant 
disadvantages of the SG-Ready interface, as precise tracking of the HP 
according to the surplus energy from the PV system is not possible. 
Nevertheless, there were significant improvements in the proportion of 
self-used PV energy.

In their analyses of the operation of HP systems with PV battery stor-

age systems in the field, Barashkar et al. [26] demonstrated the positive 
significance of these systems with regard to increasing the degree of self-

utilization. They monitored HP systems with the SG-Ready interface in 
single-family homes in Germany during the year 2022. According to 
their evaluations, the HP was set to the increased operation state using 
the SG-Ready control system after the household electricity was covered 
with surplus electricity from the PV system and the battery storage was 
fully charged. The temperature in the DHW area of the buffer storage 
was increased by an average of 4.1 𝐾 and for the space heating water 
area by 1.8 K.

According to the authors’ assessment, there is currently no study that 
examines the influence of HP control with the SG-Ready interface on a 
residential area using different operation strategies and evaluates these 
from the point of view of grid serviceability or system operator ser-

viceability. This publication extends the previous work on a reference 
building type with a classified single family house (SFH) [6] and for a 
representative residential area [7].

The reference building types are classified as SFH15, SFH45 and 
SFH100 according to the nominal heating demand of 15, 45 and 
100 𝑘𝑊 ℎ∕𝑚2𝑎 and assigned to different building insulation standards 
corresponding to new construction (SFH15, equivalent to passive house 
standard in Germany), renovated (SFH45) and unrenovated (SFH100) 
building.

In addition to the operation strategies considered so far, further ones 
have been examined and additional evaluation indicators introduced 
and applied in this work. A delimitation of the previous work is summa-

rized in Table 2.

Ortleb et al. [6] evaluated 5 operation strategies on the basis of 9 
evaluation indicators using the example of an SFH 45 with a PV battery 
storage system. These are all evaluation indicators that are also used in 
this publication. However, one evaluation indicator, the percentage en-

ergy cut-off losses of the generated PV power, was no longer used here, 
as these were abolished with the amendment of the Renewable Energy 
Sources Act (EEG) in 2023. For this reason, 8 evaluation criteria are 
used in this article, but are assumed to be complete with regard to the 
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current legal situation. An overall assessment shows that the operation 
strategy of optimizing the degree of self-utilization of PV energy (SCO) 
delivers the best result. The results show that the operation strategies 
considered and of a single house could not achieve acceptable compro-

mise solutions for system and grid operators - grid-supportive behavior 
led directly to very disadvantageous results for the system operator, i.e. 
the homeowners.

In Meiers et al. [7], the model was extended for a representative res-

idential area and a case study was presented that shows the flexible use 
of HP heating systems without and with a PV battery system. Two op-

eration strategies were presented and compared on the basis of three 
evaluation criteria. It was shown that a good compromise between grid 
serviceability and operator serviceability can be achieved for the res-

idential area under consideration if houses with a PV battery storage 
system are operated in a self-consumption-optimized manner and houses 
without a PV battery system are operated with an operation strategy ac-

cording to a standard load profile. If, with this distribution of operation 
strategies, the proportion of houses with PV battery systems were to con-

tinue to increase from 11% to 20%, with the same distribution across the 
building types, then the RIB would deteriorate to + 12%. With a penetra-

tion of PV battery systems of 50%, the RIB would even assume a value 
of + 44%.

The review shows that there is only a limited number of articles deal-

ing with heat pump controls using the SG-Ready interface. In these, only 
individual control strategies were considered. The authors are not aware 
of a comparison of several operating strategies, in particular the consid-

eration of DGO and system operator convenience. This article attempts 
to fill this gap.

4. Solar and heat pump systems

In this section, solar HP systems are briefly characterized in order 
to establish a context for the following chapter in connection with the 
HP market. Further reading can be found in [27,28], for example. Solar 
and HP (SHP) systems represent a promising hybrid energy supply con-

cept for a sustainable power supply, space heating (SH) and domestic 
hot water (DHW) in buildings. In these systems, electric HPs are com-

bined with solar thermal (ST), solar photovoltaic (PV) or both (ST/PV) 
including hybrid technologies like photovoltaic-thermal (PVT) collec-

tors. So, the term SHP systems covers all combinations of heat pumps 
and solar energy technologies. PV systems can be supplemented by a 
battery storage system. For solar thermal HP systems (STHP), Frank et 
al. [29] have carried out a classification and presented a standardized 
visualization and designation scheme which was further developed by 
Jonas [28,30] with special attention on the interaction of thermal and 
electrical system component parts.

Heat pump systems are fundamentally differentiated according to 
their source: air, ground or ground water. In principle, there are three 
types of connection between the ST collector and HP in SHP systems: se-

rial, parallel and regenerative. In the former, the ST collector serves as 
the source for HP, while in the parallel connection, HP and ST collector 
supply the buffer storage. All SHP concepts that serve to regenerate the 
ground temperature are summarized under the regenerative concept. 
Regarding the combination in SHP systems, PV systems provide electric-

ity to the system or building (household electricity) while ST systems are 
used to deliver heat to the system [28]. To sum up, solar technologies 
are used to increase the seasonal performance factor (SPF) of the over-

all system. On the other hand, SHPs have higher investment costs than 
conventional heat pumps due to the additional components and may not 
always be cost-effective depending on the residential application [31]. 
In the context of smart grids, PV HP systems with battery storage are 
of particular interest. In this system, the battery storage system and the 
HP are two controllable loads in one system and increase the flexibil-

ity of the overall system. In these concepts, the PV system supplies the 
HP with electricity. In contrast to STHP systems, the combination and 
interaction of the first concept is less complex, as, among other things, 

an electrical connection is cheaper to realize than a hydraulic one. In 
such systems, the household electricity is usually covered first by the 
PV yield before a further surplus is used to charge the battery storage 
or the buffer storage via the HP. In this article, we look exclusively at 
air-source HP with PV battery storage systems.

5. Modeling representative residential area

As the building sector is a major energy consumer in many coun-

tries, it is the focus of efforts to reduce energy consumption. Numerous 
research projects have already been carried out to determine its energy 
requirements. As the energy consumption characteristics of building 
complexes and residential areas are complex and interlinked, compre-

hensive models are needed to assess the techno-economic impact of new 
energy-efficient technologies on buildings and residential areas. Swan 
and Ugursal [32] have examined modeling techniques and essentially 
characterized two categories of energy consumption modeling: the “top-

down” and the “bottom-up” method.

The top-down modeling approach works on an aggregated level and 
generally aims to balance the historical time series of energy consump-

tion with the estimated energy consumption. It treats the residential 
area as an energy sink and does not differentiate between the energy 
consumption of individual end users. Top-down models determine the 
impact on energy consumption due to ongoing long-term changes or 
changes within the residential area, primarily for the purpose of deter-

mining supply requirements.

Bottom-up methods are based on hierarchically dis-aggregated com-

ponent data, which are then combined according to an estimate of their 
individual impact on overall energy consumption. These can be mod-

eled using statistical methods (e.g. regression, neural networks), on the 
basis of building physics or as a combination of the two aforementioned 
as a hybrid approach [33]. They require extensive databases with em-

pirical data (statistical methods) or detailed physical models to enable 
the mapping of the individual components.

The physics-based building models can in turn be divided into three 
techniques: Distribution, Archetypes and Sampling [32]. In the Distri-

bution technique, the distribution of end devices is determined using 
common energy consumption values in order to calculate the energy 
consumption of each end user. The Sampling technique uses the energy 
consumption values of actual sample house data as input data for the 
model. This allows a wide variety of existing homes to be captured. 
With the Archetype technique- we roughly classify the building stock 
according to year of construction, size, house type, etc. The energy 
consumption estimates of the modeled archetypes are scaled up to be 
representative of the regional building stock by multiplying the results 
by the number of houses that match the description of each archetype.

In accordance with this classification, the model of a representa-

tive residential area is explained below, which was created using the 
bottom-up model approach. A hybrid model of a residential building is 
used here. The model part based on statistical data includes the electri-

cal household consumers, which are calculated according to VDI 4655 
[34] using an empirical model approach. The building heating demand 
and the resulting electrical energy demand of the heat pump and the 
other electrical components of the heating system are based on physical 
models.

Furthermore, the technique of archetypes is used here, whereby the 
heat pump and building stock in Germany is classified into standardized 
heat pump and building types.

5.1. Heat pump market in Germany

According to the BWP, in 2020, the volume of HP sales has increased 
tenfold since 2000. The upward trend of recent years continued in 2023 
and a total of 350,000 HPs were sold, which corresponds to growth of 
48% compared to the year before (236,000). Of the HPs sold in 2023, 
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Fig. 1. Age distribution of buildings and residential units in Germany in 2016 
[37].

around 87% were air-source HPs. The market situation for brine-to-

water HPs is less clear. Sales of these systems have been declining. In 
2020 around 22% were brine HPs and only 3% groundwater HPs. For 
groundwater HPs, a significant increase was recorded, albeit at a low 
level from 4,000 devices in 2021 to 7,500 devices in 2022. The associa-

tion expects sales figures for heat pumps to exceed 500,000 appliances 
in 2024 and to become the new standard heating system in 2030 with 
an estimated 6,000,000 appliances [35]. In 2021, HP systems were in-

stalled in around 54% of all new buildings, making heat pumps once 
again the most common heating system in the new construction sector. 
The combination of HP systems and solar systems, such as PV or solar 
thermal energy, offers great potential for making the energy supply of 
buildings more self-sufficient. However, the current distribution of such 
combined systems cannot be determined conclusively. Neither the BWP 
nor the German Solar Industry Association (BSW) have data on the dis-

tribution of solar HP systems. Every federal association collects data on 
the distribution of its own systems, but there is no interface that records 
whether a solar system is used to supply a HP.

5.2. Building stock in Germany

The new building ratio (number of new apartments compared to total 
apartments) in Germany is around 1%, which means that the specifica-

tions for energy standards for new buildings have little impact on re-

ducing the overall heating energy consumption of residential buildings. 
Since in 2020 around 67% of the approximately 42 million residential 
units in Germany were built before 1979 and thus before the first Ther-

mal Insulation Ordinance came into force, there is a particularly high 
savings potential in the residential building stock [36].

In a 2018 study, the Institute of Housing and Environment (IWU) 
conducted a data collection on energy quality and modernization trends 
in the German residential building stock in 2016. An evaluation of the 
building age distribution in Germany based on these results is shown in 
Fig. 1 [37]. Based on this data collection, 59% of residential buildings 
in Germany were built before 1979 and are thus classified as old build-

ings. The deviations between the frequency distribution of buildings and 
apartments are generally not very large. It is noticeable that, especially 
in the periods 1949-1978, the percentage shares are predominant for 
dwellings compared to buildings. Here, therefore, the average number 
of apartments per building is obviously greater than in other building 
age classes. Based on this data, the German Energy Agency (dena) esti-

mates that 36% of old buildings built up to 1978 have been retrofitted 
with insulation [38] and thus belong to the group of renovated build-

ings.

For the building standards introduced in the next chapter, the passive 
house standard was chosen for new buildings. This building standard 

Table 3
Structure of the RRA.

Type of Building with PV-Battery System Number of Buildings 
SFH100 no 336 
SFH100 yes 42 
SFH45 no 518 
SFH45 yes 64 
SFH15 no 36 
SFH15 yes 4 
Total 1,000 

was demanded by the European Parliament for all member states in 
2008 and is to be implemented from 2011. According to the data avail-

able, all buildings constructed from 2009 onwards (4%) are therefore 
assigned to the passive house standard. The remaining 37% of build-

ings (see Fig. 1) are assigned to the building standard of a renovated old 
building.

5.3. Model of the representative residential area

For simulations within the framework of the IEA SHC Task 44 / HPP 
Annex 38 (A38T44) [39], different reference building types have been 
defined and parameterized in order to guarantee uniform simulation 
heat loads. The focus of A38T44 is on the investigation of SHP systems. 
The reference heat loads and simulation boundary conditions are de-

fined in two reports - part A0 describes the general simulation boundary 
conditions including the domestic hot water heat demand, part B0 the 
reference heating demand scenarios (building) including heat rejection 
system.

As stated in Section 3 the reference building types are classified as 
SFH15, SFH45 and SFH100 according to the nominal heating demand 
of 15, 45 and 100 𝑘𝑊 ℎ∕𝑚2𝑎.

Taking this classification into consideration and based on the char-

acteristics of HP market and the building stock in Germany described in 
the two previous subsections, the representative residential area (RRA) 
explained below is assumed for the further simulation studies.

The RRA consists of 1,000 houses. The building age distribution is 
derived from the building stock data analyzed in Section 5.2, whereas 
590 (59%) of the buildings were built before 1978, of which 212 are 
renovated, with a renovation rate of 36% as described previously and a 
rest of 378 buildings are unrenovated. 370 (37%) were constructed be-

tween 1979 and 2010 and 40 buildings (4%) from 2010 onwards are 
declared as new buildings. Accordingly, the following distribution re-

sults: 378 buildings are assigned to building type SFH100, 582 to type 
SFH45 and 40 to SFH15. Since the share of air/water HP system (ASHP) 
in the market is the highest (cf. Section 5.1), only these used for SH and 
DHW heating in all of the buildings, which are connected to a certain 
extent with a PV battery storage system. According to a study by EUPD 
Research [40], around 1,3 million PV systems were installed on single 
and two-family houses in Germany by the end of 2020, which corre-

sponds to a share of 11%. This is taken on the occasion of 11% of the 
buildings of a type with a PV battery system. This results in six different 
building types in the RRA as shown in Table 3.

Furthermore, the weather conditions in the RRA are assumed to be 
moderate and the weather data for Strasbourg referred to the IEA Ref-

erence Simulation Framework has been applied [39].

6. Control strategies

This section presents the SG-Ready control strategies considered. 
They can be differentiated into four groups: Self-consumption-optimized 
control (Subsections A-B), Standard Load Profile-based (SLP) control 
(Subsections C), Rule-Based Timer Control (RBTC) (Subsections D) and 
Price and Rule-based control (PRBC) based on day-ahead electricity 
prices (Subsection E).
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Fig. 2. 𝑆10 control algorithm flow chart. 

The strategies in Subsections A-B have been described in the litera-

ture in outline form before, the others are new contributions.

All heat-map figures show the SG-Ready OS of a SFH45 building 
with an air-source HP and a PV battery storage system. As presented in 
section 2.3, the four SG-Ready OSs are as follows:

• OS 1: (OFF):HP is switched off

• OS 2: (NORMAL):HP runs in normal state

• OS 3: (BOOST):HP is recommended to switch on

• OS 4: (FORCED):HP is forced to switch on

6.1. Predictive self-consumption optimized control (𝑆10)

The first operation strategy used is based on the control logic of the 
E3/DC S10 Energy Management System (EMS) [41] incorporating a PV 
battery storage system. SG-Ready HP can be connected and controlled 
by the EMS. As soon as curtailment takes place because the PV sur-

plus 𝑃𝑠𝑢𝑟𝑝𝑙𝑢𝑠 that is fed into the grid exceeds the maximum feed-in limit 
𝑃𝑔𝑟𝑖𝑑,𝑓𝑒𝑒𝑑𝐼𝑛,𝑚𝑎𝑥 of 70% of the PV nominal power, the increased opera-

tion state FORCED (OS 4) is set.

If the PV surplus energy is positive and there is no curtailment, OS 3 
is set to increase HP operation power. The controller works with predic-

tions. Two hours before a predicted curtailment of at least half an hour 
will happen, it changes to blocking state (OS 1) to cool down the buffer 
storage tank so that it can absorb more heat before curtailment occurs. 
We use a persistence model for the forecast of electricity demand of the 
heating system, in which the forecast for the current day corresponds 
to the measurement from the previous day. The mean absolute error for 
the dataset we used in this prediction is 368,31 W. Prediction of the PV 
power and the remaining load of the building, without heating system, 
is already determined by the weather data and the household electric-

ity load profile that are independent from the heating systems control 
and are therefore perfectly predicted.

In the real case, the energy management system only uses forecasts 
for PV power based on weather forecasts [41]. If there is no surplus and 
no grid utility lock is expected in the next two hours, the controller re-

mains in normal operation state. In Fig. 2 the flow chart of the described 
control strategies shown, Fig. 3 shows the operation states as an annual 
heat map resulting from this control in the simulation.

Fig. 3. SG-Ready states of 𝑆10 strategy. 

Fig. 4. 𝑆𝐶𝑂 control algorithm flow chart (based on [7]). 

6.2. Self-consumption optimized control (𝑆𝐶𝑂)

The second operation strategy is based on a strategy developed 
by Tjaden et al. [42]. It is rule-based and designed to increase self-

consumption and postpone increased HP operation during periods of 
increased PV surplus.

OS 1 is only reached if grid utility lock is activated. In the following, 
this lock is not considered because, according to information provided 
by the local electricity provider, it is only used to a negligible extent. 
However, this may vary with other electricity providers and certainly in 
the near future.

If the generated PV power 𝑃𝑃𝑉 is less than or equal to the current 
electrical household load demand 𝑃𝐿 multiplied by the factor 𝑓𝑜𝑛,𝑜𝑓𝑓 , 
the controller changes to OS 2. With the characteristic values of the 
simulated PV system and the HP, Tjaden recommends a factor 𝑓𝑜𝑛,𝑜𝑓𝑓
of 70%.

If the grid feed-in power or the excess PV power 𝑃𝑠𝑢𝑟𝑝𝑙𝑢𝑠 exceeds 
the rated power of the HP multiplied by 𝑓𝑜𝑛,𝑜𝑓𝑓 , the controller switches 
from OS 2 to the boosted state (OS 3) (Fig. 4). As soon as 𝑃𝑠𝑢𝑟𝑝𝑙𝑢𝑠 exceeds 
the maximum feed-in limit of 70% of the nominal PV power and there 
would normally be curtailment losses, the controller switches to OS 4 to 
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Fig. 5. SG-Ready states of 𝑆𝐶𝑂 strategy (based on [7]). 

Fig. 6. Threshold factor 𝑓𝑜𝑛,𝑜𝑓𝑓 ,𝑆𝐹𝐻15 subject to ratio of PV peak power and 
nominal electrical power of the HP and resulting energy deviation compared to 
reference system for SFH 15. (For interpretation of the colors in the figure(s), 
the reader is referred to the web version of this article.)

increase self-consumption. Fig. 5 shows the resulting operation states, 
with OS 1, as already explained, not being used in the simulation. Beside 
the recommended values for 𝑓𝑜𝑛,𝑜𝑓𝑓 by Tjaden, we examined the effect 
of various values of the 𝑓𝑜𝑛,𝑜𝑓𝑓 on the grid demand energy for considered 
solar HP systems and SFH classes.

As can be seen in Figs. 6 to 8, there exists minimum values of the 
grid demand energy for each value of the ratio of PV peak power 𝑃𝑃𝑉 ,𝑝
and nominal HP power 𝑃𝐻𝑃 ,𝑛𝑜𝑚 which is shown in dark blue line. With 
these minimal point a second order polynomial has been fitted for each 
SFH class and is given in equations (1d).

𝑓𝑜𝑛,𝑜𝑓𝑓 ,𝑆𝐹𝐻15 = 1.886𝑥2 − 6.447𝑥+ 6.153 (1a)

𝑓𝑜𝑛,𝑜𝑓𝑓 ,𝑆𝐹𝐻45 = 2.835𝑥2 − 10.052𝑥+ 9.535 (1b)

𝑓𝑜𝑛,𝑜𝑓𝑓 ,𝑆𝐹𝐻100 = −0.115𝑥2 − 1.392𝑥+ 4.283 (1c)

where 𝑥 =
𝑃𝑃𝑉 ,𝑝

𝑃𝐻𝑃 ,𝑛𝑜𝑚
(1d)

Based on these switching points, the effect in the operation strategy 
𝑆𝐶𝑂𝑜𝑝𝑡 was considered according to the flow chart in Fig. 4 on the 
systems under consideration and the RRA.

Fig. 7. Threshold factor 𝑓𝑜𝑛,𝑜𝑓𝑓 ,𝑆𝐹𝐻45 subject to ratio of PV peak power and 
nominal electrical power of the HP and resulting energy deviation compared to 
reference system for SFH 45.

Fig. 8. Threshold factor 𝑓𝑜𝑛,𝑜𝑓𝑓 ,𝑆𝐹𝐻100 subject to ratio of PV peak power and 
nominal electrical power of the HP and resulting energy deviation compared to 
reference system for SFH 100.

6.3. Standard load profile based control (𝑆𝐿𝑃 )

The goal in developing this strategy was to generate a control sig-

nal based on a standard load profile (SLP). A SLP from 1996/1997 
proposed by the German Association of Energy and Water Industries 
(BDEW) [43] for a household (category H0) is used. Three different cal-

culation methods were used. The first method (𝑆𝐿𝑃1) is based on the 
absolute deviation from the average daily course of the year. Table 4
shows the calculation of the limits described in the following. Based on 
the limit values determined in this way within the average course of the 
day, fixed times for one day over the entire year are obtained.

First, a daily profile averaged over a year is created and the deviation 
of the demand at time 𝑡 from the average daily demand is determined, 
i.e. 𝑃𝑡 −𝑃 . The lower limit for OS 4 is the maximum negative deviation 
from the daily average power 𝑃 .

The upper limit for OS 4 results from the mean value of the sum of 
the mean negative load and the maximum negative deviation.

The mean value of the mean positive deviation and the mean nega-

tive deviation form the upper limit and the lower limit of normal state 
(OS 2), each with the sign reversed. This also determines the lower limit 
of OS 1. The upper limit of OS 1 is the maximum positive deviation.

The profile determined in this way is used for every day and does not 
change over the year. Fig. 9 shows the course of the day averaged over 
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Table 4
Range limits of 𝑆𝐿𝑃1.

SG-Ready OS from (A) to (B) 

1 + 𝑃<0+𝑃>0
2 =𝐴1 𝑚𝑎𝑥(𝑃𝑡 + 𝑃 ) = 𝐵1

2 − 𝑃<0+𝑃>0
2 =𝐴2 𝐴1 =𝐵2

3 𝑃<0+𝑚𝑖𝑛(𝑃𝑡+𝑃 )
2 =𝐴3 𝐴2 =𝐵3

4 𝑚𝑖𝑛(𝑃𝑡 + 𝑃 ) 𝐴3 =𝐵4

Fig. 9. Daily deviation from mean value Standard Load Profile and correspond-

ing SG-Ready states (based on [7]).

Fig. 10. SG-Ready states of 𝑆𝐿𝑃1 strategy (based on [7]). 

the year with the calculated limits. Fig. 10 shows the resulting profile 
of the operation states.

Operation strategy (𝑆𝐿𝑃2) is also based on the BDEW standard load 
profile. However, the percentage deviation of the average quarter hour 
value is considered instead of the absolute one. The lower 10% of the 
load values are assigned to OS 4, the upper 15% to OS 1. Halfway be-

tween the upper limit of OS 4 and the lower limit of OS 1 is the limit 
of OS 2 and OS 3, which increases the value range of OS 3 compared to 
the previous strategy (Fig. 11).

Operation strategy (𝑆𝐿𝑃3) corresponds to the basic principle of the 
previous strategy 𝑆𝐿𝑃2. However, individual days are divided into day 
types, i.e. workday, saturday and sunday (or public holiday).

Fig. 11. SG-Ready states of 𝑆𝐿𝑃2 strategy. 

Fig. 12. SG-Ready states of 𝑆𝐿𝑃3 strategy. 

For further differentiation, the type days are subdivided into sum-

mer, winter and transitional periods. The division of the days was chosen 
to respond to the different solar radiation due to the season and the dif-

ferent consumption profiles depending on the day of the week. For each 
type day, the limits are calculated according to the same principle as the 
previous strategy, i.e. using the percentage deviation from the quarter-

hour value of the averaged type day course. Fig. 12 shows the profile 
generated by this controller.

6.4. Rule-based timer control (𝑅𝐵𝑇𝐶)

These operation strategies are rule-based and follow fixed times of 
day.

The first strategy (𝑅𝐵𝑇𝐶1) is based on the HP tariff of a local DGO. 
In order to relieve the power grid at feed-in peak times, the utility com-

pany is permitted to switch off the HP at certain times. In return, the 
consumer gets a cheaper electricity tariff. This tariff is divided into day 
and night tariffs. The more expensive electricity price applies from 6 
a.m. to 9 p.m., as demand is high during this period. The cheaper night 
rate applies between 9 p.m. and 6 a.m. It is therefore favorable for the 
consumer to operate the HP in normal operation (OS 2) during the day 
and to set the increased OS 3 during the night tariff. In this way, the 
buffer storage tank can be charged overnight. However, the utility lock 
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Fig. 13. SG-Ready states of 𝑅𝐵𝑇𝐶1 strategy. 

Fig. 14. SG-Ready states of 𝑅𝐵𝑇𝐶2 strategy. 

is not used here because, as already explained, it is only used very rarely. 
Fig. 13 shows the control profile that results from these assumptions.

The next operation strategy (𝑅𝐵𝑇𝐶2) was developed by Fischer et 
al. [44] and, like the 𝑅𝐵𝑇𝐶1 control, attempts to increase or decrease 
HP operation at specific times. In the authors’ work, the hysteresis for 
the storage tank temperature is increased by 5 𝐾 at times when opera-

tion should be avoided and decreased by 5 𝐾 at favorable times. Since 
Fischer did not use an HP with SG-Ready, the strategy must be adjusted 
somewhat. In times of low electricity prices, the hysteresis is to be low-

ered by 5 K. In our case, this is to be done by setting the boosted state 
(OS 3). According to Fischer, this is the case between 2 a.m. and 6 a.m. 
To determine this, he averaged and zoned one year’s EEX day-ahead 
spot prices.

In times with medium electricity prices, OS 2 is set. In times when a 
high electricity price is expected, the hysteresis at Fischer is increased by 
5 𝐾 to avoid increased operation. However, there is no operation state 
with weakened HP operation besides OS 2, except for OS 1. But this 
is a shutdown command and therefore is not desired. For this reason, 
normal state (OS 2) is also set in this case. So, only OS 2 and OS 3 are 
used in this operation strategy. Fig. 14 shows the profile that follows 
from this and switches at the same time every day.

The third strategy (𝑅𝐵𝑇𝐶3) is similar in operation to the previously 
mentioned strategy. 

Fig. 15. SG-Ready states of 𝑅𝐵𝑇𝐶3 strategy. 

However, Fischer et al. [44] did not base this version on the level of 
electricity prices, but on the strength of solar radiation.

In times of highest irradiation the hysteresis should be lowered. Ac-

cording to Fischer et al., this is the case between 11 a.m. and 2 p.m. For 
our observation, the boost state (OS 3) is set during this time.

In times of low irradiation the hysteresis should be increased. Un-

fortunately, this cannot be realized with the SG-Ready states, which is 
why (as with 𝑆𝐿𝑃2) OS 2 is set. At all other times the HP also runs in 
OS 2. This control is only activated when the outdoor temperature of 
the house is above 10℃. Below this limit, normal state (OS 2) remains 
set. In Fig. 15 it can be seen well that the OS 3 is switched on mainly in 
summer.

6.5. Price and rule-based control dependent on day-ahead prices (𝑃𝑅𝐵𝐶)

For this rule-based operation strategy, the day-ahead prices of Ger-

many/Austria/Luxembourg for the year 2016 are evaluated. Day-ahead 
trading is the trading of electricity for the following day, which is traded 
on EPEX Spot, a spot market of the European Power Exchange. Day-

ahead trading is possible until 12 noon of the previous day. From then 
on, intraday trading begins. Buying electricity for the future gives the 
buyer a certain degree of planning certainty. The closer the time of the 
agreed electricity delivery, the sooner it can be estimated how high 
the actual demand will be. Surpluses and shortfalls should be kept as 
low as possible. Even though trading on power exchanges accounts for 
only about 20% of the total trading volume, exchange prices are consid-

ered important indicators of wholesale prices [45]. The one-year data 
set used is from the entsoe Transparency Platform [46]. It was cleaned 
using methods used by Rheinberger et al. [47] and interpolated to 15-

minute values. The algorithm determines the maximum and minimum 
day-ahead prices separately for each day. In principle, this is a perfect 
prediction. The range between the maximum and the minimum is di-

vided and assigned to the four operation states. The division is arbitrary. 
For this work, four different variants with different limits were sim-

ulated and evaluated. In variant 1, for example, the lower 5% of the 
day-ahead prices on the corresponding day are assigned to OS 4. Above 
the 5% limit up to the 10% limit is the range assigned to OS 3. Starting 
from this limit up to 85% is the range for OS 2. The upper 15% belongs 
to OS 1. After calculating the limits, the day-ahead price at correspond-

ing date and time is retrieved and compared with the calculated limits 
of the current day. Depending on which limits the price lies between, 
the corresponding operation condition of the HP is set. The described 
methodology was then applied to the annual profile with other limits. 
All variants can be seen in Table 5 and in Fig. 16 to Fig. 19.
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Table 5
Range limits of 𝑃𝑅𝐵𝐶 .

SG-Ready State Variant 1 Variant 2 Variant 3 Variant 4 
1 85 - 100% 90 - 100% 90 - 100% 70 - 100% 
2 10 - 85% 25 - 90% 60 - 90% 50 - 70% 
3 5 - 10% 5 - 25% 10 - 60% 30 - 50% 
4 0 - 5% 0 - 5% 0 - 10% 0 - 30% 

0%: Daily Minimum of Day-Ahead Price.
100%: Daily Maximum of Day-Ahead Price.

Fig. 16. SG-Ready states of 𝑃𝑅𝐵𝐶1 control strategy. 

Fig. 17. SG-Ready states of 𝑃𝑅𝐵𝐶2 control strategy. 

The aim of this operation strategy is to keep costs low for the end 
user. In times when the electricity price is high, the HP operation is 
reduced and in times of low electricity prices the operation is increased, 
and the buffer storage tank is charged.

Fig. 16 shows the operation states of 𝑃𝑅𝐵𝐶1. On the left side of the 
scale, the simulation is based on the division of the range of day-ahead 
electricity prices to which the operation states are assigned. Thus, the 
range of OS 4 covers the lower 5% of prices on the corresponding day; 
the range from 5% to 10% is assigned to OS 3, etc. In this variant, OS 2 
is clearly the dominant one, as can be seen from the yellow coloring. 
At 8 a.m., as well as around 6 p.m., it can be seen from the mostly 
red coloring that the price of electricity is most expensive at this time. 

Fig. 18. SG-Ready states of 𝑃𝑅𝐵𝐶3 control strategy. 

Fig. 19. SG-Ready states of 𝑃𝑅𝐵𝐶4 control strategy. 

In summer, this shifts to the evening hours. In the morning, when the 
electricity price is low, the buffer storage is charged by switching on 
the increased operation. Operation State 3 is set relatively rarely. In the 
second variant, the increased blue content in Fig. 17 clearly shows that 
the area of OS 3 has been enlarged somewhat. However, OS 2 is still the 
dominant operation state. Here, too, the high-price periods, i.e., around 
8 a.m. and 6 p.m., are clearly visible.

In variant 3, OS 3 is assigned the largest area, as can be seen in 
Fig. 18. This can also be seen from the dominant blue color. Only at 
the high price periods OS 1 and OS 2 are mostly set. Otherwise, the 
two operation states are rarely used. OS 4 continues to be used for the 
most part only in the very early morning hours. In the fourth variant, 
the ranges of OS 1 and OS 4 are the dominant ones, as can be seen in 
Fig. 19. During the high price periods, mainly OS 1 is set and during 
the other periods mainly OS 4 is set. With OS 2 and OS 3, on the other 
hand, the HP is rarely actuated.

7. Evaluation indicators

When evaluating the simulation regarding the grid serviceability and 
plant operator serviceability of the different operation strategies, vari-

ous aspects have to be considered.
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7.1. Self-consumption rate

The self-consumption rate (𝑆𝐶𝑅) is the proportion of self-used en-

ergy, either through direct consumption (𝐸𝑃𝑉 2𝐿𝑜𝑎𝑑 ) or through storage 
in the battery storage system (𝐸𝑃𝑉 2𝐵𝑎𝑡𝑡), in relation to the PV energy 
generated (𝐸𝑃𝑉 ). A self-consumption rate of 100% would mean that all 
of the PV energy is used and nothing is fed into the grid. This is also 
worthwhile financially, as the feed-in tariff for electricity fed into the 
grid is lower than the purchase price.

𝑆𝐶𝑅 =
𝐸𝑃𝑉 2𝐿𝑜𝑎𝑑 +𝐸𝑃𝑉 2𝐵𝑎𝑡𝑡

𝐸𝑃𝑉
⋅ 100% (2)

7.2. Self-sufficiency rate

The degree of self-sufficiency (𝑆𝑆𝑅) provides information on the 
proportion of self-generated energy, either through direct consumption 
of PV energy (𝐸𝑃𝑉 2𝐿𝑜𝑎𝑑 ) or from battery storage (𝐸𝐵𝑎𝑡𝑡2𝐿𝑜𝑎𝑑 ), in relation 
to the total energy requirement 𝐸𝐿𝑜𝑎𝑑 . A degree of self-sufficiency of 
100% would be ideal, as this means that the entire energy requirement 
is covered by self-generated energy.

𝑆𝑆𝑅 =
𝐸𝑃𝑉 2𝐿𝑜𝑎𝑑 +𝐸𝐵𝑎𝑡𝑡2𝐿𝑜𝑎𝑑

𝐸𝐿𝑜𝑎𝑑
⋅ 100% (3)

7.3. Seasonal performance factor

The seasonal performance factor 𝑆𝑃𝐹𝑆𝐻𝑃+,𝑝𝑒𝑛 gives the ratio of the 
useful heat consumed for space heating and hot water production and 
the electrical consumption of the whole heating system [48]. In case 
of violation of the comfort criteria defined by the Task 44 of the SHC 
program (hot water tap temperature and room temperature of the build-

ing), so-called penalty functions are applied [49]. They are added to the 
electrical load of the heating system and represent the missing heating 
energy needed to meet the comfort criteria. The electrical load of the 
heating system includes the power of the HP, the HP control, the HP 
storage charging pump, the DHW pump, the heating circulation pump 
and additional controller.

𝑆𝑃𝐹𝑆𝐻𝑃+,𝑝𝑒𝑛 =
𝑄𝐷𝐻𝑊 +𝑄𝑆𝐻
𝐸𝑒𝑙,𝑆𝐻𝑃+,𝑝𝑒𝑛

(4)

7.4. Fractional CO2 emission savings

Fractional CO2 emission savings 𝑓𝑠𝑎𝑣,𝐶𝑂2
is a measure of how many 

CO2 emissions can be saved compared to a conventional heating system 
and is defined (Equ. (5)).

𝑓𝑠𝑎𝑣,𝐶𝑂2
=

𝑛𝑒𝑠∑

𝑖=1
(𝐸𝑓𝑒,𝑖𝐺𝑊 𝑃𝑖)𝐻𝑃

𝑛𝑒𝑠∑

𝑖=1
(𝐸𝑓𝑒,𝑖𝐺𝑊 𝑃𝑖)𝑟𝑒𝑓

= 1 −
(𝐸𝑒𝑙,𝑆𝐻𝑃+,𝑝𝑒𝑛𝐺𝑊 𝑃𝑒𝑙)𝐻𝑃

𝑄𝐷𝐻𝑊 ,𝑟𝑒𝑓+𝑄𝑆𝐻,𝑟𝑒𝑓
𝜂𝑟𝑒𝑓

𝐺𝑊 𝑃𝑔𝑎𝑠 +𝐸𝑒𝑙,𝑟𝑒𝑓𝐺𝑊 𝑃𝑒𝑙

(5)

where 𝐸𝑓𝑒,𝑖 [𝑘𝑊 ℎ] final energy consumed by 
energy source i

𝐺𝑊 𝑃𝑖 [ 𝑘𝑔𝐶𝑂2𝑒𝑞
𝑘𝑊 ℎ ] global warming potential 

for energy source i
𝐸𝑒𝑙,𝑆𝐻𝑃+,𝑝𝑒𝑛 [𝑘𝑊 ℎ] total electrical consumption 

of the heating system incl. 
penalties

𝑄𝐷𝐻𝑊 ,𝑟𝑒𝑓 [𝑘𝑊 ℎ] preset consumed heat 
quantity for hot water 
preparation

𝑄𝑆𝐻,𝑟𝑒𝑓 [𝑘𝑊 ℎ] Preset consumed heat 
quantity for space heating

𝜂𝑟𝑒𝑓 [−] efficiency of the reference 
gas heating system

𝑛𝑒𝑠 [−] number of energy sources

In this case, a gas heating system including electrical controls and 
hot water circulation pumps [48] was used as the conventional heat-

ing system. The electricity consumption of the reference heating system 
𝐸𝑒𝑙,𝑟𝑒𝑓 in one year is 204 𝑘𝑊 ℎ. The efficiency factor 𝜂𝑟𝑒𝑓 is the over-

all efficiency of the reference system and is assumed to be 0.9. The heat 
demand in the whole year for space heating 𝑄𝑆𝐻,𝑟𝑒𝑓 and DHW prepa-

ration 𝑄𝐷𝐻𝑊 ,𝑟𝑒𝑓 , are already given by the building as 6,476 𝑘𝑊 ℎ∕𝑎
for space heating and 2,076 𝑘𝑊 ℎ∕𝑎 for domestic hot water preparation 
respectively. The Global Warming Potential (𝐺𝑊 𝑃 ) of the respective 
final energy carrier defines its relative global warming potential with 
respect to CO2 emissions and is 0.5210 kg CO2eq./𝑘𝑊 ℎ (𝐺𝑊 𝑃𝑒𝑙) and 
0.307 kg CO2eq./𝑘𝑊 ℎ (𝐺𝑊 𝑃𝑔𝑎𝑠) respectively. For the electrical load 
of the heating system 𝐸𝑒𝑙,𝑆𝐻𝑃+,𝑝𝑒𝑛, electrical power consumption of the 
HP, HP control, HP storage tank charging pump, the DHW pump, the 
SH circulation pump as well as additional controller including the pre-

viously mentioned penalty function are included in the violation of the 
comfort criteria.

7.5. Relative Import Bill

The Relative Import Bill (𝑅𝐼𝐵) is a quantity that considers load shift-

ing from high price periods to low price periods [50]. The quantity looks 
at the reduction in the electricity bill for variable price tariffs. For the 
evaluation, it is assumed that there is a variable-price tariff for each 
strategy considered. The electricity bill is calculated by multiplying the 
grid purchase at time 𝑡 by the corresponding day-ahead electricity price 
and adding it all up. The possible reduction in the electricity bill is this 
sum minus the minimum possible electricity bill. This is the sum of the 
grid purchase at time 𝑡 multiplied by the minimum day-ahead price on 
the corresponding day. The difference between the electricity bill and 
the minimum possible electricity bill is set in relation to the difference 
between the maximum possible bill and the minimum possible bill. The 
maximum possible bill is calculated equivalent to the minimum with the 
daily maximum price.

Desirable for the 𝑅𝐼𝐵 would be a value as close to zero as possi-

ble. This would mean that the electricity was purchased at the most 
favorable times. A favorable exchange price leads to lower electricity 
procurement costs for the energy suppliers and thus to a more favor-

able end customer price. However, this relationship is not linear, since 
the EEG surcharge increases as the exchange price falls [51]. In addi-

tion, other factors play a role in the cost calculation of the end customer 
price. The size is thus relevant for the plant operator, who wants to pur-

chase the electricity at the lowest possible prices. It is also relevant for 
the grid operator. For this purpose, it is assumed that a high day-ahead 
electricity price corresponds to a high electricity demand at that time. 
This assumption is supported by Fig. 20 and Fig. 21. The daily curves 
of the day-ahead electricity price and the BDEW standard load profile 
averaged over the year are shown in Fig. 20 and Fig. 21 respectively. 
It can be seen that the trajectories are similar for mean values, and rise 
and fall at approximately the same times.

When the demand for electricity is high, it is beneficial to the grid to 
reduce the load on the grid by reducing the amount of electricity drawn 
from the grid.

𝑅𝐼𝐵 =

𝑇∑

𝑡=0
(𝐸𝐺,𝐷(𝑡)𝑝𝑒𝑙(𝑡)) −

𝑇∑

𝑡=0
(𝐸𝐺,𝐷(𝑡)𝑝𝑒𝑙,𝑑 (𝑡))

𝑇∑

𝑡=0
(𝐸𝐺,𝐷(𝑡)𝑝𝑒𝑙,𝑑 (𝑡)) −

𝑇∑

𝑡=0
(𝐸𝐺,𝐷(𝑡)𝑝𝑒𝑙,𝑑 )

(6)
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Fig. 20. Mean, maximum and minimum day-ahead electricity price of an annual 
dataset for one day.

Fig. 21. Mean, maximum and minimum standard load profile of an annual 
dataset for one day.

where 𝐸𝐺,𝐷(𝑡) [𝑘𝑊 ℎ] grid demand energy

𝑝𝑒𝑙(𝑡) [ e

𝑘𝑊 ℎ
] day-ahead electricity price at 

time step t
𝑝𝑒𝑙,𝑑 (𝑑) [ e

𝑘𝑊 ℎ
] minimal day-head electricity 

price of day d
𝑝𝑒𝑙,𝑑 (𝑑) [ e

𝑘𝑊 ℎ
] maximal day-head electricity 

price of day d

7.6. Absolute Grid Support Coefficient

Absolute Grid Support Coefficient 𝐺𝑆𝐶𝑎𝑏𝑠 is intended to provide in-

formation on how well the end user’s electricity consumption profile 
matches the availability of electricity [52]. It indicates whether elec-

tricity consumption tends to occur during periods when the day-ahead 
electricity price is greater than the average relative price or during pe-

riods when it is less. This allows an assessment of the grid impact of a 
building from the utility’s perspective. For a flexible load such as a HP, 
a 𝐺𝑆𝐶𝑎𝑏𝑠 of 0.9 means that, on average, electricity is consumed when 
the day-ahead price assumes 90% of its mean value during the evalu-

ation period. A low 𝐺𝑆𝐶𝑎𝑏𝑠 is desired, as this means that electricity is 
mainly consumed when the electricity price is low, or when the demand 
for electricity is low. This makes sense for both the end consumer and 
the utility.

Fig. 22. Thermal comfort range. 

𝐺𝑆𝐶𝑎𝑏𝑠 =

𝑇∑

𝑡=0
(𝐸𝐿(𝑡)𝑝𝑒𝑙(𝑡))

𝑇∑

𝑡=0
(𝐸𝐿(𝑡))

1 
𝑇

𝑇∑

𝑡=0
𝑝𝑒𝑙(𝑡)

(7)

where 𝐸𝐿(𝑡) [𝑘𝑊 ℎ] total energy consumed by 
household load at time step t

𝑝𝑒𝑙(𝑡) [ e

𝑘𝑊 ℎ
] day-ahead electricity price at 

time step t

7.7. Time of thermal discomfort

The total time 𝑡𝑇< during which the comfort criteria are violated 
is of great importance to the home user. As regulated in Task 44, the 
room temperature must not fall below 19.5℃ [53]. The upper limit for 
the temperature can be found in DIN Standard 1946 Part 2 [54]. Up to 
a maximum outside temperature of 26℃, the room temperature must 
not exceed 25℃. If the outdoor temperature is above 26℃, the room 
temperature may also be higher, corresponding to the red marked line 
in Fig. 22.

When evaluating this evaluation parameter, it was noticed that the 
time in which the room temperature exceeds the upper limit of the 
comfort range is almost exactly the same for all strategies considered, 
namely 928.95 hours. This value is many times higher than the time dur-

ing which the temperature falls below the upper limit. The high room 
temperature is due to high outside temperatures. The simulated build-

ing needs a relatively long time to cool down once the temperature has 
increased, since no active room cooling is installed. For this reason, the 
quantity 𝑡𝑇< is introduced, which only considers the undershoots of the 
comfort range.

7.8. Number of heat pump starts

The number of HP starts 𝑛𝑠𝑡𝑎𝑟𝑡𝑠 has an impact on both the system 
owner and the grid operator. From the grid operator’s point of view, the 
reference power peaks associated with compressor starts have a neg-

ative impact on the stability of the electricity grid. In their laboratory 
tests, Akmal et al. [55] investigated the starting behavior of HPs and ob-

served that the starting current with soft start of the compressor motor is 
around twice as high as in normal operation. Without soft starters, cur-

rent peaks are typically observed, which are around 4 to 7 times higher 
than in full load operation. The compressor motor accounts for around 
90% of the electricity demand of the entire HP system and therefore 
dominates the influence on the purchasing power from the grid. From 
a system owner point of view, a low number of HP cycles is preferred 
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as unnecessary on/off cycling reduces the lifetime of the compressor 
[56]. In addition to on/off-controlled HPs, frequency-controlled, also 
known as inverter-driven, HPs, have been establishing themselves for 
some years now. Research indicates that inverter-driven HPs generally 
outperform on/off HPs in terms of energy efficiency and seasonal perfor-

mance. Schio and Ballerini [57] found that inverter-driven HPs achieved 
at least 10% higher 𝑆𝑃𝐹 compared to on/off models. Apart from this, 
inverter-driven HPs require less starting power than fixed-speed types 
[58]. Nevertheless, the focus in this paper is on the on/off-controlled 
HPs.

8. Simulation framework

8.1. Software and system model parameters

The simulation of the building and all system components is done via 
the TRNSYS simulation environment [59]. The residential energy system 
model including building, solar, and HP system is based on the work 
presented in [10–12] using models of the SHP-SIMLIB [60]. A detailed 
description of the model and discussion of solar heat pump systems can 
be found in [28]. The main components have been listed in Table 6.

Table 6
System model parameters.

Component TRNSYS Type Description Value 

battery system 47 [59]
capacity 5.5 𝑘𝑊 ℎ

efficiency 0.94% 

PV system 835 [63]
peak power 2.45 𝑘𝑊 𝑝

inverter efficiency 0.96% 

HP 401 [64]
el. nom. power 
(A7/W35)

1.8 𝑘𝑊

therm. nom. power 
(A7/W35)

7.6 𝑘𝑊

storage tank 340 [65] Volume 1 𝑚3

building 56 [59] heating area 140 𝑚2

Building Controls Virtual Test Bed (BCVTB) [61] acts as a middle-

ware between TRNSYS and MATLAB [62]. Type 6666, provided by the 
TRNSYS vendor Transsolar, enables TRNSYS to send and receive data to 
and from MATLAB. In MATLAB a template script provided by BCVTB is 
used to establish the socket communication. MATLAB, where the con-

trol strategies for the heat pump are implemented, transfers the control 
signal in each simulation step via BCVTB to TRNSYS and receives input 
data needed for the control (Fig. 23). The control signal is compatible 
with the SG Ready-interface of the on/off state-controlled heat pump in 
TRNSYS.

Fig. 23. Simulation framework (based on [7]). 

8.2. Implementation of SG-Ready operation states

The BWP has defined the requirements for controllability in the 
SG-Ready Label regulations for heat pumps [19]. The specific imple-

mentation is the responsibility of the HP manufacturers and experience 

Table 7
Implementation of SG-Ready states.

SG-Ready OS Description

1 (OFF) OFF state: The HP is switched-off

2 (NORMAL) The HP runs in normal state. At a temperature of 53 ℃ in 
the DHW zone of the storage tank the HP switches on to 
supply this zone with heat until it reaches 55 ℃. In the SH 
zone of the tank, the HP supplies heat when the 
temperature difference between the SH zone sensor and the 
setpoint is less than 0 𝐾 until the difference exceeds 3 𝐾 . 
The setpoint is calculated using a weather-compensated 
flow temperature control, which depends mainly on the 
outdoor temperature and the design heat load of the 
building and location.

3 (BOOST) The HP controller is recommended to switch-on: The 
storage tank setpoint temperatures for DHW and SH zone, 
both are increased by 5 𝐾 .

4 (FORCED) Actuation signal to the HP controller. Both setpoint 
temperatures are increased to the setpoint of the DHW zone 
plus 5 𝐾 .

has shown that it is not published in detail. Depending on the manufac-

turer, setpoint increases of the hot water and heating water temperature 
can be up to 50 K [66], whereby the achievability of the temperature lev-

els depends on further safety criteria and the technical performance of 
the heat pump. We refer to the manufacturer’s recommendations when 
selecting the temperature increase of 5 K [67]. Fischer et al. [22] also 
used this value in their studies.

The corresponding implementation of the four SG-Ready Operation 
States depends on the hot water storage tank temperature and is sum-

marized in Table 7.

In NORMAL operation state, the switching points are between 53℃
and 55℃ in the domestic hot water area of the buffer tank. A weather-

compensated characteristic curve for the flow temperature is used for 
space heating, with switching points at 0 K and 3 𝐾 .

In BOOST state, the setpoint temperatures are increased by 5 𝐾 and 
in FORCED state, the setpoint temperature for the room heating is also 
raised to that of the domestic hot water temperature in order to force a 
definitive HP start.

9. Results

9.1. Single family households

This section discusses the individual results of the six different build-

ing types for the operation strategies and the evaluation indicators de-

scribed above. These are shown in Fig. 24 and Fig. 25 respectively. The 
key indicators 𝑆𝑆𝑅 and 𝑆𝐶𝑅 (cf. Fig. 24) are only relevant for build-

ings with a PV system, as they consider the PV energy generated. These 
values are zero if no PV system is installed and are therefore not consid-

ered in the two figures for such systems.

When looking at the 𝑆𝑆𝑅, it can be seen that it increases slightly 
with a better renovation status. For the reference case, for example, this 
results in a value of approx. 33% for PV-SFH015 and 29.5% for PV-

SFH100. It can be seen that the values for PV-SFH15 for all operation 
strategies are between approx. 30.3% and 35.2% and for PV-SFH100 
between approx. 31.4% and 23.8%. The spread between the building 
renovation levels is (from PV-SFH015 to PV-SFH100) between 2.7% 
(𝑆𝐿𝑃1) and 6.6% (𝑃𝑅𝐵𝐶4), with the mean value being 3.6%. The 
maximum 𝑆𝑆𝑅 is 35.2% for PV-SHP015 for the 𝑆𝐶𝑂 and 𝑆𝐶𝑂𝑜𝑝𝑡 op-

eration strategy, with 𝑆𝐶𝑂𝑜𝑝𝑡 for PV-SHF100 performing slightly better 
at 31.4% than 𝑆𝐶𝑂 at 31.2%. The minimum 𝑆𝑆𝑅 is 23.8% for 𝑃𝑅𝐵𝐶4
and PV-SFH100.

If you look at the 𝑆𝐶𝑅, you can see that it does not show a clear 
dependency on the renovation status. For the reference case, for ex-

ample, there is a value of approx. 91.9% for PV-SFH015 and 92.4% 
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Fig. 24. Evaluation results of Single Household, Part 1. 

for PV-SFH100. For 𝑆𝐶𝑂𝑜𝑝𝑡, on the other hand, it drops from 98% for 
PV-SFH015 to 97.6% for PV-SFH100. The values for PV-SFH015 are be-

tween approx. 89.4% and 98% for all operation strategies and between 
approx. 89.5% and 97.8% for PV-SFH100. The maximum 𝑆𝐶𝑅 is 98% 
for PV-SFH015 with the operation strategies 𝑆𝐶𝑂 and 𝑆𝐶𝑂𝑜𝑝𝑡, with 
𝑆𝐶𝑂𝑜𝑝𝑡 for PV-SHF100 performing slightly better at 97.8% than 𝑆𝐶𝑂
at 97.6%. The minimum 𝑆𝐶𝑅 is 89.4% for 𝑆𝐿𝑃2 and PV-SFH15.

When looking at the 𝑆𝑃𝐹𝑆𝐻𝑃+,𝑝𝑒𝑛, the maximum is consistently 
found for PV-SFH045 and SFH045, whereby the values for buildings 
with a PV system are slightly better except for the operation strategy 
𝑆10. With the exception of the 𝑆10 operation strategy, buildings with 
PV systems achieve better results for all building types and for SFH100 
in the 𝑃𝑅𝐵𝐶1 and 𝑃𝑅𝐵𝐶4 operation strategies. The maximum value 
of almost 3.0 is achieved for PV-SFH045 with 𝑃𝑅𝐵𝐶3 and the mini-

mum value of 1.7 for PV-SFH100 with 𝑃𝑅𝐵𝐶4. This shows that opera-

tion strategies that maximize self-consumption do not directly lead to a 
higher 𝑆𝑃𝐹 . For buildings without a PV system, the minimum value is 
almost 1.9 for SFH100 with 𝑃𝑅𝐵𝐶4 and the maximum value is 2.9 for 
SFH045 with the operation strategies 𝑆𝐶𝑂, 𝑆𝐶𝑂𝑜𝑝𝑡 and the reference 
operation strategy.

Fractional 𝐶𝑂2 emission savings 𝑓𝑠𝑎𝑣,𝐶𝑂2
shows a clear dependence 

on the building renovation status. The savings decrease with a poorer 

Fig. 25. Evaluation results of Single Household, Part 2. 

renovation status. Here too, the values are predominantly better for sys-

tems with a PV system than without. The only exceptions here are the 
𝑆10 operation strategy and 𝑃𝑅𝐵𝐶1 as well as 𝑃𝑅𝐵𝐶4 for SFH100, 
which is similar to 𝑆𝑃𝐹𝑆𝐻𝑃+,𝑝𝑒𝑛. The minimum value for systems with 
a PV system is 15.1% (PV-SFH100) and is achieved with 𝑃𝑅𝐵𝐶4, the 
maximum value of just under 60% with 𝑃𝑅𝐵𝐶3 (PV-SFH015). For sys-

tems without a PV system, the savings are between 22.8% (SFH100, 
𝑃𝑅𝐵𝐶4) and 59.3% (SFH015, 𝑅𝑒𝑓/𝑆𝐶𝑂/𝑆𝐶𝑂𝑜𝑝𝑡).

The RIB, on the other hand, shows no clear dependency on the build-

ing renovation status. While the best (minimum) value for buildings 
with a PV system is PV-SFH045 (exception for 𝑃𝑅𝐵𝐶1 and 𝑃𝑅𝐵𝐶1, 
here PV-SFH015), for systems without a PV system it is predominantly 
SFH015 and SFH045 (exception for 𝑃𝑅𝐵𝐶2, here SFH100). The min-

imum value for systems with a PV system is 35.3% (PV-SFH045) and 
is achieved with 𝑆𝐿𝑃2, the maximum value of just under 50% with 
𝑃𝑅𝐵𝐶4 (PV-SFH100). For systems without a PV system, the values are 
between 25.8% (SFH015, 𝑆𝐿𝑃2) and 50% (SFH015, 𝑅𝐵𝐶3). It can be 
seen here that the HP can flexibly follow the control signal, whereby 
systems without a PV system predominantly achieve better results.

For 𝐺𝑆𝐶𝑎𝑏𝑠, too, no clear tendencies can be recognized with regard 
to the degree of building renovation; only for buildings with a PV system 
are the better values predominantly found for PV-SFH045. The tenden-
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cies are similar to 𝑅𝐼𝐵, as can be seen in Fig. 25, whereby systems 
without PV systems predominantly achieve better results. The minimum 
value for systems with a PV system is around 0.92 (PV-SFH100) and is 
achieved with 𝑃𝑅𝐵𝐶4, the maximum value of just under 1.04 with 𝑆10
(PV-SFH015). For systems without a PV system, the values are between 
0.9 (SFH100, 𝑃𝑅𝐵𝐶4) and 1.03 (SFH015, 𝑅𝐵𝐶3).

When looking at the times when the temperature falls below the 
thermal comfort limit of 19.5℃, 𝑡𝑇< , there is a gradient towards the 
building types with a lower renovation status, i.e. the times are much 
lower for (PV-)SFH100 than for (PV-)SFH015 and (PV-)SFH045. One 
possible explanation for this is the presence of forced ventilation in 
the (PV-)SFH015 standard in accordance with the specifications for 
the building model [39] and a heating controller that is probably not 
optimally designed. Both the mean maximum deviations across all op-

eration strategies of approx. 1.8 𝐾 and the mean frequency of 90.8% 
for falling below the comfort temperature in the interval 0 to 0.05 𝐾
for SFH015 are worse than for SFH100 (1.4 𝐾 , 99.3%). A high fre-

quency for this interval is to be seen as positive, as the proportion of 
higher temperature deviations then decreases at the same time. This ap-

plies in a similar way to the buildings with PV systems. The frequency 
of falling below 0.05 𝐾 increases from PV-SFH015 with 90.5% to 98.1% 
for PV-SFH045 and 98.6% for PV-SFH100. In contrast, PV-SFH015 and 
PV-SFH100 are roughly on a par at 1.8 𝐾 for the maximum temperature 
undershoot averaged over all operation strategies, whereas PV-SFH045 
is at 1.1 K. The poor values for the OS 𝑃𝑅𝐵𝐶1 to 𝑃𝑅𝐵𝐶4 are par-

ticularly noteworthy. Here, maximum temperature undershoots occur 
with PV-SFH100 between 2.6 𝐾 (𝑃𝑅𝐵𝐶1) and 6.9 𝐾 (𝑃𝑅𝐵𝐶4). The 
situation is similar for buildings without a PV system. Here, the worst 
values are also at 𝑃𝑅𝐵𝐶4 with 6.4 𝐾 and 𝑃𝑅𝐵𝐶2 with 2.6 K. As de-

scribed in Section 6.5, the switching limits between the SG-Ready states 
were chosen arbitrarily based on the price curve. However, the results 
show that the losses in comfort are lowest for the limits selected in 
𝑃𝑅𝐵𝐶3.

The number of HP starts 𝑛𝑠𝑡𝑎𝑟𝑡𝑠 predominantly shows a behavior that 
increases with a better degree of renovation. For buildings without a PV 
system, the operation strategies form exceptions 𝑆𝐿𝑃1 and 𝑆𝐿𝑃2 as 
well as 𝑆𝐿𝑃2, 𝑃𝑅𝐵𝐶3 and 𝑃𝑅𝐵𝐶4. For the first two, the behavior 
is reversed. Here, 𝑛𝑠𝑡𝑎𝑟𝑡𝑠 decreases as the renovation status improves. 
For the latter three, however, the highest number is SFH045. For build-

ings with a PV system, the exceptions are 𝑆𝐿𝑃2 and 𝑆𝐿𝑃3 as well as 
𝑃𝑅𝐵𝐶3. While 𝑛𝑠𝑡𝑎𝑟𝑡𝑠 decreases for the first two as the renovation sta-

tus improves, the maximum for 𝑃𝑅𝐵𝐶3 is again at PV-SFH045. For all 
operation strategies and renovation statuses, the number of HP starts 
for systems with a PV system is higher than for the corresponding build-

ings without a PV system. The minima are 667 for SFH015 with 𝑆𝐿𝑃1
and 975 for PV-SFH100 with 𝑃𝑅𝐵𝐶4 for buildings with a PV system. 
The maxima, on the other hand, are 1835 for SFH015 with the reference 
system, 𝑆𝐶𝑂 and 𝑆𝐶𝑂𝑜𝑝𝑡 and 2676 with 𝑆10 for PV-SFH015.

9.2. Representative residential area

The overall evaluation indicators for the RRA defined in Section 5
are calculated by first calculating the assessment quantities for a sin-

gle building type, as discussed in previous section. In a second step the 
values are scaled to the RRA using Equ. (8). This means the obtained 
values are multiplied by the number of buildings of this type in the RRA 
and summed up. After that, the obtained value is divided by the total 
number of buildings in the RRA, so that a weighted average value of the 
evaluation variables for the whole area is obtained.

𝑋𝑅𝑅𝐴 =

𝑚 ∑

𝑖=1
𝑋𝑖𝑛𝑖

𝑚 ∑

𝑖=1
𝑛𝑖

(8)

where 𝑋𝑅𝑒𝑠𝐴𝑟𝑒𝑎 is the total evaluation value of the residential area, 
where 𝑋 represents the different evaluation values as SPF or RIB. 𝑋𝑖 is 

the evaluation value 𝑋 of each building type 𝑖, that are SFH15, SFH45, 
SFH100 with or without PV plant. 𝑛 is the number of buildings of each 
type 𝑖 in the residential area. The following Table 9 provides an overview 
of how the evaluation parameters are to be classified.

In the next step, the results for each evaluation indicator were scaled 
within the value range for the RRA. It was taken into account that small 
values are better for the evaluation metrics 𝑓𝑐𝑙 , 𝑅𝐼𝐵, 𝐺𝑆𝐶𝑎𝑏𝑠, 𝑡𝑇< and 
𝑛𝑠𝑡𝑎𝑟𝑡𝑠 and the value range was inverted for this (see Table 9). These rel-

ative values were used to calculate the mean value across all evaluation 
indicators for each operation strategy. This value was used to rank the 
operation strategies. The absolute results of the individual evaluation 
indicators for the RRA, the scaled values averaged across all evalua-

tion indicators and the results of the ranking in the range 1 (best) to 14 
(worst) are shown in Table 8. These are discussed below.

If you look at the 𝑆𝑆𝑅, you can see that 𝑆𝐶𝑂 and 𝑆𝐶𝑂𝑜𝑝𝑡 have the 
best values, surprisingly followed by 𝑅𝐵𝑇𝐶3. This underlines the fact 
that even a fairly simple time-controlled control system has a notice-

ably positive effect on the degree of self-sufficiency. The 𝑆10 strategy is 
close behind, closely followed by the reference strategy. As expected, the 
𝑆𝐿𝑃 strategies show poor values at the same level. The worst performer 
is 𝑃𝑅𝐵𝐶4 with a value of 2.88. The picture is similar for 𝑆𝐶𝑅 and 𝑓𝑐𝑙 . 
Here, however, 𝑆10 is ahead of 𝑅𝐵𝑇𝐶3, followed by 𝑅𝑒𝑓 . The 𝑆𝐿𝑃
strategies have the worst values. In terms of the annual performance 
factor 𝑆𝑃𝑉𝑆𝐻𝑃+,𝑝𝑒𝑛 and fractional 𝐶𝑂2 emission savings 𝑓𝑠𝑎𝑣,𝐶𝑂𝑠 , op-

eration strategies 𝑅𝑒𝑓 , 𝑆10, 𝐸𝑉 𝑂, 𝐸𝑉 𝑂𝑜𝑝𝑡 and 𝑅𝐵𝑇𝐶1 to 𝑅𝐵𝐶3 are 
almost on a par, with 𝑅𝐵𝑇𝐶1 and 𝑅𝐵𝑇𝐶2 being slightly worse. This is 
followed by the 𝑃𝑅𝐵𝐶 strategies, followed by the 𝑆𝐿𝑃 strategies. As 
with 𝑆𝑆𝑅, the value of 2.02, 30.56 respectively is worst for 𝑃𝑅𝐵𝐶4.

Also 𝑅𝐼𝐵 and 𝐺𝑆𝐶𝑎𝑏𝑠 show the same tendencies except for 𝑃𝑅𝐵𝐶4. 
The values of these two ratios are best for the 𝑆𝐿𝑃 and 𝑃𝑅𝐵𝐶 strate-

gies, with the exception mentioned above. Only for 𝐺𝑆𝐶𝑎𝑏𝑠 is the value 
for 𝑃𝑅𝐵𝐶4 even better at 0.92. The operation strategies mentioned 
show similar values between 29.36 and 30.17, or 0.95 to 0.96. The worst 
results are found for 𝑅𝑒𝑓 , 𝑆10, 𝐸𝑉 𝑂, 𝐸𝑉 𝑂𝑜𝑝𝑡, 𝑅𝐵𝑇𝐶1 and 𝑅𝐵𝑇𝐶3. 
These are between 45.26% and 46.44%, or 1.02 respectively.

When looking at the times of thermal discomfort, 𝑡𝑇< , it can be seen 
that 𝑅𝐵𝑇𝐶1 provides the best result with 95.26 h, followed by 𝑆𝐿𝑃3
and 𝑆𝐿𝑃2. This is followed by 𝑅𝑒𝑓 , 𝑆𝐶𝑂 and 𝑆𝐶𝑂𝑜𝑝𝑡 with around 
120 h. 𝑆10 is on a par with 𝑆𝐿𝑃1 with values around 163 h. At almost 
411 h, 𝑃𝑅𝐵𝐶4 brings up the rear.

Looking at the number of HP starts per year, 𝑛𝑠𝑡𝑎𝑟𝑡𝑠 , the best value 
of 742 is achieved with 𝑆𝐿𝑃1, closely followed by 𝑃𝑅𝐵𝐶4 with 747. 
Surprisingly, the number of starts rises to over 1600 with the strategies 
𝑆10, 𝑆𝐶𝑂 and 𝑆𝐶𝑂𝑜𝑝𝑡 and are thus at the same level as the reference 
operation strategy.

As explained at the beginning of this section, an attempt was made to 
implement a uniform overall assessment for the RRA in such a way that 
all evaluation indicators considered are equally weighted and scaled to 
the value ranges that occurred in this study and included in the overall 
result (see Table 8, Ranking) that shows a compromise between system 
operator and grid operator-friendly behavior. This resulted in a rank-

ing with 𝑃𝑅𝐵𝐶2 as a price signal-based operation strategy at the top, 
closely followed by the OSs based on standard load profile, 𝑆𝐿𝑃2 in 
second place and 𝑆𝐿𝑃1 and 𝑆𝐿𝑃3 in 3𝑟𝑑 and 4𝑡ℎ place respectively. 
However, when comparing the ranking of 𝑃𝑅𝐵𝐶1 to 𝑃𝑅𝐵𝐶4 (places 
1 to 14), it can be concluded that the switching thresholds must be well 
coordinated depending on the structure of the residential area. Self-

consumption optimized OS 𝑆𝐶𝑂𝑜𝑝𝑡 in 6𝑡ℎ and 𝑆𝐶𝑂 in 7𝑡ℎ place are 
in the midfield of the results. The reference strategy and the 𝑆10 strat-

egy are also at the bottom of the overall results. In the case of the 𝑆10
strategy, this could be due to the poor quality of the predictions used.

10. Conclusion and outlook

In this article, a comprehensive evaluation of the effects of different 
operation strategies for HP systems was carried out. On the one hand, 
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Table 8
Evaluation results for the RRA.

Table 9
Classification of evaluation values.

Evaluation 
Indicator

Value Range System Operator 
supportive if...

Grid Operator 
supportive if...

𝑆𝑆𝑅 0 − 100% high value -

𝑆𝐶𝑅 0 − 100% high value -

𝑆𝑃𝐹𝑆𝐻𝑃+,𝑝𝑒𝑛 > 0 high value -

𝑓𝑠𝑎𝑣,𝐶𝑂2
a 0 − 100% high value -

𝑅𝐼𝐵 0 − 100% low value low value

𝐺𝑆𝐶𝑎𝑏𝑠 > 0 - low value

𝑡𝑇< ≥ 0min low value -

𝑛𝑠𝑡𝑎𝑟𝑡𝑠 ≥ 0 low value low value

a Only applies if 𝐸𝑒𝑙,𝑊 𝑃 <
𝐸𝑟𝑒𝑓 𝐺𝑊 𝑃𝑟𝑒𝑓

𝐺𝑊 𝑃𝑒𝑙
.

individual evaluations were carried out for single-family houses with 
different degrees of renovation and HP systems with and without PV 
battery storage systems and, on the other hand, for a RRA. The results 
show that among the equally weighted valuation variables considered, 
the strategies based on control and day-ahead electricity prices simulta-

neously have the potential for the best and worst compromise for grid 
operators and system operators. The choice of switching limits in the 
course of the price signal is crucial. Accordingly, local conditions should 
be taken into account when designing the price signals.

The comparison of the heat map of 𝑃𝑅𝐵𝐶1 and 𝑃𝑅𝐵𝐶4 shows that 
an even distribution of OS 2 and OS 3 in the middle value range produces 
a better result (rank 1) than the predominant operation in the boosted 
state OS 3 (rank 14) (see Fig. 17 and Fig. 19).

With the amended Section 14a of the EnWG, that came into force on 
January 1, 2024, it obliges DGO and end consumers with controllable 
consumption devices to participate to avoid grid congestion.

The operating strategies presented here are based either on rule-

based controls or time-based profiles and can therefore be implemented 
easily and quickly in the field compared to optimization-based operat-

ing strategies, which also have higher hardware requirements.

The fulfillment value of the best operating strategy (𝑃𝑅𝐵𝐶2) with 
the key figures considered here for the representative residential area 
is 63.9%, while the value for the reference operating strategy (𝑅𝑒𝑓.), 
in which the heat pump is operated exclusively in SG-Ready Mode 2, 
is only 50.6%. The worst operating strategy 𝑃𝑅𝐵𝐶4 only achieves a 
degree of fulfillment of 35.4%.

In addition, the consumer receives benefits. Future studies will take 
a closer look at the effects of these benefits for system operators and the 
DGO.

In recent years, integrated inverter technology has become estab-

lished in modulating heat pumps. The main difference between con-

ventional and modulating HPs is the power consumption. Ordinary HPs 

draw electricity when the compressor is active. This is switched on and 
off at regular intervals. This results in regular consumption peaks which, 
depending on the simultaneity, can put a strain on the grid. Modulating 
heat pumps, on the other hand, can modulate the output. This means 
that the required output, i.e. the power consumption, can be regulated 
continuously. The output is constantly adapted to the current heating re-

quirement. The positive effects of the even power consumption adapted 
to the heating requirement will also be examined in more detail in fu-

ture work.

Another technological advance in HPs is the room cooling function. 
This is done passively with brine/water HPs or actively with air/water 
HPs by switching on the refrigerant compressor. Due to the improved 
temporal overlap of PV generation output and cooling demand, positive 
effects for the system operator are to be expected here. Whether there 
are also effects for the grid operator remains to be clarified in future 
research.

By participating in the energy markets with the help of aggregators, 
additional income can also be generated for the homeowner by provid-

ing grid-stabilizing ancillary services [68,69], which have not yet been 
taken into account here.
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