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As algorithmic decision-making (ADM) becomes increasingly embedded in human resource management (HRM),
concerns such as a lack of fairness and accountability raise urgent questions about its appropriateness. This study
addresses the need for ADM evaluation by developing a coherent framework of principles grounded in the task-
technology fit approach. It elaborates a balanced triad of nine indispensable ADM principles—methodical (ve-
racity, accuracy, validity), managerial (relevancy, quality, efficiency), and ethical (fairness, accountability,
transparency)—and validates them through a systematic literature review of 126 ADM artifacts in HRM. The
analysis reveals a troubling lack of attention to ethical and managerial dimensions, while even methodical as-
pects are often neglected—with the notable exception of accuracy. Building on these findings, the study outlines
a forward-looking agenda to operationalize, calibrate, implement, evaluate, and codify ADM principles, ulti-
mately promoting responsible, appropriate ADM in HRM that reflects an evaluative stance beyond mere aversion.

1. Introduction - rationale and relevance

The rapid advancement of machine learning, fueled by increasing
data availability and enhanced computing power, has positioned it as a
core field within Artificial Intelligence (AI) (e.g., Delipetrev et al., 2020;
Oliveira & Figueiredo, 2024). Among its versatile applications (e.g.,
Jordan & Mitchell, 2015; Mienye & Swart, 2024), machine learning
plays a central role in augmenting and automating human decision-
making, commonly referred to as algorithmic decision-making (ADM).
ADM follows a two-phase process: first, machine learning algorithms
process training data to generate decision models; second, these models
are applied to produce actionable recommendations (Hiillermeier, 2021;
Mariscal et al., 2010). ADM is now widely adopted in domains such as
credit scoring (Wilson Drakes, 2021), healthcare (Tilala et al., 2024),
and criminal justice (Zavrsnik, 2021). Increasingly, Human Resource
Management (HRM) is also integrating ADM (Duggan et al., 2020;
Meijerink & Bondarouk, 2021; Sienkiewicz, 2024; Strohmeier, 2020).
While earlier algorithms for decision support were restricted to struc-
tured, quantitative decisions such as scheduling (Lin et al., 2020), ma-
chine learning has massively expanded this to include all types of
decisions, including subjective, judgment-based decisions such as se-
lection (Mollay et al., 2024), compensation (Jafari et al., 2020),
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performance evaluation (Yang & Tang, 2023), and training decisions
(Yel, 2025).

Accompanying its growing relevance, however, ADM raises serious
concerns in HRM. These include, for instance, discrimination, as ADM
may reinforce biases present in training data; opacity, as ADM often
lacks transparency and understandability; and decision errors, as ADM
risks relying on incorrect data, leading to flawed outcomes (e.g., Bryce
et al., 2022; Cachat-Rosset & Klarsfeld, 2023; Gal et al., 2020; Giermindl
et al., 2021; Hamilton & Davison, 2022; Hunkenschroer & Luetge, 2022;
Kochling & Wehner, 2020; Pessach & Shmueli, 2021; Simbeck, 2019).
Moreover, real-world cases show that such concerns are not merely
theoretical. For instance, methodical, managerial, and ethical issues
contributed to the early termination of a promising ADM system in
recruitment—despite its potential benefits—due to the high level of
scrutiny and caution required for its responsible deployment (Dastin,
2022).

Given the significance of these concerns, they require serious
consideration in both research and practice. However, rather than un-
critically accepting all concerns and dismissing ADM as inherently
inappropriate, its suitability should be determined through systematic
evaluation. Only a rigorous assessment ensures that ADM in HRM is
rejected when demonstrably inappropriate while being recognized as
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valuable where appropriate.

This need for systematic evaluation raises the critical question of
suitable evaluation criteria—general principles that determine ADM (in)
appropriateness. Such principles are essential for assessing both existing
and future ADM applications, making them highly relevant for research
and practice. Principles can be defined as fundamental requirements that
appropriate ADM must meet. For example, fairness mandates non-
discriminatory treatment of individuals (e.g., Fisher & Howardson,
2022; Jui & Rivas, 2024), while veracity ensures the correctness and
completeness of training data (e.g., Reimer & Madigan, 2019; Surur
et al., 2025). Being fundamental requirements, the principles are
generally valid regardless of how ADM is implemented—whether as
fully automated (human-out-of-the-loop), semi-automated (human-in-
the-loop), or even as participatory, collaborative decision-making
involving human stakeholders. However, as fundamental re-
quirements, principles are not directly actionable and must be oper-
ationalized to guide practical ADM (e.g., Canca, 2020). For instance,
while fairness establishes the necessity of non-discrimination, it does not
specify which aspects of discrimination, such as age, gender, or
ethnicity, should be considered or how this should be ensured in prac-
tice. Consequently, operationalization follows elaboration as the second
step in making principles actionable (e.g., Canca, 2020). Despite their
lack of direct actionability, principles provide crucial insights and
overarching guidance on appropriate ADM, forming a necessary foun-
dation for both research and practice (e.g., Morley et al., 2021).

Given the critical importance of appropriate ADM in HRM, this study
develops a framework of evaluation principles in four steps. The meth-
odology reviews existing research and identifies four key challenges in
current ADM evaluations: unfoundedness, incompleteness, prolifera-
tion, and ambiguity. While the task-technology fit (TTF) approach spe-
cifically addresses the problem of unfoundedness, the remaining issues
are tackled by broadening the focus to include methodical and mana-
gerial principles, defining a parsimonious set of minimal requirements,
and applying integrative yet selective conceptualizations. The elabora-
tion derives nine core principles of appropriate ADM—three methodical,
three managerial, and three ethical—rooted in this framework. Valida-
tion consists of a systematic review of 126 ADM artifacts in HRM,
revealing a concerningly narrow focus on accuracy, while other prin-
ciples are largely overlooked. The discussion synthesizes the findings and
outlines concrete directions for future research and practice, empha-
sizing the operationalization, calibration, implementation, and codifi-
cation of ADM principles in HRM.

2. Methodology - challenges and approach

Given the growing relevance of ADM, there is fortunately an
expanding body of research proposing potential principles—often also
referred to as challenges, guidelines, recommendations, or re-
quirements. These contributions can be categorized along several di-
mensions. First, by scope: some studies focus on a single principle
(Arrieta et al., 2020; Suk & Han, 2024; Zweig & Raudonat, 2022), while
others present comprehensive sets (Fjeld et al., 2019; Hagendorff,
2020). Second, by domain specificity: some address ADM in general
contexts (Lima et al., 2022; Mittelstadt, 2019), whereas others focus
specifically on HRM (Bankins, 2021; Hamilton & Davison, 2022; Way-
mond et al., 2023). Third, by topical focus: some contributions concen-
trate directly on ADM (Krafft et al., 2020; Zerilli et al., 2019), while
others engage with related fields such as AI (Greene et al., 2019; OECD,
2019), machine learning (Larus et al., 2018; Lepri et al., 2018), data
science (Egger et al., 2022; Saltz & Dewar, 2019), or analytics (Simbeck,
2019; Tursunbayeva et al., 2021).

Despite the field’s momentum, current research on ADM principles
faces four interrelated challenges: unfoundedness, incompleteness, prolif-
eration, and ambiguity. These challenges result in complex—and at times
conflicting—requirements that are difficult to reconcile in future
research. The current section thus briefly elaborates on each of these
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challenges and develops a reasoned and pragmatic approach to
addressing them, recognizing that ideal or universally accepted solu-
tions are difficult to achieve.

2.1. Foundation of principles

The first challenge lies in the lack of a theoretical foundation for ADM
principles. Although such principles are broadly discussed in the liter-
ature, they are often derived from normative assumptions or plausibility
considerations rather than grounded in systematic theoretical frame-
works (e.g., Gal et al., 2022; Hunkenschroer & Luetge, 2022). Only a few
contributions explicitly draw on justice theory (Acikgoz et al., 2020;
Newman et al., 2020), while others rely on ethical frameworks such as
utilitarianism or deontology to justify specific, particularly ethical,
principles (Gal et al., 2022; Hagendorff, 2020; Hunkenschroer & Luetge,
2022). Some scholars have also proposed TTF as a foundation (Bankins,
2021; Sturm & Peters, 2020). Yet, an integrative theory of ADM
requirements—one that systematically conceptualizes and justifies the
heterogeneous set of ADM principles—remains absent. The first chal-
lenge, therefore, concerns this lack of a solid theoretical foundation.

One possible approach is to draw on a range of theories from
different disciplines to underpin specific ADM principles. For instance,
the principle of accountability might be grounded in virtue ethics
(Hursthouse & Pettigrove, 2018), accuracy in statistical learning theory
(Vapnik, 1998), and efficiency in scientific management theory (Taylor,
1911). This eclectic strategy allows for a broad and diverse theoretical
base by leveraging well-established theories across disciplines, deliv-
ering suitable justifications for individual principles. However, it pre-
sents significant challenges. Beyond the considerable effort required to
engage with multiple theories, their origins in different domains—often
with heterogeneous and partially incompatible assumptions—make a
coherent and integrated derivation of principles difficult.

To address this issue, this study adopts the TTF framework, as rec-
ommended in the literature (Bankins, 2021; Sturm & Peters, 2020). TTF
is a well-established approach for explaining technology utilization and
performance (Goodhue & Thompson, 1995) and has been widely
applied across various digital technologies and organizational contexts
(Cane & McCarthy, 2009; Chavarnakul et al., 2024; Furneaux, 2012;
Spies et al., 2020). By focusing on the “fit” between task and technology
characteristics, TTF posits that a stronger fit leads to higher utilization
and better performance (Goodhue & Thompson, 1995). Unlike the
fragmented multi-theoretical approach, TTF offers a coherent and uni-
fied framework for elaborating and evaluating ADM principles. Its
openness to defining task and technology characteristics contextually
makes it suitable for grounding principles across multiple dimen-
sions—including methodological, managerial, and ethical aspects. For
instance, Bankins (2021) has already applied TTF to conceptualize
ethical principles such as fairness, transparency, and accountability as
integral characteristics of HR decision tasks, thus linking normative
expectations directly to the logic of task-technology fit.

Building on this understanding, TTF links principles to the charac-
teristics of tasks and technologies (Bankins, 2021; Sturm & Peters, 2020)
by acknowledging that HR decisions represent a distinct class of tasks,
while algorithmic decision models constitute a distinct class of tech-
nologies. Its core premise is that ADM will be effectively utilized and
perform well in HRM when the characteristics of algorithmic decision
models align with those of HR decision tasks. As such, ADM principles
can be understood as manifestations of task-technology fit, reinforcing
their relevance and applicability in HRM settings.

However, TTF has its limitations. While it explains why and how
adherence to principles ensures “fit"—which in turn drives ADM utili-
zation and success—it does not directly specify what those principles
are. Their identification remains a matter of conceptual derivation or
empirical investigation. Previous applications of TTF have consequently
determined principles either conceptually (Bankins, 2021) or empiri-
cally (Sturm & Peters, 2020). This study adopts the conceptual
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approach, deriving principles conceptually from the characteristics of
HR tasks and ADM technologies. Although TTF does not prescribe spe-
cific ADM principles, it offers a more systematic and adaptable frame-
work for their development and evaluation than a fragmented, multi-
theoretical approach.

2.2. Completion of principles

A second challenge lies in the incompleteness of current ADM prin-
ciples. Existing research largely focuses on ethical aspects, repeatedly
emphasizing principles such as fairness, accountability, and transparency
(e.g., Decker et al., 2025; Grimmelikhuijsen, 2022; Hagendorff, 2020;
Hunkenschroer & Luetge, 2022; Lim & Kwon, 2021). While this
emphasis is understandable—given that core concerns about ADM are
indeed ethical—ethical considerations alone are insufficient. They pro-
vide moral guidance but fail to capture the full range of factors that
determine whether ADM is appropriate. The challenge, therefore, is to
identify additional categories of principles that extend beyond “ethical
fit” and contribute to a more complete understanding of what consti-
tutes a good fit in ADM. Following the TTF approach, these additional
principles must be grounded in the specific characteristics of both ADM
technologies and the decision tasks, while ensuring conceptual parsi-
mony and practical manageability to avoid an unstructured proliferation
of principles.

A central technical characteristic is the methodological demand-
ingness of machine learning—the key technology underpinning ADM.
Machine learning is neither simple nor deterministic; it involves com-
plex, iterative processes that require careful tuning, validation, and
scrutiny (e.g., Domingos, 2012; Sammut & Webb, 2017). For instance,
since machine learning learns from historical data, ensuring the veracity
of training data remains a persistent challenge (e.g., Reimer & Madigan,
2019; Rubin & Lukoianova, 2013; Surur et al., 2025). Moreover, deci-
sion models inherently yield probabilistic rather than perfect outcomes,
making accuracy control essential (e.g., Ting, 2017a; Webb, 2017).
These factors highlight the need for a methodical fit—ensuring sufficient
methodological rigor when applying machine learning to decision-
making.

Equally important is a central characteristic of the task itself: the
managerial demands inherent in HR decision-making. Such decisions
are typically complex, requiring the integration of multiple, often con-
flicting, criteria. As a result, ADM risks oversimplifying this decision
space, thereby compromising domain relevance (e.g., Cao, 2010; Liu
et al., 2023; Strohmeier & Piazza, 2013). Furthermore, since ADM sys-
tems serve as alternatives or complements to human judgment, their
decision quality must at least match—and ideally exceed—that of
human decision-makers (e.g., Friih et al., 2019). These factors under-
score the necessity of a managerial fit, meaning the systematic alignment
of ADM with the substantive demands of the HR domain—the very
rationale for adopting ADM in the first place.

Taken together, the methodical, ethical, and managerial dimensions
of fit provide a coherent and comprehensive foundation for evaluating
the appropriateness of ADM. Each dimension derives directly from the
defining characteristics of ADM: its technological complexity (method-
ical fit), its domain-specific demands (managerial fit), and its normative
implications (ethical fit). Combined, these dimensions capture the
essential requirements for ADM systems to be considered suitable and
justifiable. Introducing additional dimensions would increase
complexity without substantive benefit. For reasons of conceptual
parsimony and practical usability, the proposed triad should be regarded
as a framework that is both necessary and—while not always exhaus-
tive—generally sufficient.

2.3. Limitation of principles

A third challenge concerns the proliferation of ADM principles. As the
literature continues to expand, so too does the number of proposed
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principles (Floridi & Cowls, 2019). For instance, a review of general Al
guidelines identified no fewer than 22 distinct ethical principles
(Hagendorff, 2020). While an expanding set of principles helps ensure
that all facets of “fit” are considered, it also increases the complexity and
effort required for their application—making their practical use more
demanding and, as their number continues to grow, potentially un-
manageable. This leads to a central dilemma for both research and
practice: whether to prioritize a manageable yet inevitably incomplete
set of principles or to pursue a comprehensive but increasingly
impractical one.

While this dilemma is not easily resolved, this study follows a sug-
gestion from the literature to develop a parsimonious set of core prin-
ciples representing the “minimal requirements” for ADM applications
(Hagendorff, 2020). These core principles define the minimum threshold
of fit that must be met. In other words, if one or more of these principles
is violated, the ADM application should be considered unsuitable and
must be dismissed. Following the TTF approach, the selection of these
core principles must be grounded in arguments that demonstrate their
indispensable relevance to achieving fit. At the same time, identifying
minimal requirements should not preclude the inclusion of complemen-
tary principles where specific task or technology characteristics warrant
them. Accordingly, this study supports future research and practice by
proposing a universal baseline of mandatory principles, while explicitly
leaving open the task of evaluating and determining additional principles
appropriate to specific ADM contexts.

2.4. Clarification of principles

A fourth challenge concerns the ambiguity of ADM principles. Amidst
their proliferation, two related problems emerge: first, there is no widely
accepted conceptualization of core principles; second, many principles
appear to overlap significantly in both content and intent. These issues
can be illustrated with the example of the ethical principle of trans-
parency. While the literature offers various explicit definitions, they
reflect divergent interpretations—ranging from technical transparency (e.
g., the visibility of data and algorithms) to managerial transparency (e.
g., disclosure of stakeholders and institutional interests) (e.g., Andrada
et al., 2023). Additionally, transparency is surrounded by a cluster of
related and often overlapping principles, including auditability (Bracci,
2023), explainability (Arrieta et al., 2020), explicability (Mittelstadt,
2019), inspectability (Simbeck, 2019), interpretability (Shrestha et al.,
2019), legibility (Pilling et al., 2020), reviewability (Cobbe et al., 2021),
traceability (Larus et al., 2018), and understandability (Arrieta et al.,
2020). Yet no widely accepted distinctions exist that would allow for
systematic comparison, consolidation, or prioritization.

To address this, we propose an approach based on integrative yet se-
lective conceptualizations. Integrative conceptualization means defining
each principle in a way that captures the semantic nuances of its various
uses and closely related concepts. For example, an integrative concep-
tualization of transparency might combine technical and managerial
transparency while incorporating elements of explainability, such as
causal reasoning behind decisions. Selective conceptualization, by
contrast, involves clearly distinguishing these broader principles as
separate constructs. For example, fairness and transparency must be
treated as distinct, since an ADM system can be highly fair yet
completely opaque, or transparent but unfair. Selectivity does not pre-
clude relationships between principles; for instance, the methodological
principle of veracity (of training data) supports the principle of accuracy
(of model output), even though both remain distinct in scope and
definition.

3. Elaboration - derivation and conceptualization
In the following, three core principles are respectively derived based

on their indispensable importance for the methodical, managerial, and
ethical fit of ADM. These principles are conceptualized in a way that
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integrates overlapping principles while remaining clearly differentiated
from one another. The discussion uses applicant selection as an illus-
trative decision-making example, although the principles apply to all
algorithmic HRM decisions. For initial orientation, the derivation of
extensible core principles of ADM in HRM is summarized in Table 1.

3.1. Methodical principles

Methodical principles outline procedural requirements to ensure
appropriate algorithmic decisions, as established in general machine
learning research (Sammut & Webb, 2017). These principles form the
foundation for both managerial and ethical principles, as methodologi-
cally flawed ADM can be neither managerially nor ethically appropriate.
Therefore, the derivation of principles begins with methodical ones.
Although less frequently discussed than ethical principles, three
methodical requirements are indispensable for the methodical fit of
ADM:

The first indispensable methodical requirement concerns the veracity
of training data used to generate ADM decision models (Garcia-Arroyo &
Osca, 2019; Reimer & Madigan, 2019; Rubin & Lukoianova, 2013). For
example, since applicant selection models use historical data to predict
whether a candidate is suitable, the quality of these data directly affects
outcomes such as interview invitations. Deficient (inaccurate, outdated,
or incomplete) training data undermine decision quality during prese-
lection. This issue is exacerbated by the frequent use of secondary
(“big™) data, often repurposed from external sources of unknown quality

Table 1
Core ADM Principles.
PRINCIPLE DEFINITION INCLUDED
PRINCIPLES
METHODICAL Veracity ADM is based on Data Accuracy, Data
PRINCIPLES correct and Integrity, Data Quality
reliable data.

Accuracy ADM Model Quality,
demonstrates Methodical Goodness,
methodical Precision, Recall, ...
goodness.

Validity ADM is based on Causal Inference,
explainable and Causality,
generalizable Generalizability
regularities.

MANAGERIAL Relevancy ADM addresses an  Actionability,
PRINCIPLES actual decision- Interestingness,
making problem. Operability

Quality ADM delivers a Decision Effectiveness
satisficing
decision outcome.

Efficiency ADM balances Decision
necessary inputs Rationalization,
with usable Decision Speed
outputs.

ETHICAL Fairness ADM is non- Discrimination
PRINCIPLES discriminatory. Awareness, Diversity,
Equality (of
Treatment), Inclusion,
Justice, Unbiasedness

Transparency ADM is Auditability,

understandable. Comprehensibility,
Explainability,
Explicability,
Intelligibility,
Interpretability,
Inspectability,
Legibility,
Reviewability,
Traceability,
Understandability

Accountability =~ ADM is Contestability,
attributable, Justifiability,
justifiable, and Responsibility
correctable.
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rather than collected explicitly for ADM (Garcia-Arroyo & Osca, 2019)—
for instance, scraping applicant data from social media instead of col-
lecting it directly. These challenges underscore the critical need for high-
quality training data, making veracity indispensable. The first core
methodical principle of ADM is therefore veracity, stating that “ADM is
based on correct data.” This principle includes the concepts of data ac-
curacy (e.g., Mohammed et al., 2022), data integrity (e.g., Oladoyinbo
et al., 2024), and data quality (e.g., Strohmeier, 2020).

The second indispensable methodical requirement is the accuracy of
decision models (Ting, 2017a; Tolan, 2018; Webb, 2017). In machine
learning, decision models must not only be generated but also evaluated
to ensure compliance with methodical standards (Webb, 2017). Typi-
cally, training data are split into training and test sets: the training data
generates the model, and the test data evaluates its performance using
quality measures such as confusion matrices (Ting, 2017a). For example,
in applicant selection, a two-by-two confusion matrix categorizes pre-
dictions as true positives (invited suitable applicants), false positives
(invited unsuitable applicants), false negatives (rejected suitable appli-
cants), and true negatives (rejected unsuitable applicants), revealing the
model’s error rate. Since machine learning models rarely produce error-
free predictions (Ting, 2017a), ensuring model accuracy is indispensable
for ADM. The second core methodical principle is therefore accuracy,
asserting that “ADM demonstrates methodical goodness.” This principle
includes related concepts such as model quality (Webb, 2017), methodical
goodness (Tolan, 2017a), and quality sub-concepts such as precision and
recall (Ting, 2017b).

The third indispensable methodological requirement is the validity of
decision models (Calude & Longo, 2017; Giermindl et al., 2021; Sim-
beck, 2019). Machine learning’s empirical-inductive approach can
detect statistical regularities—yet some of these may be spurious and
misleading (Calude & Longo, 2017). For example, a selection model
might associate alcohol consumption with poor job performance. This
relationship could reflect a true causal link if alcohol impairs occupa-
tional functioning. However, it could also be spurious—for instance, if a
third factor, such as managerial mistreatment, causes both increased
alcohol consumption and reduced performance. Even if such a spurious
regularity remains statistically stable over time, it is unsuitable for
prediction without a valid causal explanation (Giermindl et al., 2021;
Simbeck, 2019). The validity of decision models is therefore essential for
appropriate algorithmic decision-making (ADM). The third core meth-
odological principle is thus validity, which asserts that ADM relies on
explainable regularities. This principle incorporates the concepts of cau-
sality (Hiinermund et al., 2021), causal inference (Simbeck, 2019), and
generalizability (Nay & Strandburg, 2019).

3.2. Managerial principles

Managerial principles delineate the domain-specific requirements
essential for ensuring appropriate algorithmic decisions, as established
in general HR decision research (Strohmeier, 2020; Vaiman et al., 2012).
These principles underscore the fundamental rationale for implementing
ADM systems, emphasizing that such systems are not ends in themselves
but tools to enhance managerial effectiveness. Consequently, manage-
rial principles build upon methodical principles, extending them toward
practical utility. Although, again, less frequently discussed than ethical
principles, three managerial principles are indispensable for achieving
the managerial fit of ADM:

The first managerial principle is the relevancy of decision models
(Cao, 2010; Liu et al., 2023; Strohmeier & Piazza, 2013). Ensuring that
ADM addresses actual and significant decision problems is paramount in
HRM. Despite its apparent self-evidence, relevancy is often overlooked,
leading to the development of models that address irrelevant or overly
simplistic issues. This oversight is frequently attributed to the limited
HR domain expertise of developers from technical disciplines
(Strohmeier & Piazza, 2013). For instance, some ADM tools attempt to
predict the “big five” personality traits from applicant videos and
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suggest using these for selection, despite ongoing debates about the
utility of personality testing in recruitment. Meta-analyses indicate that
only conscientiousness moderately predicts employee performance
(Diekmann & Konig, 2018). Such applications exemplify a lack of rele-
vancy. The prevalence of these gaps has even led to the emergence of a
subfield within AI, known as domain-driven machine learning, which
emphasizes the centrality of domain relevance and actionability (e.g.,
Cao, 2010; Liu et al., 2023). Consequently, relevancy is indispensable for
the managerial fit of ADM. The managerial principle of relevancy thus
asserts that “ADM tackles an actual decision problem” and incorporates
the concepts of actionability, operability, and interestingness, all empha-
sizing the necessity of providing pertinent, actionable insights (e.g., Cao,
2010; Liu et al., 2023).

A second managerial requirement is the quality of ADM decision
outputs (Friih et al., 2019; Nayak & Dhanaraj, 2020; Strohmeier, 2020).
Decision quality pertains to the soundness of suggested actions in
achieving managerial objectives, irrespective of the decisions’ ultimate
outcomes (Vaiman et al., 2012). For example, in applicant preselection,
high-quality decisions involve accurately identifying and inviting the
most suitable candidates while excluding those less fit for the role.
However, concerns have been raised regarding ADM’s ability to account
for complex socio-psychological factors such as motivation and
commitment, giving rise to the metaphorical question of whether em-
ployees can be “reduced to numbers” (Giermindl et al., 2021; Tambe
et al., 2019). If such critical aspects are overlooked, resulting decisions
may fail to meet acceptable quality standards. Therefore, ADM systems
must achieve decision quality at least equivalent to, and ideally sur-
passing, that of human judgment (Friih et al., 2019). Consequently,
quality emerges as an indispensable managerial principle, asserting that
“ADM delivers satisfactory decision outcomes.” This principle encom-
passes related concepts such as decision effectiveness (Green & Chen,
2019), emphasizing that ADM systems must produce decisions that are
not only methodologically sound but also practically effective in
achieving managerial objectives.

A third managerial requirement is the efficiency of the ADM process
(Cao, 2010; Hickok, 2021; Nayak & Dhanaraj, 2020). Efficiency un-
derscores the necessity for ADM processes to optimize resource utiliza-
tion, ensuring that the efforts and costs involved are commensurate with
the benefits derived. While ADM promises enhanced decision-making
capabilities, its development and operationalization can be resource-
intensive endeavors. For instance, consider the creation of an ADM
application designed to predict personality traits from applicant videos.
Such a system necessitates extensive primary data collection, involving
the recording of numerous applicant videos and subsequent assessment
of personality traits using validated instruments. This process demands
significant time and financial investment, which can only be justified if
the ADM application is scalable and applicable across a broad spectrum
of decisions. The efficiency of ADM is also influenced by the degree of
human involvement in the decision-making process. A full automation
approach (“human-out-of-the-loop”) can maximize efficiency by
reducing the time and resources required for each decision; however,
this frequently encounters legal constraints and managerial intentions to
retain control, thereby favoring an augmentation approach (“human-in-
the-loop”). However, the “human-in-the-loop” approach incurs addi-
tional time and resource expenditures, negatively impacting efficiency.
In light of these considerations, efficiency emerges as a third indispens-
able managerial principle, asserting that “ADM balances necessary input
and usable output.” This principle includes related concepts such as
decision rationalization, which focuses on enhancing the input-output
ratio of decisions, and decision speed, which emphasizes accelerating
decision-making processes without compromising quality.

3.3. Ethical principles

Ethical principles delineate the moral imperatives essential for
ensuring appropriate ADM, as extensively discussed in Al ethics research
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(Floridi & Cowls, 2019; Hagendorff, 2020; Hunkenschroer & Luetge,
2022; Jobin et al., 2019). These principles acknowledge that HR de-
cisions significantly impact individuals, often with lasting positive or
negative consequences, thus necessitating morally justifiable proced-
ures. Building upon methodical principles, ethical principles extend
them toward the moral legitimacy of ADM. Despite the proliferation of
Al ethical guidelines, three principles emerge as indispensable for
achieving the ethical fit of ADM:

The most prominent and widely discussed ethical requirement is
fairness in ADM decisions (Decker et al., 2025; Fisher & Howardson,
2022; Jui & Rivas, 2024; Kochling & Wehner, 2020; Robert et al., 2020).
Fairness entails avoiding discrimination based on irrelevant character-
istics such as age, gender, or ethnicity. Discrimination can arise from
data-driven or model-driven causes (Barocas et al., 2023; Barocas &
Selbst, 2016; Tolan, 2018). Data-driven discrimination results from issues
in training data. For instance, historical bias occurs when data reflect past
discriminatory practices: if, historically, females were underrepresented
in selection decisions, algorithms trained on such data replicate this bias
(“bias in, bias out™). Similarly, sampling bias arises when relevant groups
are over- or underrepresented in training data. For instance, if qualified
migrants—whose educational and vocational backgrounds systemati-
cally differ from those of non-migrants—are absent from training data,
the model will neglect them in decision-making. Model-driven discrimi-
nation, in contrast, results from flaws in the decision model itself
(Barocas et al., 2023; Barocas & Selbst, 2016; Tolan, 2018). Model design
bias occurs when developers include features that encode bias, such as
secondary schools attended, which may correlate with ethnicity due to
residential segregation. Beyond unconscious forms of discrimination,
concerns also persist that ADM’s opacity might be misused to conceal
deliberate discrimination (Giermindl et al., 2021). Fairness, therefore, is
an evidently indispensable principle for the ethical fit of ADM. It asserts
that “ADM is non-discriminatory” and encompasses related concepts
such as discrimination awareness (Cardoso et al., 2019), diversity (Jobin
et al., 2019), equal opportunity (Lepri et al., 2018), equality (Amani,
2021), inclusion (Jobin et al., 2019), justice (Hamilton & Davison, 2022),
and unbiasedness (Tolan, 2018).

A second common ethical concern is accountability among the actors
involved in developing and applying ADM (de Laat, 2017; Wieringa,
2020; Zweig & Raudonat, 2022). ADM involves multiple interacting
actors, including decision-makers (whose past choices inform training
data), developers (who select data, algorithms, and construct the deci-
sion model), senior managers (who approve ADM implementation), and
HRM end-users (who apply ADM tools in practice) (Cobbe et al., 2021).
The opacity of ADM systems can hinder the clear attribution of re-
sponsibilities to these actors, creating what has been described as an
accountability gap (Martin, 2019). For example, a recruiter using a
commercial ADM tool might blame poor hiring outcomes on senior
managers who approved the system; those managers might shift re-
sponsibility to the vendor, who might, in turn, hold developers
accountable for flawed model validation. Such deflections have raised
concerns that ADM could obscure human responsibility for consequential
decisions (Barocas & Selbst, 2016). Accountability complements trans-
parency, which merely discloses system performance, by identifying
responsible actors, justifying their choices, and enabling corrective ac-
tion when necessary (Wieringa, 2020). For instance, while transparency
might reveal a system’s error rate, accountability clarifies who deemed
that rate acceptable and who can be approached to explain or contest
that choice (Cobbe et al., 2021; Lepri et al., 2018). In sum, accountability
constitutes a second indispensable ethical principle, affirming that
“ADM is attributable, justifiable, and correctable.” It encompasses
related principles such as responsibility (Lima et al., 2022), justifiability
(Almada, 2019), and contestability (Henin & Le Métayer, 2021).

A third frequent ethical requirement is the transparency of the ADM
process (Arrieta et al., 2020; Grimmelikhuijsen, 2022; Mueller et al.,
2019; Zerilli et al., 2019). A core problem of ADM concerns the opacity
of underlying machine learning procedures, which can be attributed to
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three types of opacity (Burrell, 2016): Intrinsic opacity arises from the
technical and methodological intricacy of some (though not all) ma-
chine learning algorithms. Intentional opacity results from providers
withholding information about their machine learning procedures to
protect their business interests. Illiterate opacity stems from the lack of
digital skills and literacy required to understand ADM processes.
Together, these forms of opacity often render ADM a “black box” for
stakeholders, hindering both basic comprehension and, thus, the
acceptance of ADM by diverse audiences (Arrieta et al., 2020; Burrell,
2016). At first glance, achieving “full” transparency—disclosing the
entire ADM process in detail, including all actors, training data, algo-
rithms, and decision models—might seem appropriate. However, while
this may suit highly skilled data scientists, it is often unsuitable for
stakeholders without technical expertise. Thus, stakeholder-specific
transparency measures, such as providing illustrative examples or
simplified decision models, are necessary to enhance understanding
(Arrieta et al., 2020). Transparency therefore constitutes a third indis-
pensable ethical principle, claiming that “ADM is understandable.” As
delineated above, numerous related principles exist and are subsumed
within this overarching transparency concept.

Identification via databases
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4. Validation - demonstration and assessment

Since these principles aim to support future research and practice in
evaluating the appropriateness of ADM, we demonstrate their applica-
bility and utility through an application example. Specifically, we
applied the principles to assess existing scholarly work on ADM artifacts.
Our focus was on ADM within the context of HRM—regardless of spe-
cific HR functions or tasks—as the principles are designed to apply
broadly across personnel decision-making scenarios.

To identify relevant literature, we conducted a systematic review in
accordance with the PRISMA statement (Moher et al., 2009; Page et al.,
2021).

We operationalized “ADM artifacts” as (a) concepts (e.g., elaborated
use cases), (b) models (e.g., trained decision models), or (c) applications
(e.g., realized prototypes). Our search strategy involved querying the
databases EBSCOhost, Web of Science, ScienceDirect, ProQuest, and
Google Scholar using a comprehensive set of search terms combining
HRM-, machine learning algorithm-, and decision-related keywords (see
Appendix A). Additionally, systematic backward and forward citation
searches were conducted. The review process concluded at the end of Q3
2024.

This approach initially yielded 17,030 contributions. After removing
duplicates, 11,767 unique entries remained. We then applied a two-step

Identification via other methods
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Fig. 1. Search flow diagram based on Page et al. (2021).
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screening process: first reviewing titles and abstracts, followed by a full-
text analysis of the remaining 419 contributions. Contributions were
excluded if they: (a) did not address an HRM decision, (b) did not pre-
sent an ADM artifact, (c) lacked explicit (“prescriptive”) decision sup-
port, (d) were not based on machine learning, (e) were published before
2015 (to avoid evaluating older ADM work against principles that did
not yet exist), (f) were not published in English, or (g) were student
theses. This process yielded 126 eligible contributions (see Fig. 1 and
Appendix B). Of these, 58.7 % (n = 74) were journal articles and 41.3 %
(n = 52) conference papers; 92.9 % (n = 117) were peer-reviewed.
Regarding artifact type, 38.1 % (n = 48) were concepts, 52.4 % (n =
66) models, and 9.5 % (n = 12) applications.

To assess whether—and to what extent—contributions evaluate the
compliance of artifacts with principles of appropriate ADM, we devel-
oped a five-level scale grounded in established design science artifact
evaluation (Peffers et al.,, 2012; Sonnenberg & vom Brocke, 2011;
Venable et al., 2012). The scale differentiates between varying degrees
of conceptual and empirical evaluation—two central approaches in
design science evaluation—and enables a systematic assessment of the
methodological depth of principle-related evaluations.

The five levels are defined as follows:

o Level 0 — Neglection: Contributions do not evaluate the respective
principle at all.

e Level 1 — Assertion: Contributions claim compliance with a principle
but provide no substantiation, demonstration, or empirical support.

e Level 2 — Argumentation: Contributions offer theoretical or
plausibility-based reasoning to support compliance with the
principle.

e Level 3 — Demonstration: Contributions empirically demonstrate
compliance through a single case.

o Level 4 — Confirmation: Contributions empirically confirm compliance
based on a representative sample of cases.

Based on these descriptions, we developed rules and examples for
assigning artifacts to evaluation levels, recording them in a coding book.
This coding book served as the basis for assigning suggested artifacts to
levels. Coding was performed by two coders. To ensure consistency, one-
third of the contributions (n = 42) were randomly selected, indepen-
dently coded by both coders, and intercoder reliability was calculated
(O’ Connor & Joffe, 2020). Intercoder reliability was substantial across
all coded principles, with an average Krippendorff’s o of 0.93 and a
weighted Cohen’s k of 0.88 (Cohen, 1968; Krippendorff, 1970). The
lowest—but still fully satisfactory—Krippendorff’s a values were
observed for quality (o« = 0.83), efficiency (a = 0.88), validity (o« = 0.89),
veracity (a = 0.90), and relevancy (« = 0.92). In contrast, the highest
scores were recorded for fairness (o = 0.96), transparency (a = 0.97),
accuracy (o« = 0.98), and accountability (a = 1.0).

For analyzing results, we employed descriptive statistics and cluster
analysis (k-means, using silhouette scores as a quality measure; Mac-
Queen, 1967; Rousseeuw, 1987). This yielded valuable insights into the
compliance of contributions with principles of appropriate ADM (see
Table 2).

First, methodical principles exhibit polarized compliance: while ve-
racity and validity show low levels of consideration (modal value:
neglection), accuracy stands in stark contrast with consistently high
values (modal value: confirmation). Despite their clear relevance, ve-
racity and validity are often ignored or merely asserted, suggesting that
these principles may be erroneously taken for granted by many scholarly
ADM developers. The strong emphasis on accuracy—by far the most
frequently addressed principle—can be attributed to disciplinary con-
ventions within machine learning (Webb, 2017). Nevertheless, it is
noteworthy that even for accuracy, one-third of the contributions fail to
meet this standard.

Second, managerial principles are considered at a low to moderate
level. Relevancy emerges as the most frequently addressed managerial
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principle (modal value: argumentation). Nearly half of the contributions
support relevancy through theoretical reasoning, while more than a
third demonstrate it empirically using a single case. In contrast, quality
and efficiency receive somewhat less attention, with most contributions
offering only assertions or theoretical arguments (modal values: asser-
tion and argumentation). Overall, although addressed only moderately,
managerial criteria represent the most well-considered category of
principles.

Third, ethical principles constitute by far the least considered category
(modal value: neglection). This is most apparent in accountability, which
is not addressed at all. Transparency and fairness also exhibit low levels of
compliance. The impression of widespread insensitivity to ethical con-
cerns is further reinforced by the fact that over one-fifth of the contri-
butions (21.4 % [n = 27]) present explicit ethical issues. These include
the use of directly discriminatory variables—such as age, gender, na-
tionality, or religion—as well as indirectly discriminatory proxies, such
as military service (indicating gender), in decision-making tasks such as
applicant selection.

Employing cluster analysis to detect potential differences in
compliance patterns yielded two clusters (Cluster 1 with 70.6 % [n = 89]
and Cluster 2 with 29.4 % [n = 37] of contributions), situated at the
lower limit of acceptable cluster quality (silhouette s = 0.3). Broadly,
both clusters reflect the modal value patterns discussed above (see
Table 2). Their modal values align on accuracy, relevancy, fairness,
transparency, and accountability, while showing slight differences in the
remaining principles. Cluster 2 demonstrates somewhat stronger
compliance with veracity, validity, quality, and efficiency. However, no
systematic differences emerged between the clusters—such as consis-
tently high or low compliance levels across all principles.

Overall, our evaluation of recent scholarly ADM artifacts for HRM
purposes reveals a concerningly low level of sensitivity to, and consid-
eration of, appropriate ADM principles. Methodical principles show
polarized attention, managerial principles are addressed at a low to
moderate level, and ethical principles are frequently neglected—with
some even openly violated. Particularly notable is the rarity of empirical
evaluations based on a single case (Level 3) and, even more so, those
based on a representative sample (Level 4), despite such evaluations
being an established standard in artifact assessment (e.g., Peffers et al.,
2012). To date, ADM contributions appear largely confined to the nar-
row evaluation logic of machine learning, focusing primarily on
methodical accuracy (Webb, 2017). As the above analysis reveals this
focus to be insufficient, recent scholarly proposals—such as using ADM
in applicant selection—cannot be considered suitable for practical
application unless compliance with the broader set of appropriate ADM
principles has been explicitly demonstrated.

5. Discussion - limitations and implications

The key limitations of our study point directly to its core implica-
tions. Each limitation represents a conceptual or practical gap that
future research should address.

First, the lack of concrete metrics highlights a limitation in oper-
ationalization—how can abstract principles be made measurable and
actionable? Second, the absence of concrete thresholds reveals a need
for calibration—how much fulfillment of a principle is sufficient? Third,
the lack of practical guidance exposes a limitation in implementa-
tion—how can principles be effectively put into practice? Fourth, the
absence of empirical testing indicates a need for evaluation—do these
principles actually improve the appropriateness of ADM? Fifth, the lack
of legal or institutional embedding underscores a gap in codifica-
tion—how can principles be integrated into regulatory frameworks?

Taken together, these limitations define the components of a focused
research agenda aimed at advancing ADM principles from conceptual
elaboration to practical application.
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Table 2

Descriptive Statistics and Clustering of ADM Contributions.
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5.1. Operationalization of principles

A first and evident implication concerns the operationalization of
ADM principles—the translation of abstract normative requirements
into forms that are both measurable and actionable (Canca, 2020;
Mokander & Floridi, 2022; Morley et al., 2021; Morley et al., 2023).
Operationalization serves two essential functions: first, it enables the
empirical assessment of whether, and to what extent, a principle is ful-
filled; second, it provides a foundation for integrating principles into
technical development and organizational practice. Without oper-
ationalization, principles risk remaining vague, inconsistently inter-
preted, unevaluated, and unevenly—or not at all—applied (see
Mittelstadt, 2019; Munn, 2022).

For example, while the principle of fairness is widely acknowledged
as essential in ADV, its interpretation can vary significantly without a
shared operational understanding. In the absence of concrete fairness
metrics and implementation procedures, the concept risks being reduced
to a rhetorical commitment—difficult to evaluate and impossible to
enforce. In contrast, when fairness is operationalized—for instance,
through measures of demographic parity or equal opportunity (Corbett-
Davies et al., 2023)—it becomes possible to evaluate outcomes, identify
disparities, and implement corrective mechanisms during model devel-
opment and deployment.

Fortunately, some principles have already been well operationalized
in the literature. Accuracy is addressed through diverse, well-established
performance metrics (e.g., Naser & Alavi, 2020); fairness, through sta-
tistical and causal indicators (e.g., Corbett-Davies et al., 2023); trans-
parency, through techniques from the field of Explainable Artificial
Intelligence (XAI) (e.g., Arrieta et al.,, 2020); and veracity, through
established data quality frameworks (e.g., Cichy & Rass, 2019; Ehrlinger
& WoB, 2022).

Other principles, however, remain only partially operationalized.
Accountability, for instance, has been conceptually discussed—including
roles and responsibilities (e.g., Novelli et al., 2024)—but lacks concrete
models or indicators. Quality has been operationalized in the context of
recommender systems (Pu et al., 2011), though broader applications to
ADM in HRM remain limited.

Finally, some principles are operationalized only within narrow
domains or not at all. Validity has been addressed in clinical contexts
(Ryu et al., 2022) but requires adaptation for broader use. Relevancy is
referenced in domain-driven design (Liu et al, 2023) yet lacks
measurable indicators, while efficiency is typically framed in computa-
tional terms, with little attention to decision-making efficiency or cost-
effectiveness in HRM (Dehghani et al., 2021).

In sum, while several ADM principles are already measurable and
actionable, others lack the operational clarity necessary for meaningful
evaluation and application. Advancing their operationalization—-
through conceptual refinement, domain-specific adaptation, and indi-
cator development—remains a key task for future research to ensure
these principles meaningfully inform ADM practice.

To support this effort, researchers can initially draw on general
methodological procedures for operationalizing abstract concepts,
including clarifying conceptual definitions, identifying measurable
variables, selecting appropriate indicators, and designing reliable mea-
surement tools—ideally through iterative testing and refinement (e.g.,
Goertz, 2006). Beyond these general strategies, emerging field-specific
approaches to operationalizing (particularly ethical) principles, as
illustrated by Morley et al. (2023), offer promising pathways for further
development.

5.2. Calibration of principles

A related implication concerns the future calibration of ADM princi-
ples—that is, determining the degree of fulfillment required for each
principle to be considered adequately met. At first glance, one might
assume that maximum fulfillment—such as perfect accuracy or
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complete transparency—is necessary. In practice, however, such
perfection is rarely achievable and, more importantly, not always
required. For example, while accuracy is essential, an ADM system does
not need to produce flawless predictions; its performance is sufficient if
it surpasses that of the best available alternative, such as human
decision-making. The appropriate benchmark, therefore, is not ideal
performance but comparative adequacy.

Yet, much of the current critical discourse tends to hold ADM to
unrealistic standards—demanding, for instance, perfect accu-
racy—without applying equivalent expectations to other forms of
decision-making, particularly human judgment. This double standard,
previously identified in discussions of transparency (Giinther & Kasir-
zadeh, 2021; Zerilli et al., 2019), extends to other principles as well. A
fair evaluation of ADM requires defining threshold levels that reflect the
degree of principle fulfillment achieved by the best available alternative.

Future calibration efforts should prioritize establishing such bench-
marks, striking a balance between normative ambition and practical
feasibility. Researchers should build on existing operationalizations of
principles to enable comparative assessments across different decision-
making approaches—especially human judgment, which remains the
dominant point of reference in HRM. The performance of the most
effective available alternative should then define the threshold for ADM,
ensuring that evaluations are both methodologically rigorous and sub-
stantively fair.

To advance these calibration efforts, researchers can draw on
established methodological frameworks from comparative evaluation
research. This includes defining context-sensitive criteria for what
constitutes “adequate” fulfillment of a principle, selecting appropriate
baseline comparisons (e.g., human expert performance), and empirically
determining threshold levels through iterative testing. Depending on the
principle, calibration may involve quantitative benchmarks—such as
minimum accuracy rates or acceptable fairness disparities—or qualita-
tive thresholds, such as stakeholder acceptability or procedural trans-
parency. Ideally, these thresholds should be informed by both empirical
evidence and stakeholder deliberation, ensuring that they are not only
technically robust but also socially legitimate (see Scriven, 1991).

5.3. Implementation of principles

A fourth implication concerns the implementation of ADM princi-
ples—that is, putting principles into concrete practice. Two core imple-
mentation approaches can be distinguished. Technical implementation
refers to the integration of principles into the development of ADM
systems. Organizational implementation, by contrast, involves establish-
ing institutional structures and processes to monitor, evaluate, and
ensure adherence to these principles.

Technical implementation is increasingly pursued through the by
design approach, which embeds principles directly into the development
process of ADM systems (e.g., Canavese et al., 2024). Its core advantage
lies in its anticipatory and mandatory nature: rather than treating
principles as downstream compliance concerns, by design makes them
integral from the outset, enforcing adherence whenever ADM is applied.
The concept has primarily evolved under ethics by design (Kieslich et al.,
2022) and has been actively applied to specific ethical principles such as
transparency by design (Felzmann et al., 2020; Heidemann et al., 2024),
fairness by design (Friedler et al., 2021; Lalor et al., 2024), and account-
ability by design (Horneber & Laumer, 2023; Lepri et al., 2018). These
efforts have resulted in tangible system features such as explainability
modules, bias mitigation tools, and traceability infrastructures. How-
ever, the approach should not remain limited to ethics. It holds equal
promise for methodical principles—such as veracity by design, which en-
sures the quality of training data—and managerial principles, such as
relevancy by design, which aligns ADM with practical decision contexts.
Extending the by design approach across all principles toward general
compliance by design (Canavese et al., 2024) would provide a coherent,
proactive foundation for building responsible, context-sensitive systems.
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Advancing this paradigm is a key task for future research and
development.

Organizational implementation, in turn, is increasingly realized
through auditing, which establishes structured processes to evaluate
whether ADM systems comply with principles during development and
application (e.g., Mokander & Floridi, 2022). The strength of auditing
lies in its institutionalized enforcement: rather than relying on voluntary
uptake, audits formally verify compliance and assign responsibility. To
date, auditing has primarily focused on ethical principles and is gaining
traction in regulatory frameworks. Tools such as bias assessments,
documentation reviews, and third-party certifications have been applied
to principles such as transparency, fairness, and accountability (Morley
et al., 2021). Yet, the auditing logic applies equally to methodical
principles—such as testing for accuracy or validity—and managerial
principles, such as verifying whether ADM improves decision quality or
operational efficiency. Future research must therefore develop stan-
dardized audit frameworks, clarify the interplay between internal and
external audits, and ensure seamless integration into organizational
practice without introducing excessive procedural burdens. Expanding
the audit approach across all ADM principles is essential for establishing
robust and sustainable governance.

When addressing the organizational and technical implementation of
ADM principles, each principle can often be considered individually.
However, their simultaneous application may lead to some interactions.
For example, efforts to enhance fairness can at times compromise ac-
curacy (e.g., Barocas & Selbst, 2016). Such interdependencies between
goals are common in managerial practice and are manageable by
deliberate balancing. Recognizing and addressing cross-principle in-
teractions is therefore a critical element of responsible implementation.

5.4. Evaluation of principles

Another important implication concerns the evaluation of ADM
principles—that is, empirically examining whether and how their
application contributes to more appropriate ADM in practice. While
operationalization, calibration, and implementation focus on making
principles measurable, actionable, and enforceable, evaluation ad-
dresses the critical question of their real-world impact. It seeks to
determine whether the adoption of these principles leads to better
decision-making outcomes, greater organizational trust, or improved
system acceptance.

This need is particularly urgent given the growing integration of
ADM into high-stakes HRM contexts such as recruitment, performance
assessment, and workforce planning—areas where biased or inappro-
priate decisions can have significant individual and institutional con-
sequences. Without empirical validation, even well-intentioned
principles risk remaining aspirational, failing to gain traction in prac-
tice, or producing unintended negative outcomes.

Such evaluation requires diverse methodological approaches.
Quantitative studies can test whether ADM systems guided by principles
such as fairness or accuracy outperform others in terms of decision
quality, bias mitigation, or user trust. This may involve controlled ex-
periments, comparative field studies, or longitudinal performance
tracking. Qualitative methods—such as interviews and ethnographic
studies—are equally essential for understanding how principles are
interpreted, contested, or embedded in organizational practice. They
can uncover contextual barriers, power dynamics, and unintended
trade-offs. Mixed-methods research offers a particularly robust approach
by linking measurable system outcomes with stakeholder perspectives
and lived experiences. Together, these methods provide a multidimen-
sional understanding of whether and how principles meaningfully sup-
port appropriate ADM.

In sum, systematic empirical evaluation is indispensable. It not only
tests the real-world effectiveness of principles but also informs their
ongoing refinement—ensuring they evolve in response to practical
needs, empirical evidence, and ethical expectations.

10

Expert Systems With Applications 296 (2026) 128954
5.5. Codification of principles

A final implication concerns the future legal codification of ADM
principles—that is, embedding principles into regulatory frameworks to
ensure their mandatory and uniform adoption across the territorial scope
of the regulation. Initial steps in this direction have already been taken,
most notably with the adoption of the EU Artificial Intelligence Act (AIA)
(European Parliament and Council, 2024) and the ongoing preparation
of the U.S. Algorithmic Accountability Act (AAA) (U.S. Congress, 2023).

A closer examination of the already adopted EU AIA, however, re-
veals that the principles discussed in this study are only partially
addressed. While concepts such as validity are mentioned in the exten-
sive but legally non-binding “recitals,” the binding provisions remain
limited. Legally enforceable articles address the methodical principles of
veracity (framed as data quality, Art. 10) and accuracy (Art. 15), as well as
the ethical principles of fairness (framed as prevention of bias, Art. 10),
transparency (Art. 13 and 50), and, to some extent, accountability (via
human oversight, Art. 14). However, these principles are largely pre-
sented without systematic operationalization and calibration. Without
clear definitions of what constitutes adequate fulfillment and how it
should be measured, both the practical implementation and effective
monitoring of compliance remain difficult.

Regarding implementation, the EU AIA introduces mechanisms such
as conformity assessments (Art. 43) and post-market monitoring (Art. 72).
While the term auditing is not explicitly used, these instruments perform
similar functions by systematically evaluating compliance and assigning
accountability.

These observations yield three core implications for future codifi-
cation efforts. First, indispensable principles—especially ethical and
preceding methodical ones—must be explicitly and systematically
codified. In contrast, the codification of managerial principles (e.g., ef-
ficiency) raises normative and practical concerns about their enforce-
ability and desirability in legal form. Second, all codified principles must
be supported by clear operationalizations and calibrations to unambigu-
ously define expectations and compliance thresholds. Third, if technical
and organizational implementation measures—such as conformity as-
sessments or audits—are to be codified, these too require detailed
specifications to ensure their effective realization and evaluation.

5.6. Application of principles

The preceding sections collectively outline not only a conceptual
framework but also a set of practical pathways for translating principles
into real-world ADM practice. Operationalization and calibration provide
the empirical foundation for applying principles in a measurable and
context-sensitive manner. Implementation strategies—both technical and
organizational—demonstrate how principles can be embedded into
systems and governance structures. The addition of a dedicated evalu-
ation component ensures that the effectiveness of principles can be
empirically assessed and iteratively refined. Finally, the section on
codification links these developments to policy and regulatory action.

Together, these elements form a coherent and actionable research
and realization agenda that balances scholarly rigor with practical
feasibility. While some principles are already well supported by existing
literature, others—particularly in the managerial domain—require
further indicator development, contextual adaptation, and field testing.
Addressing these gaps presents a concrete and timely opportunity for
researchers and practitioners alike to help shape a more appropriate
ADM in HRM.

6. Conclusion - contributions and outlook

This study addresses the urgent need for a structured approach to
evaluating ADM in HRM—an area where practical application is accel-
erating, yet clear conceptual guidance remains limited. By proposing a
coherent and theoretically grounded framework, the study makes a
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substantial contribution to both academic research and organizational
practice.

First, it advances theory by introducing the TTF framework into the
ADM discourse. This reframing shifts the focus from general debates to a
more precise understanding of appropriateness as the alignment between
HR decision-making tasks and system functionalities—offering a trans-
ferable foundation for assessing ADM across contexts.

Second, the study delivers a methodological contribution through a
triadic structure of nine key principles: methodical (veracity, accuracy,
validity), managerial (relevancy, quality, efficiency), and ethical (fair-
ness, accountability, transparency). This framework addresses gaps in
the existing literature by broadening the perspective beyond ethics
alone, reducing redundancy, and offering a clear, actionable structure.

Third, it offers empirical insight through a systematic review of
recent ADM applications in HRM. The findings reveal a narrow focus on
accuracy, limited attention to managerial concerns, and frequent neglect
of ethical aspects—underscoring the need for more comprehensive and
balanced evaluation principles.

Fourth, the study proposes a forward-looking research and realiza-
tion agenda centered on five key tasks: operationalization to make
principles measurable and actionable; calibration to establish mean-
ingful benchmarks; implementation to integrate principles into systems
and organizations; evaluation to assess the suitability of principles; and
codification to enable enforceability within regulatory frameworks.

In sum, this study lays the foundation for a structured approach to
ADM in HRM. It equips researchers, practitioners, and policymakers
with the knowledge necessary to design and evaluate ADM systems that
are not only methodically sound but also managerially useful and ethi-
cally responsible.
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