
Shape Memory Alloy
Modeling

and
Simulation Tool for

Elastocaloric Systems

Dissertation

zur Erlangung des Grades des
Doktors der Ingenieurwissenschaften (Dr.-Ing.)
der Naturwissenschaftlich-Technischen Fakultät der

Universität des Saarlandes

von
M.Sc. Felix Ulrich Welsch

Saarbrücken
2025



Tag des Kolloquiums: 10.09.2025

Dekan: Prof. Dr.-Ing. Dirk Bähre

Berichterstatter: Prof. Dr.-Ing. Stefan Seelecke

Prof. Dr.-Ing. Stefan Diebels

Akad. Mitglied: Dr.-Ing. Oliver Maurer

Vorsitz: Prof. Dr.-Ing. Matthias Nienhaus



3

Contents

Contents 3

Abstract 9
Keywords . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

Introduction 11
Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1 Fundamentals 15
1.1 Thermal shape memory alloy . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.1.1 Shape memory e�ect . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.1.2 Superelastic e�ect . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

1.2 Elastocaloric . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.2.1 Thermodynamic cycle . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.2.2 Cycle optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.2.3 Material research . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

1.3 Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
1.3.1 Model aspects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
1.3.2 Model aproaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2 State of the Art 39
2.1 Elastocaloric heat pump system . . . . . . . . . . . . . . . . . . . . . . . . 39

2.1.1 Tensile loaded . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.1.2 Compression loaded . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.2 Müller-Achenbach-Seelecke model . . . . . . . . . . . . . . . . . . . . . . . 43
2.2.1 Internal energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.2.2 Stress-strain relation . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.2.3 Phase transformation kinetics . . . . . . . . . . . . . . . . . . . . . 48
2.2.4 Energy balance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3 Local phase transformation model 57
3.1 Experimental system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.1.1 Mechanical setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.1.2 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.2 Model Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62



4

3.2.1 Dimension . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.2.2 Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.2.3 Boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.2.4 Model improvements . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.4 Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.4.1 Basic parameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.4.2 Mechanical and thermal parameter . . . . . . . . . . . . . . . . . . 72
3.4.3 Solver settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.4.4 Parameter overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.5 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.5.1 Specific latent heat and temperature . . . . . . . . . . . . . . . . . 82
3.5.2 Phase fraction dependence of the transformation stress . . . . . . . 83
3.5.3 Thermal conductivity and phase fraction di�usion coe�cient . . . . 84
3.5.4 Displacement and force . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.5.5 Local temperature and strain . . . . . . . . . . . . . . . . . . . . . 86
3.5.6 Mechanical work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.5.7 Thermal energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.5.8 Thermo-mechanical coupling . . . . . . . . . . . . . . . . . . . . . . 88

3.6 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.6.1 Mechanical work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.6.2 Thermal energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.6.3 Coe�cient of performance . . . . . . . . . . . . . . . . . . . . . . . 91
3.6.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.6.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

4 Thermo-mechanical material characterization 95
4.1 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

4.1.1 Infrared temperature field measurement . . . . . . . . . . . . . . . 97
4.1.2 Optical strain field measurement . . . . . . . . . . . . . . . . . . . 97
4.1.3 Control system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.1.4 Data acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.1.5 Test procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.1.6 Specimen preparation . . . . . . . . . . . . . . . . . . . . . . . . . . 100

4.2 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.2.1 Loading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.2.2 Unloading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.2.3 Stabilization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104



5

4.3 Parameter identification . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.3.1 Young’s modulus . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.3.2 Transformation stress . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.3.3 Heat exchange coe�cient . . . . . . . . . . . . . . . . . . . . . . . . 108
4.3.4 Phase transformation parameter . . . . . . . . . . . . . . . . . . . . 111

4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

5 System simulation tool 113
5.1 Experimental system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

5.1.1 Mechanical setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.1.2 Adaptable loading . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.1.3 Heat transport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.1.4 Shape memory alloy element . . . . . . . . . . . . . . . . . . . . . . 117
5.1.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

5.2 Model approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.2.1 Shape memory alloy model . . . . . . . . . . . . . . . . . . . . . . . 120
5.2.2 Kinematics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
5.2.3 Fluidics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.2.4 Heat exchange coe�cient . . . . . . . . . . . . . . . . . . . . . . . . 133
5.2.5 Viscous losses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

5.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
5.3.1 Calculation procedure . . . . . . . . . . . . . . . . . . . . . . . . . 142
5.3.2 Shape memory alloy model and kinematics . . . . . . . . . . . . . . 143
5.3.3 Fluidics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
5.3.4 Visualization tool . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
5.3.5 Parallel computation tool . . . . . . . . . . . . . . . . . . . . . . . 150
5.3.6 Parameter comparison tool . . . . . . . . . . . . . . . . . . . . . . . 151

5.4 Calibration and validation . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
5.4.1 Shape memory alloy model and kinematics . . . . . . . . . . . . . . 153
5.4.2 Fluid channel discretisation scheme . . . . . . . . . . . . . . . . . . 161
5.4.3 Number of fluid elements . . . . . . . . . . . . . . . . . . . . . . . . 167
5.4.4 Solver type . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

5.5 Parameters of the Simulation Tool . . . . . . . . . . . . . . . . . . . . . . . 174
5.5.1 Fluid properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
5.5.2 Shape memory alloy properties . . . . . . . . . . . . . . . . . . . . 175
5.5.3 Solver settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
5.5.4 Design parameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
5.5.5 Operating parameter . . . . . . . . . . . . . . . . . . . . . . . . . . 180



6

5.6 Parameter studies using air as fluid . . . . . . . . . . . . . . . . . . . . . . 180
5.6.1 System diameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
5.6.2 System length . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
5.6.3 Angular fluid duct length . . . . . . . . . . . . . . . . . . . . . . . . 187
5.6.4 Subdivision in SMA elements . . . . . . . . . . . . . . . . . . . . . 190
5.6.5 Inlet temperature level . . . . . . . . . . . . . . . . . . . . . . . . . 197
5.6.6 Inlet temperature span . . . . . . . . . . . . . . . . . . . . . . . . . 201
5.6.7 Flow rate and frequency with flow direction . . . . . . . . . . . . . 205
5.6.8 SMA diameter and frequency . . . . . . . . . . . . . . . . . . . . . 209
5.6.9 SMA mass and flow rate . . . . . . . . . . . . . . . . . . . . . . . . 212
5.6.10 Flow rate asymmetry . . . . . . . . . . . . . . . . . . . . . . . . . . 215
5.6.11 Inlet temperature span with cross-flow . . . . . . . . . . . . . . . . 218
5.6.12 Inlet temperature span with internal heat recovery . . . . . . . . . 224
5.6.13 Mechanical friction and frequency . . . . . . . . . . . . . . . . . . . 229
5.6.14 Thermal wall losses and frequency . . . . . . . . . . . . . . . . . . . 233
5.6.15 Viscous losses and flow rate . . . . . . . . . . . . . . . . . . . . . . 236
5.6.16 Maximum strain . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239
5.6.17 Strain range . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243
5.6.18 Cam track geometry . . . . . . . . . . . . . . . . . . . . . . . . . . 248
5.6.19 EC-optimized material . . . . . . . . . . . . . . . . . . . . . . . . . 252

5.7 Parameter studies using water as fluid . . . . . . . . . . . . . . . . . . . . 256
5.7.1 Flow rate and frequency with flow direction . . . . . . . . . . . . . 257
5.7.2 SMA diameter and frequency . . . . . . . . . . . . . . . . . . . . . 261

5.8 Parameter studies as heat engine . . . . . . . . . . . . . . . . . . . . . . . 264
5.8.1 Mechanical setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 265
5.8.2 Inlet temperature span and mechanical load . . . . . . . . . . . . . 268

Conclusion and outlook 273
Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273
Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 276

Acknowledgement 279

List of Figures 281

List of Tables 291

Nomenclature 292
Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 292
Symbols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 294



7

Sub- and Superscripts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 297

Bibliography 301

Zusammenfassung 329
Deutsch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 329
Englisch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 330

Lebenslauf 331
Persönliche Daten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 331
Ausbildung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 331
Kenntnisse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 332
Berufliche Erfahrung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 333
Projekte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 334
Publikationen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 338

Patente . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 338
Journal paper . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 338
Conference paper . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 339

Elektronische Version der Dissertation 345

Eidesstattliche Versicherung 347





9

Abstract

Solid-state cooling is an environmentally friendly, no global warming potential alterna-
tive to vapor compression-based systems. Elastocaloric (EC) cooling based on Nickel–
Titanium (NiTi) shape memory alloys (SMAs) exhibits excellent heating and cooling
capabilities. Because of the high specific latent heat activated by mechanical loading and
unloading, large temperature changes can be generated in the material. The small required
mechanical work input enables a high coe�cient of performance (COP).
Recently, a fully functional and illustrative continuous operating EC air heating and
cooling system based on SMA was developed and realized. The heat pump (HP) device
operates with a novel rotary drive concept using numerous tensile-loaded wire bundles.
To assist the design process of an optimized device with given performance and e�ciency
requirements, a fully coupled thermo-mechanical system-level simulation tool is required.
The simulation tool of the multi-element EC HP system is based on a physics motivated
SMA model and implemented in MATLAB. This compact simulation tool is qualified for
massively parallel computation on modern multi-core computers, which allows fast and
comprehensive parameter scans.
The current work gives, at first, an overview of ferroic-based HP concepts, the basic
principles of SMAs, through EC specifics such as thermodynamic cycle, material char-
acterization, and optimization, as well as SMA modeling. These basics are followed by
the presentation of the currently realized EC systems and existing physics-based SMA
models, resulting in the introduction of the Müller-Achenbach-Seelecke (MAS) model as
the thermo-mechanical foundation for the aimed simulation tool. To understand the phase
transformation (PT) behavior, a physics-based localized model is developed based on the
MAS, validated, and simulations are performed, imitating experiments of a thin-film.
A material test bench is developed and realized for the application-related material model
calibration. Besides the conventional mechanical material parameters, this test bench
enables the investigation of the local strain and temperature distribution along the specimen.
As a result, it allows for the complete characterization of the needed thermo-mechanical
material parameters in a single test bench under load conditions similar to those of the
real EC HP system.
Based on the material parameter set, the EC system model is implemented and validated
according to the kinematics and fluidics of the realized EC HP system. To support the
systematic study of distinct parameters, the system model is embedded in a developed
control and data visualization tool. This tool enables massive parallel computation of
numerous parameter sets and manages the comprehensive representation of the simulation
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results. First parameter studies are executed with the realized EC HP simulation tool
presenting the result interpretation and trend detection.
To get an impression of the EC HP system behavior, di�erent load profiles, system
dimensions, rotation frequencies, flow rates, strains, and system losses are simulated,
compared, and interpreted. Concluding the HP topic, parameter studies are executed
presenting possible system improvements. On the one hand, internal heat recovery concepts
are introduced and simulated, which significantly improves the system performance for
higher input temperature spans. On the other hand, water is used as heat exchange (HE)
and heat transport (HT) medium, which enhances the heat exchange coe�cient and specific
heat capacity, enabling significantly higher system performance with unchanged design
space. To demonstrate the complete capability range of the EC system simulation tool, a
parameter study is performed using the system as a low-temperature heat engine.
The presented work is performed within the Priority Programme SPP 1599 “Caloric e�ects
in ferroic materials: New concepts for cooling” of the German Research Foundation [67].

Keywords
Modeling, system model, simulation tool, ferroic cooling, elastocaloric e�ect, refrigeration,
cooling process, heating and cooling, heat exchange, heat transport, heat pump system,
thermodynamic cycle, thermo-mechanical coupling, phase transformation, superelasticity,
shape memory alloy, Nickel–Titanium
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Introduction

This chapter consists of the motivation in which the questions should be answered: Why
do we need elastocalorics (ECs)? What are the key aspects of the EC technology? Finally,
the objectives and outline of this work are described.

Motivation

The current climate change and the worldwide gain in prosperity combined with the
growing world population will lead to an increasing energy demand in the area of air
conditioning and cooling in the coming decades [140]. According to the Paris Agreement,
global warming should remain significantly below 2 ¶C increase compared to pre-industrial
levels, ideally limited to 1.5 ¶C [129]. For the raised demand in cooling energy [258, 132,
151], one of the challenges is to reduce the climatic impact of refrigerants and enhance the
e�ciency of the cooling systems. Following the Paris Agreement to reduce the greenhouse
e�ect and protect the ozone layer, the European Parliament established the regulation
of fluorinated refrigerants [138]. Therefore, the investigation in environmentally friendly
cooling increases [198, 166], but the newest techniques come with other disadvantages
like flammable refrigerants or high-pressure systems [86, 31]. Especially in the context of
the current energy and climate discussion, it is trend-setting that the European Commis-
sion [111] and the Department of Energy of the United States [139] recently declared EC
as the most promising alternative to conventional vapor-compression.
EC is a novel disruptive technology for building highly e�cient and environment-friendly
heating and cooling systems. It o�ers enormous energy saving potential [195, 167] with a
material COP of up to 23 [165, 104, 93] compared to existing HP systems with a system
COP of 6 [28] based on the well-known and optimized vapor-compression. In addition,
EC does not contribute to the greenhouse e�ect or deplete the ozone layer because of its
solid-state refrigerant. Therefore, EC complies with the global climate challenges. The
mainly used EC materials belong to the family of SMAs, which are established in di�erent
engineering domains [143, 119], like aerospace [212], automotive [201, 209], and medical
technologies [223, 16].
As SMAs are typically used for actuation [155] or passive superelastic (SE) applications [161],
they have recently attracted considerable attention as an environment-friendly refrigerant
[118, 68]. Besides the magnetocaloric and electrocaloric e�ect, the EC e�ect represents a
mechanism or phenomenon in ferroic materials that can be used for solid-state cooling
processes [167]. Thus, EC material are a potential replacement for volatile liquid or gaseous
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refrigerants [130]. Compared to other caloric materials [60], SMA materials may provide
large single stage temperature changes of up to 40 K [165, 144] based on mechanical
loading and unloading without the need for strong magnetic or electric fields. The
cooling capability of the mostly investigated SE SMA [131] is based on the specific latent
heat accompanying the austenite (A)-martensite (M) phase transformation (PT) in the
crystal lattice structure (CLS). During loading and unloading, the material transforms
exothermically from A to M and endothermically in the reverse direction, thus allowing
the realization of a thermodynamic cycle for heating and cooling purposes. In particular,
NiTi based EC materials exhibit very large specific latent heat of up to 30 J/g [115] during
the di�usionless first-order PT which requires only a small mechanical work input leading
to the prementioned material COP of up to 23 [165, 104, 93].
The key aspects of cooling technologies are the combined e�ciency of the cooling medium [216,
164, 98, 77], process control [162], and system design [74, 65] with an e�cient heat ex-
change (HE) [88, 64, 11]. To develop an e�cient EC HP with high performance, the
system’s key aspects have to be tuned to each other.

Outline

Recently, a fully functional and illustrative continuous operating EC air heating and cooling
system based on multiple SMA elements was developed and realized [74]. This HP device
operates in a rotary mode with tensile loaded wire bundles [10, 11], using a novel loading
and unloading concept [100]. Due to the design, the heating and cooling power, along
with e�ciency, can be adjusted by suitable material scaling and operating parameters
like rotation speed and air flow rate [50]. A multi-physics design tool is needed to assist
the design and development of an optimized EC HP system with given performance and
e�ciency requirements.
This work presents in five chapters the development, implementation, and validation of a
fully coupled thermo-mechanical system-level simulation tool [74].
At first, in the chapter 1, an overview from the basic principles of SMAs, through EC
specifics such as thermodynamic cycle, material characterization, and optimization, to the
SMA modeling is given.
The following chapter 2 presents di�erent mechanisms of realized EC systems with the
corresponding models. Next, the Müller-Achenbach-Seelecke (MAS) is introduced as a
foundation for the aimed physics-based, thermo-mechanical coupled simulation tool.
After the introductory chapters, which provide the essential knowledge for this work, in
chapter 3 the localized version of the MAS model is presented [80]. The developed 1D
model is implemented in the finite element (FE) software package COMSOL and enables
the prediction of heterogenic nucleation behavior in materials with nearly perfect CLS.
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This part of the work presents experimental results on thin-films, the adapted modeling
approach, and the implementation of the model. The parameter identification is based on
a single experiment. Following, the predicted simulation results are compared with further
experiments.
The work on the localized nucleation model calls for an extended test bench. Therefore,
in chapter 4, a newly developed and realized material test bench is presented [74, 11].
This test bench is developed for application-related scientific investigation of macroscopic
material samples like SMA wires. Besides the conventional mechanical material parameters,
it enables the investigation of the local strain and temperature distribution along the
specimen. As a result, it allows the complete characterization of the needed thermo-
mechanical material parameters in a single test under similar conditions as in an EC HP
system. This part presents first the experimental setup with the data acquisition methods,
specimen preparation, and test procedure. Finally, experimental results are presented and
discussed.
The last part, chapter 5, presents the development, implementation, validation, and
parameter studies of the physics-based system modeling tool for EC HPs [74, 62, 40]. This
tool is implemented in the numerical computing environment MATLAB and incorporates
the MAS model. First, the modeling approaches for the kinematics, SMAs, and fluidics are
presented. Multiple partial di�erential equations (PDEs) are implemented with the finite
di�erence (FD) method to describe the physical behavior of the system. The simulation
tool includes a control and data visualization tool to support systematic studies of distinct
parameters. To manage comprehensive parameter scans, the simulation tool allows
for massively parallel computation of numerous parameter sets and their comparison.
Subsequently, the validation and parameter determination for the kinematics, fluidics,
and SMA material is presented. Next, parameter studies are conducted, visualized, and
discussed, showing trends and dependencies on the system parameters. For example,
di�erent cam track geometries, system dimensions, rotation frequencies, air flow rates, and
applied strain are compared. In addition, further studies considering thermal, mechanical,
and fluidic losses are discussed. Completing the parameter studies of EC HPs, future
system improvements, like internal heat recovery, optimized EC materials, and di�erent
heat exchange (HE) and heat transport (HT) media are presented.
As additional work, to present the complete capability range of the realized simulation
tool, the operating principle of the EC machine is reversed so that the system works as a
heat engine. Following, parameter studies of an SMA based heat engine are computed
and discussed.
Finally, the results of the work are concluded, and an outlook on future applications of
the system simulation tool is given.
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1 Fundamentals

This chapter introduces the novel techniques of EC HP systems. In order to comprehend
the EC HP systems that were discussed, it is necessary to have an understanding of the
underlying material behavior. Therefore, the fundamentals of the SMA material and
the underlying e�ects of the shape memory e�ect and superelastic e�ect are introduced.
Next, the EC is introduced with the thermo-mechanical cycle, e�ciency determination,
cycle optimization, and material research will be presented. Finally, di�erent aspects and
approaches for modeling theSMA behavior will be introduced.

1.1 Thermal shape memory alloy

Generally, the mechanical behavior of conventional materials under deformation is char-
acterized by reversible deformation or elasticity, thermal expansion, plastic deformation,
and fracture. In contrast to this, a shape memory (SM) material is able to restore its
original shape after mechanical deformation like bending or elongation by applying a non-
mechanical field like joule heating. Such an intelligent material can undergo a di�usionless,
crystallographic, and nearly reversible transformation between at least two phases within
a specific temperature interval.
Based on the first reported observation of the SM behavior on metals in 1932 by Swedish
physicist Arne Ölander [119], these smart materials support the development of intelli-
gent systems [205, 136, 59], like light-weight multifunctional structures, adaptive devices,
and sensor systems. Nowadays, the range of smart materials has expanded to include
electroactive polymers and composites, [240, 183] in addition to SMA. SMAs are also
known as active materials. Also, other materials like piezoelectric, piezomagnetic, elec-
trostrictive, and magnetostrictive materials can generate a mechanical output by applying
a non-mechanical field [205].
Regarding the activation method, the SM materials can generally be divided into two
groups: magnetic-based [119], which returns to their original phase after deformation while
applying an external magnetic field, and thermal-based [34], where a thermal input is
needed to restore the previously occurred deflection.
The first report on thermal SMAs dates back to 1951 [277]. With this discovery, the
investigation of NiTi-based SMAs [276, 254], which are mainly used today, began. The SMA
base on NiTi exhibits an excellent combination of mechanical and thermal properties [186].
In addition, they are biocompatible due to their chemically inert surface [260].
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Another group of SMAs based on copper or iron are also available [36]. However, due to
their brittleness and aging behavior [143, 95], they are currently not favored in engineering
applications. In addition, the copper-based SMAs are more cost-e�ective than NiTi-based
ones.
Nowadays, NiTi-based material products are also available in industrial quantities [29, 27,
39]. Therefore, this scientific work will mainly focus on NiTi-based thermal SMAs.
The underlying mechanism of the SM ability is a reversible PT of the CLS, which can be
induced by temperature called SM e�ect or by stress, called superelastic (SE) e�ect [186].
These behaviors are achieved in NiTi by a Ti percentage of approximately 50 % in the
alloy [234]. The detailed composition of Ni, Ti, and additional alloying elements defines
the temperature-dependent PT behavior [189, 181, 115], and, with this, the regimes of the
two coexisting phenomena: SM e�ect and SE e�ect.

1.1.1 Shape memory e�ect

The SM e�ect describes the ability of a material to remember its initial shape and return to
it after external or Joule heating. This is still possible even after a mechanical deformation
of up to 10 % [119], which is way beyond the normal yield strain of metals, typically ranging
from 0.2 to 0.5 % [186].
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Figure 1.1: Uniaxial thermo-mechanical response of the a) NiTi-based SMA wire:
SM, and SE e�ect, and b) corresponding idealized (quasi)-phase diagram. Adapted
from Shaw et al. [186], using with permissions.

The thermo-mechanical behavior of SMAs can be visualized on a stress (‡) - strain (Á) -
temperature (T ) diagram presented in Figure 1.1 (a) [186].
At a material temperature above austenite finish temperature (T AF), the CLS of the
unloaded material is based on a generally face-centered cubic lattice. This material
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configuration is called the high-temperature phase or austenite (A). An unloaded specimen
shows its original shape if the material is orientated in the A phase. In Figure 1.1, the A
is highlighted in red within the graphs.
While reducing the temperature of the material under the martensite start tempera-
ture (T MS), the material transforms, while remaining a constant volume, to the low-
temperature phase, until reaching the martensite finish temperature (T MF). This configu-
ration of the CLS is called martensite (M). This microscopic CLS is based on a generally
body-centered tetragonal lattice. In Figure 1.1, the M is highlighted in blue within the
graphs.
M o�ers two main orientations of the CLS: At compression loading of the material, M-
is preferred. Whereas M+ is the predominant CLS when the material is tension-loaded.
Both pure configurations are known as de-twinned M [205]. During the unloaded forward
transformation (FT) from A to M, the material arranges in the microscopic structure a
combination of M+ and M-, called twinned M, which shows on a specimen macroscopic
nearly the same shape as A [205].
Tensile loading of the twinned M, under the austenite start temperature (T AS), leads in
microscale to a PT to M+ and macroscopically to a remaining, quasi-plastic elongation
of the specimen. The maximal reachable elongation of the material is in the range of
8 % to 10 % strain [186, 119] and depends on the material composition [234]. However, the
mechanisms of M deformation di�er due to frictional e�ects during subsequent detwinning.
As a result, the stress level of the transformation plateau is significantly higher, and the
maximal reversible deformation is lower under compressive loading compared to tensile
loading [235, 148].
The achieved deformation (reduction or elongation) of the specimen can be restored by
increasing the material temperature above T AS. After reaching the T AF, the material
is fully transformed to A, and the macroscopic shape of the specimen reaches its initial
one. The microscopic phase composition between T AS and T AF, and T MS and T MF, is
characterized by temperature and stress dependent number of the CLS cells in the A and
M phase. The level of the PT temperature, is normaly definded by the T AF at an unloaded
state and is in the range of ≠50 ¶C to 480 ¶C [112, 82].
The SM e�ect can be visualized via a thermo-mechanical cycle, as presented in Figure 1.1 (a).
Initially, the material is in the A phase.

• points 0-1: If the material temperature of the unloaded material decreases under the
T MS, the material transforms to twinned M. The PT is finished if T MF is reached.

• points 1-2: During loading at constant material temperature, the material transforms
to detwinned M.
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• points 2-3: During unloading at constant material temperature, the material remains
in detwinned M.

• points 3-4: During the temperature increase from the T MF to the T AS the material
orientation stays in M.

• points 4-5: During the temperature increase from the T AS to the T AF the material
transforms to A.

Figure 1.1 (b) presents the dependency of the stress (‡) and the temperature (T ) during
the thermo-mechanical cycle. In this diagram, the corresponding transformation state of
the CLS during the described cycle is visualized again. The PT temperatures increase
with increasing stress and depend on the material compositions and the energy equilibrium
of the PT in the material [259, 213]. Therefore, the barrier, colored in white, between M
and A is inclined. The inclination angle, and with this, the stress rate are described more
in detail in section 2.2.
The cycle described before is also known as the One-Way e�ect [205, 119]. Training of
the SMA, which means multiple repetitions of this thermo-mechanical cycle at a specific
loading profile, leads by some material compositions to an additional macroscopic shape
change and a microscopic PT behavior, called the Two-Way e�ect [205, 186, 119]. After
training, the material shows macroscopic residual deformation compared to its initial shape.
Microscopically, some CLS cells of the material are captured in M+ or M- depending
on the training load due to lattice defects [205, 119]. This generated behavior enables a
reversible shape change triggered by thermal cycling without an external load.
Both e�ects, One-Way and Two-Way SM e�ect are typically used at an ambient tempera-
ture lower than T AS, leading to the temperature order of T MF, lower than T MS, lower than
T AS, and lower than T AF. If the material is used at a temperature for FT to A which is
higher than T AS and lower than the T AF or the T MS is higher than T AS due to the material
composition, an incomplete return of the shape change at backward transformation (BT)
is reached and internal hysteresis loops are generated. The hysteresis width between the
T AF and T MS is in range of 10–50 K, and the temperature di�erence between start and
end of the PT is in the range of 5–20 K [119]. The exact values depend on the material
composition.
Regarding the underlying e�ect of the PT between A and M, the external temperature
change of the material forces the microstructure to transform into a CLS, which is stable at
the current internal energy [257, 169]. This behavior enables the temperature-introduced
macroscopic shape change from M to A. The macroscopic shape change, in combination with
the high energy density of the SMA material, allows for use as lightweight and adaptable
actuators [212, 186, 143, 59, 26]. Avoiding the two-way SM e�ect on an actuation system,
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the SMA is generally pre-loaded above the quasi-plastic deformation of M and lower than
the restoring force of A.
In addition, after appropriately thermo-mechanically pretreated NiTi-base SMAs, a rhom-
bohedral CLS can occur during the back transformation from A to M. The so-called
R-phase [85] presents a sub-orientated rule in the current state of scientific investigation.
Therefore, it will not be discussed in more detail below.

1.1.2 Superelastic e�ect

The SE e�ect describes the ability of the material to “remember” its initial shape and
return to it after removing the external force, even if the mechanical deformation is with
up to 10 % [119] largely higher than the conventionally known yield strain of metal-based
materials [266, 186], and in the same range as the SM e�ect.
Similar to the SM e�ect, the SE e�ect can also be visualized via a thermo-mechanical
cycle, as presented on a stress (‡) - strain (Á) - temperature (T ) diagram presented in Fig-
ure 1.1 (a) [186]:

• points 5-6: If the material temperature of the unloaded material increases above
the T AS, the material transforms to A, its original shape. The material is fully
transformed if T AF is reached.

• points 6-7: During loading at isothermal conditions and at stress value lower than
the transformation stress of the FT, the stress-strain behavior follows the elastic
path pre-described by the Young’s modulus of A.

• points 7-8: If the induced stress value is higher than the transformation stress of
the FT, the material transforms from A to M. This leads to a macroscopic shape
change. Further loading after reaching the full PT, the stress-strain behavior follows
the Young’s modulus of M elastically.

• points 8-9: During unloading, the stress-strain behavior follows the Young’s modulus
pre-described of M elastically until reaching the BT stress.

• points 9-10: If the induced stress value is lower than the BT stress, the material
transforms from M to A. This leads to a macroscopic shape change back to the initial
shape.

• points 10-11: Further load reduction, after reaching the full PT to A, the stress-strain
behavior follows the Young’s modulus of A elastically.

The mechanical hysteresis height between FT and BT is in the order of 70–100 MPa [93]
and depends on the material compositions. This stress-induced M only exhibits one of the
main orientations M- or M+ depending on the loading force [205].
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The SE e�ect is typically used at an temperature higher than T AF [205]. That behavior
enables a very huge macroscopic repeatable shape change in metal-based materials. There-
fore, it o�ers the ability to use SMA in biomedical applications and structural damping
mechanisms [212, 186, 143, 59, 26].
In the SE behavior described before, the material’s HE and the ambient temperature
are selected to reach isothermal conditions in the material during loading and unloading.
In the case that the SE cycle is executed at non-isothermal conditions, the suited HE
and HT can be realized due to the thermo-mechanical coupling of the A and M with the
internal energy [257, 169]: Starting at a material temperature above T AF, the unloaded
material is in A phase, its original shape. During loading, the material transforms from
A to M, which leads to a macroscopic shape change and a release of the specific latent
heat due to an internal change of the CLS. This release of thermal energy increases the
material temperature. During unloading, the material transforms back to A and absorbs
specific latent heat from the material, decreasing the material temperature. This behavior
is also known as the EC e�ect [202, 195] and is described in more detail in the following
section 1.2.
In recent years, this e�ect has become known as solid-based HT for EC cooling [67, 74,
65]. The reverse caloric e�ect can be used in energy-harvesting applications like heat
engines [241, 51].

1.2 Elastocaloric

In conventional HP systems, volatile refrigerants are used in a vapor-compression process.
The PT of the refrigerant occurs during evaporation and condensation isothermally [146].
The refrigerants temperature change is linked to the adiabatic compression and expansion.
In contrast to conventional HPs, elastocaloric heat pump (EC HP) systems use solid-state
materials as refrigerant. In an EC cycle, during the stress-induced PT, the corresponding
release or absorption of the material’s latent heat is directly responsible for temperature
changes in the caloric material [167, 144].
Solid-state caloric materials enable the ability to transport thermal energy from a low
temperature level to a higher one [237, 109, 118, 67], and act as refrigerant. However,
the main advantage of solid-state refrigerant is the state of aggregation, which does not
contribute to the greenhouse e�ect or depletion of the ozone layer in the case of system
leakage. Therefore, solid-state refrigerants are commonly known as environment-friendly.
The externally induced field change of a physical field leads to a PT of the material and,
with this, to the change of the lattice energy. The caloric e�ect has been studied in the
last decades by applying di�erent physical fields. The namesake of each e�ect is the field
required to induce the e�ect in a specific material: These include the electrocaloric [177, 23],
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magnetocaloric [33], elastocaloric [74], and barocaloric e�ects [38]. Each group has di�erent
advantages, characteristics, and challenges regarding heating and cooling e�ciency, as
well as system e�ort. Also, multicaloric materials [70] are investigated, using di�erent
caloric e�ects to combine their advantages. In literature, di�erent comparisons of the
caloric e�ects are presented regarding both, application and design [147, 118, 114, 121, 104,
74, 42, 47, 44, 18]. Concerning caloric HP systems, there are some parallels between the
electrocaloric, magnetocaloric, and elastocaloric also in the modeling approaches [131, 72].
The EC e�ect is based on the loading and unloading of a SE material. In the case of EC, the
material has to be deformed by a mechanical work input. Despite the assumed disadvantage
of the needed conversion from electrical to mechanical energy, EC is mentioned as the
most promising heating and cooling alternative to the conventional vapor-compressed
technology [139, 111]. Therefore, the primary research of EC systems can be performed
with commercially available SE NiTi material used in medical applications, which provides
a constant quality for large quantities. Additionally, the recently developed special EC
materials can withstand millions of load cycles, supporting the idea of using EC in heating
and cooling applications for the future [113, 102].
The history of EC goes back to 1806, when the rapid elongation of natural rubber revealed
an unexpected temperature increase, and the first observation of the EC e�ect is reported
by Holme [280]. A few years later, the EC e�ect is reported in wood and metal [279].
The investigations of the EC e�ect in SMAs [271, 269] in the eighties and nineties in
NiTi [265] lay the foundations for the start of the intensive scientific investigation around
the millennium [244, 231, 202, 167].
The stress induced PT of the CLS leads to a release of specific latent heat during the forward
transformation (FT) from A to M and absorption during the backward transformation (BT)
according to the law of Clausius-Clapeyron [227]. The temperature change depends on the
material composition with a maximal temperature di�erence of up to 40 K [219, 165, 144].
During the last decade, specific materials for EC applications are developed [93] with large
specific latent heat of up to 30 J/g [115] and small work input [165, 115, 104]. This leads
to material COP of up to 23 [104, 93].
The existing systems, known from the literature, can be divided regarding the used loading
type like compression [124], tension [123, 127], bending [78], and torsion [61] of the EC
element. Additionally, a multistage test stand was published by Snodgrass et al. [58], in
which EC elements are thermally arranged in series to exceed the temperature di�erence
of a single element. Recently, the first continuous operating EC technology demonstrator
based on multiple NiTi wire bundles was presented by Kirsch et al. [74].
The following part briefly discusses the primary and improved EC cycles. Next, the
characterization of EC materials and their optimization potential will be presented. These
topics are also published by Kirsch et al. [74].
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1.2.1 Thermodynamic cycle

A thermodynamic cycle typically involves a series of connected thermodynamic processes.
These processes include transferring heat and work into or out of the system while changing
pressure, temperature, and other state variables within the system. Ultimately, the cycle
returns the system to its initial state. In a cycle, the di�erent states are connected by a
series of processes, and the system passes from one state to another by paths. The series
of paths that guide the system from one to another equilibrium state is called process.
Figure 1.2 shows a typical adiabatic EC heating and cooling cycle based on the SE e�ect
discussed in subsection 1.1.2. The four sections of the cycle are each illustrated in a
temperature (T ) - strain (Á) diagram.
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Figure 1.2: Adiabatic EC cycle: Adiabatic loading and unloading of a SE SMA
with holding state. Illustration of the temperature (T ) - strain (Á) behavior in a
four-stage cycle.

In the first section, mechanical loading is applied to the SMA element between point 1 and
point 2 with increasing strain (Á) from Á1 to Á2. At point 1’ the PT starts from A to M.
Due to the release of the specific latent heat, the temperature (T ) in the SMA increases
from T 2 to T 3. If the loading is performed su�ciently fast or the HE is suppressed due to
the ambient conditions, the PT occurs under nearly adiabatic conditions. This means the
amount of released specific latent heat is fully used to heat the material, and T 3 reaches
its maximum.
During the holding state in the second stage, between point 2 and point 3, the strain, which
is applied to the SMA element at the loading in the first stage, is kept constant. At this
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time, the HE with the environment occurs, cooling the SMA element from T 3 to T 2, back
to the start temperature of the loading state.
Unloading occurs between point 3 and point 4, under nearly adiabatic conditions, with
decreasing strain from Á2 to Á1 in the third stage. The BT starts at point 3’, and the specific
latent heat absorption leads to a temperature decrease of the material. The material
temperature drops from T 2 to T 1 significantly below the ambient temperature.
In the fourth path, the HE occurs at constant strain, comparable to the second stage.
Therefore, the material temperature increases from T 1 to T 2, back to the initial one.
This process control with nearly adiabatic loading and unloading conditions is known as
the Brayton cycle [150].
The thermodynamical definition of the EC cycle and, with this, the relevant material-
specific thermo-mechanical dependencies can be explained by using the temperature (T ) -
strain (Á) diagram as discussed in Figure 1.2. Further thermal and mechanical diagrams like
a stress (‡) - strain (Á) diagram and a temperature (T ) - entropy (S) diagram, as presented
in Figure 1.3, can be used to determine key values of the cycle like mechanical work,
thermal energy, and COP . The diagrams’ point numbers 1-4 correspond to the four-stage
cycle described in Figure 1.2.
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Figure 1.3: Adiabatic EC cooling cycle: Adiabatic loading and unloading of a SE
SMA with holding state. Illustration of the a) stress (‡) - strain (Á) diagram, and
b) temperature (T ) - entropy (S) diagram.

Mechanical work input

Figure 1.3 (a) presents the idealized mechanical correlation between the applied strain (Á)
and the resulting stress (‡) change of a SE SMA. The stress (‡) - strain (Á) diagram shows
the typical elastic behavior at A between points 0-1-1’ while increasing strain from 0 to
Á1 to Á2 with elastically increasing stress from 0 to ‡1 to ‡3. At point 1’ the PT starts.
During the FT, between points 1’-2, strain increases from Á2 to Á4 and the stress continues
to increase with a changed slope due to the rising temperature of the SMA from ‡3 to ‡4.
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This is related to the release of the specific latent heat and the suppressed HE between
the SMA and the ambient.
In contrast to the isothermal case, in which the HE is assumed as perfect, here suggested
as dashed lines, the slope of the stress-strain curve increases with increasing material
temperature, due to the temperature dependency of the transformation stress, following
the law of Clausius-Clapeyron [263] and will be explained in detail in section 2.2. The
law of Clausius-Clapeyron describes the temperature-dependent transformation stress
which is related to the released specific latent heat and the applied strain [259, 227, 215].
The material-specific slope value is given for SE SMA in the literature with a range of
5–8 MPa/K [268, 110]. Due to the positive temperature coe�cient of the transformation
stress, the plateau of the stress (‡)-strain (Á) behavior is inclined during loading and
declined during unloading under adiabatic conditions.
At point 2, the PT is finished, and the material is fully transformed to M. Further loading
leads to an elastic behavior at M between points 2-2’with increasing strain from Á4 to Á5

and corresponding stress from ‡4 to ‡5. Due to the fully transformed material, there is no
decrease in stress, induced by the decreasing temperature during the holding state.
After the holding stage for HE, the SMA is unloaded on path 2’-3-3’-4. Between points 2’-
3-3’the stress-strain curve follows the elastic path of M from Á5 to Á4 to Á3 with the
corresponding stress decrease from ‡5 to ‡4 to ‡2. The BT occures, between points 3’-4,
with the decreasing strain from Á3 to Á1 and the corresponding stress realease from ‡2

to ‡1. In this state, the temperature decrease due to the suppressed HE, leading to a
decreasing transformation stress and resulting in the change of stress-strain curve slope.
The isothermal hysteresis path for the BT is also presented as a dashed line.
The stress - strain diagram visualizes dissipatedthe mechanical work (W ) for the performed
cycle as green area. The specific mechanical work (w) is used in the following to make the
value independent from the quantity and certain scalings of the individual system, like the
quantity of the used material. This makes this formula more straightforward to handle in
calculations, and only the density (fl) of the SMA is needed.
The area between the loading path and the x-axis represents the applied specific mechanical
work (wap). It can be calculated with Equation 1.1 using the density (fl), stress (‡), and
strain (Á). The limits of the integral do not represent the values of strain, but rather the
number of the thermodynamic processes.

wap = 1
fl

ˆ
12

‡ · d Á (1.1)
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In contrast, the area between the unloading path and the x-axis represents the recovered
specific mechanical work (wrc). It can be calculated with Equation 1.2.

wrc = 1
fl

ˆ
34

‡ · d Á (1.2)

Due to the hysteretic material behavior, both curves include an area that represents the
unrecoverable mechanical work, which is captured by the four paths of the cycle and
colored in green in Figure 1.3 (a). The mechanical work that can not be recovered under
the assumption of mechanical work recovery while unloading is called dissipated specific
mechanical work (wdis). This work is equivalent to the circular integral over the four
process steps and can be calculated with Equation 1.3.

wdis = 1
fl

˛
1234

‡ · d Á (1.3)

Thermal energy input

Figure 1.3 (b) presents the idealized thermal correlation between the applied entropy (S)
and the resulting temperature (T ) change of a SE SMA. The temperature (T ) - entropy (S)
diagram shows between point 1-2 a rise of the temperature from T 2 to T 3 with a constant
entropy of S2 at the loading state under ideal adiabatic conditions. The assumption of
suppressed HE during PT leads to reversible entropy changes, resulting in an isentropic
process.
At the holding stage after loading, between points 2-3, the SE SMA releases the thermal
energy to the ambient. Therefore, the material temperature decreases from T 3 to T 2

with decreasing entropy from S2 to S1. This behavior is based on the second law of
thermodynamics [84] following an approximated linear path due to the released thermal
energy back to the ambient.
At the unloading stage between the point 3-4 a decline of the temperature from T 3 to
T 4 with a constant entropy of S1 under ideal adiabatic conditions is shown. During the
holding stage after unloading, between points 4-1, the material temperature increases from
T 1 to T 2 with increasing entropy from S1 to S2, following an approximate linear path, due
to the absorbed thermal energy from the ambient.
Typically, the temperature-related entropy change at the pure A or M phase follows an
exponential function. Only in the case of small temperature changes during the PT of SE
SMA can the curve be fitted with a linear function [263, 106].
With the temperature (T ) - entropy (S) diagram the absorbed or released specific thermal
energy (q) and dissipated specific mechanical work (wdis) can be visualized and calculated
using Equation 1.4 between points x-y [84]. The limits of the integral do not represent the
values of strain, but rather the number of the thermodynamic process. To make the values
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independent from the quantity and certain scalings of the individual system, the specific
entropy (s) can be calculated by dividing the entropy (S) through the SMA mass (m).

q + wdis =
ˆ

xy

T · d s (1.4)

The area below the M curve, between points 2-3, the holding path after loading, and the
x-axis, visualized in Figure 1.3 (b) as a combination of the area colored in red and the
blue one, represents the released specific thermal energy (qre). In the holding process
after loading, the dissipated specific mechanical work (wdis23=0) is equal to zero due to
the constand strain, as visible in Figure 1.3 (a). Therefore, the released specific thermal
energy (qre) can be calculated with Equation 1.5, using the temperature (T ) and specific
entropy (s).

qre =
ˆ

23
T · d s (1.5)

The area below the A curve, between points 4-1, the holding path after unloading, and the x-
axis, represents the absorbed specific thermal energy (qab), colored in blue in Figure 1.3 (b).
It can be calculated with Equation 1.6, assuming the dissipated specific mechanical work
of the holding process after unloading equal to zero (wdis41=0), using the temperature (T )
and specific entropy (s).

qab =
ˆ

41
T · d s (1.6)

Due to the entropy change caused by the HE and the related temperature change, following
the Carnot cycle as an idealized thermodynamic cycle, the released specific thermal
energy (qre) is higher than the absorbed specific thermal energy (qab). This net thermal
energy is captured by the four paths of the cycle and is visualized by the area colored in
red in Figure 1.3 (b) and represents the unrecoverable thermal energy done by the system.
Therefore the value is comparable to the dissipated specific mechanical work (Equation 1.3)
visualized by the area colored in green in Figure 1.3 (a). The red area is equivalent to
the integral over the four process steps. It can be calculated with Equation 1.7 using
temperature (T ), and specific entropy (s), while assuming adiabatic conditions during the
PT and with wdis= 0 during HE.

q =
˛

1234
T · d s (1.7)

Note that the internal friction in the CLS during the PT of a real material induces
irreversibility, leading to a non isentropic process during loading and unloading. In most
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applications, the irreversible specific entropy change during PT can be neglected [110, 106,
125].

Coe�cient of performance

To evaluate the EC cycles regarding their e�ciency, the COP can be used [106]. Regarding
cooling applications, the COPcool is defined as the ratio of the absorbed specific thermal
energy (qab) and the dissipated specific mechanical work (wdis) shown in Equation 1.8.

COPcool = qab
wdis

(1.8)

Whereas, at the heating applications, the COPheat is defined as the quotient of the released
specific thermal energy (qre) and the dissipated specific mechanical work (wdis) as shown in
Equation 1.9.

COPheat = qre
wdis

(1.9)

Under ideal process conditions with fully transformed SE SMA material and completed
HE, the absorbed thermal energy can be replaced with the specific latent heat (H), this
ideal coe�cient of performance (COP ideal) can be calculated using Equation 1.10.

COP ideal = H

wdis
(1.10)

Note that the Equation 1.10 is calculated with the assumption of an isentropic loading
and unloading of the SMA.

1.2.2 Cycle optimization

Regarding the implementation of an EC system, optimizing the EC process control is
crucial as it significantly impacts the heating or cooling performance and COP. The
e�ciency of the EC cycle strongly depends on the thermodynamic boundary conditions.
The temperature dependency of the thermo-mechanical coupled material behavior [263,
259, 215, 162] leads to a strain rate dependence of cycled SE SMA at unchanged HE
conditions [252, 227, 162]. The dissipated mechanical work increases with increasing strain
rate [252], leading to a disadvantage regarding fast operating heating and cooling devices.
The following will discuss di�erent process parameters to overcome the challenge of the
high work input at pure adiabatic loading, shown in Figure 1.3. The thermodynamic
process control o�ers numerous possibilities between a pure adiabatic and a pure isothermal
loading and unloading processes with di�erent COPs, heating and cooling power, as well
as temperature di�erence [106].
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In the last decade, a systematic variation of the control parameters has been performed to
develop an e�cient EC cooling process [89]. Di�erent thermodynamic cycles with various
mechanical and thermal boundary conditions were investigated. The used scientific test
setup, shown in Figure 1.4, enables an independent investigation of the influence of each
control parameter on the process variables [127, 108].

SMA
ribbon

heat
sink

SMA
clamp SMA

clamp

heat
source

displacement

displace
ment

Figure 1.4: Scientific testing platform for investigation of EC process parameter,
using conductive HE.

In this test setup, the SMA element is elongated by a linear drive and connected with a
defined contact force to a movable heat sink or heat source for a defined time period. The
in-plane arrangement of the heat sink and heat source, combined with the conductive-
based HE using the ribbon-shaped NiTi samples, results in a frequently interrupted and
discontinuous HE.
This in-plane arrangement allows simultaneous temperature field measurements with an
IR camera system for thermal energy determination combined with force and displacement
measurements to calculate the mechanical work input. The temperature of the heat sink
and heat source were also measured with PT100 sensors integrated into the heat sink and
heat source.
As discussed before, the loading or unloading of an SMA element with a suppressed HE
leads to an adiabatic PT. Assuming a complete PT, the entire amount of specific latent
heat contributes to the temperature change in the material. If loading or unloading occurs
while the SMA is in contact with the heat sink or source, the PT occurs under near
isothermal conditions. Due to the thermo-mechanical coupling, this leads to a change of
the applied mechanical work, among other things. A combination of these two limiting
cases is also possible. This leads to an optimization for the desired temperature di�erence,
heating and cooling power, as well as e�ciency.
In Figure 1.5, an adiabatic/isothermal hybrid EC cycle is illustrated using the temper-
ature (T ) - strain (Á) diagram (a), the stress (‡) - strain (Á) diagram (b), and the tempera-
ture (T ) - entropy (S) diagram (c). The diagrams’ point numbers 1-4 correspond to the
four-stage cycle described in Figure 1.2 and Figure 1.3. The dashed lines show the alterna-



1 Fundamentals 29

tive path in the case of isothermal HE, and the dotted lines show the one for adiabatic
HE, known from Figure 1.3.
The SMA is loaded between points 1-1’-1”-2-2’. In the first part of the loading between
points 1-1’-1”, the HE is suppressed. Therefore, the thermo-mechanical behavior of the
SMA follows the known path from the adiabatic cycle (Figure 1.3).
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Figure 1.5: Adiabatic/isothermal hybrid EC cycle: Illustration of the
a) temperature (T ) - strain (Á) diagram, b) stress (‡) - strain (Á) diagram, and
c) temperature (T ) - entropy (S) diagram.

At point 1”, the SMA is connected to the heat sink, and the conductive HE starts. The
further loading between points 1”-2-2’ is performed isothermally. Isothermal PT from Á4 to
Á5 leads in comparison to the pure adiabatic loading at the temperature - strain diagram
(Figure 1.5 (a)) to a decreased temperature slope with further increasing strain. Therefore,
the temperature reaches with T 4 a reduced maximum in comparison to T 5 under pure
adiabatic PT.
The decreased temperature slope leads in the stress - strain diagram (Figure 1.5 (b)),
to a reduced stress slope with further increasing strain, due to temperature dependent
transformation stress. Therefore, the stress reaches with ‡5 a reduced maximum in
comparison to ‡6 at pure adiabatic PT.
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The fully transformed material and the same amount of thermal energy leads in the
temperature - entropy diagram (Figure 1.5 (c)) to the same entropy value S4. The HE
during the loading stage changes the thermodynamic condition at point 1” from isentrope
to non-isentrope. Therefore, compared to the pure adiabatic cycle, the entropy changes as
expected from S4 to S3 due to the release of thermal energy during the PT.
At the elastic loading on the M branch, the contact with the heat sink does not a�ect
the behavior. During the holding stage between points 2’-3, the HE with the heat sink
continues until the thermal equilibrium is reached. In this stage, the thermodynamic
boundary condition is not changed. Therefore, the material behavior and, with this, the
curve between points 2’-3 is the same in all three diagrams of Figure 1.5.
The SMA is unloaded during the transition 3-3’-3”-4. In the first part of the unloading
between points 3-3’-3”, the HE is suppressed. Therefore, the thermo-mechanical behavior
of the SMA follows the known paths during the pure adiabatic cycle (Figure 1.3).
Between point 3”-4, unloading from Á3 to Á1 is performed with HE due to the contact
between the SMA and the heat source. During the isothermal PT, the temperature slope is
reduced. Therefore the reached temperature minimum is with T 2 in the temperature - strain
diagram higher than T 1, which is reached during pure adiabatic PT.
The decreased temperature slope leads in the stress - strain diagram to a decreasing stress
slope. Therefore, the stress reaches with ‡2 a higher minimum in comparison to ‡1, which
is reached at the pure adiabatic PT.
The fully transformed material and the same amount of thermal energy leads in the
temperature - entropy diagram to the same entropy value S1. The HE during the unloading
stage changes the thermodynamic condition at point 3” from isentrope to non-isentrope.
Therefore, compared to the pure adiabatic cycle, the entropy changes as expected from S1

to S2 due to the absorbed thermal energy during the PT.
During the holding stage between points 4-1, the HE with the heat source continues until
the thermal equilibrium is reached. In this stage, the thermodynamic boundary condition
is not changed and the behavior is the same in all three diagrams.
The reduced temperature in the SMA material at high strain leads to a reduced required
mechanical work input. The increased temperature in the SMA material at low strain
leads to an increased mechanical work recovery. Therefore, the reduced dissipated specific
mechanical work at the hybrid cycle can improve the COP, assuming constant thermal
energy for heating and cooling. The change in the thermodynamic boundary conditions
during the PT leads to a complex combination of the dissipated specific mechanical
work (wdis) and absorbed or released specific thermal energy (q). Therefore, the released
thermal energy and the absorbed thermal energy have to be calculated using Equation 1.4.
The discussed EC cycle enables an adjustment of the achieved heating and cooling
temperatures of the material and thus a�ects the maximum and minimum temperature
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of the heat sink and the heat source. This temperature variation enables an adjustment
of the heating or cooling power to the desired values and o�ers an optimization of the
corresponding e�ciency.
These investigations show that each parameter set of the EC cycle leads to a di�erent
thermal power and e�ciency. One of the significant findings is that a hybrid EC cycle with
a combination of adiabatic and isothermal thermodynamic process control shows the best
performance [89]. The EC hybrid cycle is also investigated in magnetic refrigeration [141].
The variation of the process parameters at the same HE conditions, like strain rate
dependency and the resulting influence of peak temperature in the SE SMA is investigated
by Schmidt et al. [107]. In addition to the EC process control [106, 47, 24], the strain
rate [107], the maximum strain [107], the thermal boundary condition, and various material
compositions [116] influence the temperature change, as well as the heating and cooling
performance.
Based on the thermodynamic analysis of EC cycles, an e�cient EC cooling process can be
developed and implemented in an SMA-based HP system. Regarding the fundamental
e�ciency and power of the EC-based HP system, the SMA material itself has to be
improved, as presented in the following part.

1.2.3 Material research

Regarding the application area of EC systems, literature reports various material com-
positions, as well as values of temperature di�erence, COP, and loading methods for
characterization. Following, keystones of the EC material parameter, characterization
methods, and optimization steps will be introduced.
The composition of material alloys is usually named by the alphabetic formula, in which
the main components are named first, followed by any additional alloy elements, in the
alphabetic order. Alternatively, the standard formula names the material alloy based on
the percentage composition of its components. Ideally, the standard formula should be
used, but in practice, materials are often named using a combination of both methods.
This work aims to use the commonly known material names for unspecified materials
like NiTi. When specific materials are mentioned, the standard formula is used unless a
di�erent name is specified in a reference; in this case, the reference name is used.

Typical Values

Conventional NiTi wires exhebits a temperature change of 17 K during adiabatic PT [165].
Whereas in TiNiCuCo thin films 12 K are reported [122]. The air cooling behavior of
NiTiCo single wires [55], and bundle arrangement [35, 11] has been analyzed on parameter
studies with di�erent wire diameters, and air flow rates. The reported air temperature
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changes are 1.5 K [55] for single wires, and 8 K [35] for bundles consisting of 30 wire segments
arranged in two lines.
The fatigue life of TiNi and TiNiCu wires shows a material lifetime of up to 106 cycles [249]
for small tensile loading strains below 2 %. Also, functional stability is discussed in the
literature: TiNiCu thin films for small-scale applications exhibit very high cyclic stability
of up to 107 cycles [164]. Whereas the functional lifetime of NiTi tubes under compressive
loading reaches up to 7 ◊ 107 cycles [41].
The performance of an EC HP system depends significantly on the properties of the used
SMA material and the loading conditions [131, 104, 106, 94, 69, 8]. Typical COP values
for EC HP systems using SMA are in the range of 5–20 [107, 69].
In addition, the material stabilization and training e�ect of the material is important
for the development of a continuous operating system. As known from the literature, a
nearly perfect CLS exhibits an almost constant heterogeneous PT behavior throughout its
lifetime [122]. Whereas, the polycrystalline material shows an initial PT behavior under
cyclic loading and unloading, which is visible as carving of the curve in the first cycles
of the stress-strain behavior [239, 128, 74, 56]. This behavior diminishes cycle by cycle,
especially under homogeneous tensile and compressive stresses across the cross-sectional
area, leading eventually to an almost uniform PT after 50 loading cycles, depending on
the material composition [128, 56]. This requires a good understanding of the material
behavior and adequate characterization methods for the material and the system.

Characterization

Research in optimizing EC materials requires the characterization of material samples
with di�erent geometries like wires, ribbons, and tubes to identify the thermo-mechanical
behavior under di�erent loading and HE conditions. The local temperature changes in the
material resulting from such processes are usually investigated with combined thermography
and force-displacement tests. In the literature, various methods for characterizing EC
materials are presented, including di�erential scanning calorimetry (DSC) [208, 181, 117],
and mechanical testing including thermography for localized temperature investigation
during PT [227, 215, 110, 79, 54]. The local PT behavior during such tests typically can
also be observed by using an optical camera. The time series of images are evaluated for
local strain investigation by digital image correlation (DIC) [259, 247, 219, 122, 74, 25].
Recently, a novel characterization method has been presented that enables the experimental
analysis of relevant EC material parameters under varying conditions like wire geometry,
material composition, and process parameters by using only one thermo-mechanical test
bench [53, 54]. The specific latent heat of the SE SMA material is experimentally identified
with a novel approach based on comparing dynamic temperature changes achieved by
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PT with synchronized joule heating to suppress the materials self-cooling or mimic its
self-heating.
This method is crucial for accurately predicting the specific latent heat under mechanical
loading and unloading. There is a significant di�erence of over 50 % between the specific
latent heat value obtained by thermal cycling using DSC and the amount accessible by
mechanical cycling [145, 110]. This di�erence in specific latent heat, between temperature-,
and stress-induced PT, can be based on a locally incomplete PT as discussed in [224, 232].
Furthermore, the influence of di�erent fluid flow rates on the HE from SMA element to
fluid and the coherent convective heat exchange coe�cient and the approximate fluid
temperature is investigated in literature [55, 35, 11]. This advanced characterization
technique enables the investigation of real specimens and saves the time-consuming data
combination from the di�erent sample- and test setups. Therefore, it will significantly
improve the simulation, development, realization, and optimization of EC HPs.
Regarding fatigue, the lifetime is usually characterized by a rotary bending test [230, 157],
which describes the structural stability of the material. In the case of EC systems, also the
functional stability has to be investigated, for example, by using a conventional mechanical
test bench with IR thermography, as presented by Bechhold et al. [164].

Optimization

For the design of highly e�cient EC applications, three criteria can be defined with the
knowledge of the four-step thermodynamic cycle (Figure 1.5) to assess the potential of an
EC material:

• The first criterion aims for a high adiabatic temperature change. Therefore, large
specific latent heat is needed.

• The second one aims for a PT temperature slightly below the application temperature
to reduce the necessary stress level and, with this, the mechanical e�ort of the system.

• The third one aims for low dissipated mechanical work to enlarge the COP.

In addition, the lifetime of a EC HP system is essential. Therefore, a high functional
and structural stability of the material is needed: Functional fatigue refers to the cyclic
degradation of recoverable strain and specific latent heat [225]. Structural fatigue describes
the formation and growth of cracks under cyclic mechanical loading [225].
The composition [181] and microstructure [236, 176, 153] of the material influences the
specific latent heat, the mechanical work, and the functional stability. A low mechanical
work input based on a low hysteresis can be achieved by adding Cu, Pd, or Au, to binary
NiTi [216, 194, 189, 200]. But the hysteresis area is directly related to the amount of specific
latent heat [115] and the crystallographic compatibility between A and M phase [200].
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Therefore, a change in hysteresis width also results in a change of the residual strain [153]
and functional stability [189].
In addition, the EC material needs to have a relatively low T AF to enable the complete BT
at the low temperature level. The PT temperature of TiNi-based materials can be adjusted
by changing the Ni/Ti ratio in binary NiTi [181, 221] or by adding further elements like V
as ternary additions [250].
The fatigue behavior can be a�ected by the material properties [104, 159], the surface
conditions [206, 171, 158], the inclusions [142, 126], the loading conditions like tension or
compression loading [248, 243, 248, 165, 8], and the training [98, 37].
Despite the codependency requirements, it has been possible in recent decades to de-
velop EC-optimized materials [69] and to make good progress with optimized fatigue
properties [113, 96, 96, 71, 30].

1.3 Modeling

Generally, simulation models should provide qualitative and, in the best case, quantitative
predictions of the system behavior to subsequently replace the time-consuming and
expensive development of several prototypes of a new or optimized engineering device. The
development process of a mechatronic system consists of numerous steps and iterations.
Each subsystem is specified by its di�erent requirements and challenges to complete the
subordinated development steps. To reduce the workload at each process step, only the
relevant conditions of the subsystem are typically calculated and simulated. Therefore,
di�erent modeling aspects have to be considered in practice, and multiple approaches can
be applied.
The following part presents the typical model aspects and the di�erent modeling approaches
in the topic of SMA and especially EC.

1.3.1 Model aspects

In the early 1990s, numerous models were developed to enhance the understanding of
nonlinear, hysteretic, thermo-mechanical coupled material behavior and to improve the
development of SMA based systems. Several publications of SMA modeling can be found
in the literature [135, 133, 43, 85, 193, 173, 120, 110, 63, 63, 21].
Every model or simulation tool has applicability in its field, and its use depends on
the desired prediction accuracy of the material behavior and its computational e�ort.
Figure 1.6 presents an overview of the most important aspects in modeling the SMA
material behavior, especially when integrated into a system.
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Figure 1.6: Model aspects

The left column addresses the basic thermo-mechanical behavior with the hysteresis in
the stress-strain diagram, and the hysteresis shift due to the thermo-mechanical coupling
and the temperature-dependent transformation stress. The underlying material model
should ideally be able to predict the thermal and mechanical SMA behavior under various
boundary conditions. Reducing the mathematical complexity and with this computational
e�ort, some models deal with the assumption of a single crystalline CLS, which leads to a
discrete PT approximation on the SMA also known as the box model [169].
The middle column focuses on the microscopic PT behavior of A and M with the local
e�ects and the possible training e�ect. To make meaningful predictions in terms of
EC thermal energy and mechanical work, it is essential to understand and reproduce
the microscopic local PT behavior and temperature evolution combined with the local
stress-strain behavior, as described in literature [247]. This includes, amongst other things,
the formation of phase front (PF) and thermal conductivity. The e�ciency of the HE
strongly depends on the temperature distribution in the SMA due to the thermo-mechanical
coupling. Thus, considering local e�ects is crucial for precisely calculating the absorbed or
released thermal energy and the e�ciency of the material and device.
The upper part of the middle column illustrates a heterogenic nucleation and propagation
behavior of the PF during the PT of a SE SMA using IR thermography and center-line
imaging. It is known from the literature, [247, 243, 192, 113, 80, 92, 65] that single-
crystalline SMA specimens and SMA thin films with a nearly perfect CLS exhibit nearly
persistent inhomogeneous PT behavior at lower strain rates from the beginning of cyclic
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loading to failure under the same thermal and mechanical conditions along the sample.
Single-crystal SMAs are only negligibly a�ected by the training e�ect due to the reduced
number of lattice imperfections. Therefore, they show good repeatability over cycles
serving outstanding observation capabilities [113]. In the case of higher strain rates or
hybrid thermodynamic conditions along the sample, the number of PF along the SMA
elements increases. However, the heterogenic PT behavior still dominates in SMA elements
with nearly perfect CLS throughout the lifetime of the SMA element. Detailed discussion
on the local PT behavior can be found in chapter 3. The lower part of the middle
column illustrates the PT behavior of a commercial polycrystalline SE SMA wire. The
initial behavior of cyclic loading and unloading, characterized by peaks in the first cycles
of the stress-strain relationship, diminishes with each successive cycle. Therefore, the
propagating PFs during the PT represents only an initial behavior under homogeneous
tensile and compression stress along the cross-sectional area. In the first 100 loading
cycles, a homogenization of the PT can be observed, resulting in nearly consistent thermo-
mechanical material behavior under the same thermal and mechanical conditions along
the sample [239, 128, 56]. This initial behavior is also known as the training e�ect or the
material stabilization, caused by the imperfect CLS of the SMA element and the presence
of hiking and jamming imperfections and impurities, leading to a local stress concentration
and preferred nucleation [255]. The details of the training e�ect depend on the material
composition, and they result in PT behavior with numerous PF almost independent of
the strain rate. Further details on the training e�ect can be found in the literature [128,
56]. In simulation models for macroscopic SMA applications with consistent cyclic tension
and compression loading, especially for wires-like geometries, the experimentally observed
localized PT can usually be neglected, as presented in chapter 4. Therefore, the majority
of simulation models describe the stress-strain-temperature behavior of the material in a
homogenous state.
However, in bending problems, the deformation case already induces a localized PT due to
the inhomogeneous stress distribution in the cross-sectional area [152]. In applications with
inhomogeneous stress states along the cross-sectional area or inhomogeneous temperature
distribution along the sample, a heterogenic nucleation behavior with local PF can be
induced due to the thermo-mechanical dependency of the transformation stress over the
lifetime of the system.
The right column presents the dynamic behavior with a rounding e�ect due to the material’s
polycrystalline structure, averaging over all crystals, and internal hysteresis loops under
changing loading conditions. The upper part of the right column shows a stress-strain
diagram with a smooth curve during the PT [57]. This behavior of the SMA depends on
innumerable grains of the CLS called polycrystalline. The dynamic part is only considered
if the assumption of the box-shaped stress-strain behavior does not provide the needed
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accuracy. This is the case in actuation systems where the cyclic actuation leads to internal
hysteresis, and the SMA based system can only be controlled when the model includes
this dynamics [57].
A computational model can significantly reduce the experimental e�ort for material
characterization and system behavior prediction. However, the e�ort of implementation
and the calculation time scale with the number of considered aspects and the possible
simplifications from 3D to 2D or 1D due to the system boundary conditions.

1.3.2 Model aproaches

Commonly known models can be classified into two main approaches: phenomenological
and physics-based. Depending on the complexity of the operation area, the computational
e�ort, and the accuracy of the prediction, one or the other or a hybrid model consisting of
both classes is used [243, 97, 66].

Phenomenological-based

A phenomenological model attempts to reproduce one or more key aspects using mathe-
matical functions without considering or incorporating the system’s underlying physical
properties. These models are generally used to represent a single aspect of SMA be-
havior, such as plasticity or thermo-mechanical coupled behavior [243, 97, 66, 193, 85].
The mathematical framework of the model is calibrated using a specific experimental
parameter set of the target system. Therefore, it can use mathematical functions [256,
238], state machines [264, 43], and look-up tables [134], to predict the system behavior of
similar parameter sets under defined ambient conditions and constraints, with varying
accuracy [45]. These models are typically used to describe simple macroscopic system
designs [136]. However, this approach facilitates integrated system control [217], and fatigue
prediction [90] with low computational e�ort.

Physics-based

The physics-based model aims to replicate the characteristics of SMA material, such as the
SM e�ect and the SE e�ect, by utilizing the underlying physical properties of the system.
These models consider one or more key aspects of the micro-, meso-, and macroscopic
thermo-mechanical behavior, using continuum mechanical and thermodynamical laws
combined with statistical approaches [256, 251, 242, 238, 226, 220, 204, 199, 187, 174, 169,
92, 91, 57]. Most of the parameters defined in this model approach have physical analogies.
Microscopic-based models provide a more detailed view and accurately resolve the PT
behavior, enhancing the understanding of the thermo-mechanical behavior in the CLS of
the SMA-based system. For example, Wendler et al. [92] introduces an interface energy
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that enables the adjustment of the strain band evolution on the micro-scale. In the local
implementation of Welsch et al. [80], the physics-based model is combined into a hybrid
model, incorporating phenomenologically motivated parameters that cover the micro-scale
PT e�ects. However, for the system-level modeling of the SMA-based application, which
refers to the macroscopic domain, the detailed view of the CLS is less suitable [243, 97, 66].
The physics-based description rebuilds the fundamental relationships of thermo-mechanical
coupled SMA. This model approach inherently captures the nonlinear and hysteretic
stress-strain-temperature relationship, enabling the prediction of system behavior under
arbitrary physical constraints beyond the fitted experimental parameter set. Because of
this structural base, it becomes possible to predict both the microscopic and macroscopic
behavior using a similar approach. Physics-based models are commonly used to develop
complex systems based on SMAs, allowing for prediction of system performance under
di�erent ambient conditions [215, 169, 62].
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2 State of the Art

In this part, various existing EC HP systems will be presented based on the fundamentals
of SMA, the material science, and model aspects of EC. Additionally, the physics-based
MAS model will be introduced, which will serve as the basis for the following simulation
work.

2.1 Elastocaloric heat pump system

In the 1980s, the first caloric devices based on SMA were heat engines [270]. These systems
use the same operation principle as HP, but the thermodynamic cycle is inverted. In recent
decades, the interest in EC technologies based on caloric e�ects in ferroic materials has
grown. The literature contains numerous overviews and comparisons of the developed EC
systems [147, 118, 104, 74, 42, 47, 18, 5]. The systems can be classified according to the
type of load (tension, compression, bending, and torsion), the HE mechanism (conductive
and convective), the operation principle (simple HE, heat recovery, active regeneration), as
well as the number of material units in a system and how they are arranged (single-stage
or multi-stage, cascade or parallel).
Subsequently, this section will summarize the EC devices for di�erent loading types and
application scales and discuss the thermo-mechanical performance and the simulation
models.

2.1.1 Tensile loaded

In this part, various devices utilizing tensile loaded SMA elements are introduced and
named after their first publication author.

Takeuchi

The first EC heating and cooling demonstrator was showcased at the ARPA-E Energy
Innovation Summit Technology Showcase 2012 [172] by the researcher group of Professor
Takeuchi. This device consists of multiple NiTi single wires mounted around the circumfer-
ence of two non-parallel, synchronously rotating, annular rings between two concentrically
mounted tubes. As the rings rotate, the wires are tensionally loaded and unloaded due
to the inclination angle of the upper annular ring. Consequentially, stationary cold and
hot semicircles are formed between the tubes. Two independent air flows, guided across
each wire group, produce a continuous air heat flux for heating and cooling. However, the
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achievable temperature di�erence between the inlet and outlet of the hot and cold duct is
not reported, and there is no numerical simulation of the demonstrator reported in the
literature.

Schmidt

Schmidt et al. [149] presents an EC test bench for single SMA elements. This test bench
allows for the characterization of specimens with di�erent geometries under di�erent
thermodynamic boundary conditions [107]. The SMA element undergoes the EC cycle
while alternately increasing the temperature di�erence of the heat sink and heat source
based on conductive HE. The test stand also enables the variation of EC process parameter
to optimize the temperature di�erence, heating and cooling power, and COP. Schmidt
et al. [106] reported a maximum temperature di�erence of 21 K between the heat sink
and heat source, and a maximum COP of 8.3 at no thermal load, for NiTiCuV. Ullrich et
al. [152] presented a physics-based 2D simulation approach based on the MAS model.

Tuöek

A discontinuously working active EC regenerator based on convective HE with guided
liquid between axially tensile loaded SMA plates stacked in several planes was presented by
Tuöek et al. [109]. In this mechanical setup, a piston moves the HT medium, and control
valves manage the separation of the thermal energy. The thermal energy is gradually
extracted by a hot and cold heat exchanger, resulting in a maximum temperature di�erence
of 19.9 K [83] between the two at no thermal load. Tuöek et al. [131] uses a 1D coupled
energy equations of the HE fluid and solid matrix for cyclical steady state operation to
predict the temperature di�erence, thermal power, and COP . This model is also utilized
in their magnetocaloric simulations [178, 163]. The input work accounts for the mechanical
work required to load the material adiabatically and the work needed to pump the fluid. It
is assumed that the work released during unloading can be fully recovered, and the input
work is only associated with the enclosed area of the performed cycle in the stress - strain
diagram.

Ossmer

Ossmer et al. [103] developed and realized an SMA thin-film-based cooling demonstrator on
the microscale. In this framework, the SMA film is loaded out-of-plane, and the conductive
HE, by alternating contact with the heat sink or heat source, generates a discontinuous
heat flux. The single stage demonstrator achieves a temperature di�erence of 14 K at
no thermal load [81]. Whereas, the cascaded device achieves a temperature di�erence of
27.3 K at no thermal load [6]. The EC behavior of the thin films was simulated using the
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local PT properties with two di�erent approaches: Wendler et al. [92] have implemented
the MAS model [233] approach in COMSOL, utilizing the unsimplified calculation of the
transition probabilities. The interface energy of the local PT behavior is implemented
purely physics-based for three dimensions. Welsch et al. [80] implemented the extended
MAS-model [226] in COMSOL, incorporating the barrier-evaluated transition probabilities.
The implementation of local PT behavior in one dimension is implemented using non-
local extensions and a strain-softening part, resulting in a hybrid model that combines
physics-based and phenomenological-motivated approaches.

Kirsch

A further application for tensile loaded EC material in a continuous operating EC HP
system based on a multitude of tensile loaded SMA elements is presented by Kirsch et
al. [74]. In this setup, SMA wire bundles are arranged along the circumference between
two co-rotating disks, allowing a synchronous guiding of the SMAs during rotation.
The adjustable loading profile, defined by a rotary cam track, determines the tensile
strain for each SMA element traveling along the circumference, enabling an optimized
thermodynamical process [100]. Forced convective HE, realized between an inner and
outer cylinder, achieved a temperature di�erence of 8 K in initial experiments with the
ambient airflow as the thermal load [50]. A fully coupled thermo-mechanical system
simulation, implemented in MATLAB, covers the thermal and mechanical aspects of
the system [40]. The EC e�ect of the SMA material, along with the specific latent heat
dependent temperature evolution, is considered and implemented using an 1D model for
the SMAs with box-shaped PT kinetics, based on the lumped extended MAS-model [226].
Recently, this system and model approach was adapted by Cirillo et al. [4].

2.1.2 Compression loaded

This part introduces di�erent devices with compression-loaded SMA elements, each named
after their respective first publication author.

Qian

Qian et al. [105] develop an EC HP system based on compression-loaded SMA tube packets
surrounded by a fluid. The convective HE produces a discontinuous heat flux between
the liquid and the SMA using control valves. With a heat recovery approach, the device
achieves a temperature di�erence of up to 27.8 K at no thermal load [124]. This system
approach is implemented and simulated in Simulink [87, 76]. In this model, a 1D approach
is used to consider the specific latent heat dependent temperature evolution, incorporating
PT kinetics for polycrystalline SMA material. This model approach is based on the
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MAS model [233]. The system simulation is based on the unsimplified calculation of the
transition probabilities, using the error function. Therefore, a high computation time of
the model is assumed. It also considers a phase-dependent transformation stress. The
fluidics uses central di�erence, and the convective HE terms were discretized with the
second-order upwind scheme, and the forward Euler method was applied to solve time
evolution.

Ahcin

Ahcin et al. [12] recently improved the concept of compression loading and demonstrated its
validation using multiple SMA tubes. The surrounding HE fluid produces a discontinuous
heat flux using control valves. With the regenerative concept, a temperature di�erence of
up to 31.3 K [12] is achieved at no thermal load and 5.2 K at 25.9 W heating power [12].
The HE of this setup is numerically modeled in MATLAB [19, 13]. A lumped HE model
is used to represent the temperature evolution over time between the SMA material and
the HE fluid while accounting for the losses to the housing. The temperature change in
the SMA tubes is implemented by applying thermal energy. The model approach does
not consider the PT behavior of the SMA material and the specific latent heat dependent
temperature evolution.

Bachmann

Bachmann et al. [20] presented a continuous operating EC HP system based on a multitude
of compression loaded SMA elements. The SMA tube bundles are arranged along the
circumference and loaded by a concentrically rotating excenter. The HE medium flows
passively along five elements and achieves a temperature di�erence of 6 K [20] with no
thermal load. The HE of this setup is numerically modeled in MATLAB [14]. The
system simulation approach is based on lumped HE characteristics without considering
the underlying thermo-mechanical EC e�ect.

Zhou

Zhou et al. [7, 2] presented a discontinuous multi-material cascaded EC regenerator based
on compression loaded SMA tubes. In this arrangement, single tubes, out of three di�erent
SMA materials, are inline arranged and surrounded by the HE fluid. The HE medium,
guided by control valves, achieves a temperature di�erence of 75 K with no thermal load.
However, no numerical simulation of the demonstrator has been reported in the literature.
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2.2 Müller-Achenbach-Seelecke model

During the PT of an SMA, changes in internal energy occur due to energy exchange with
the environment, resulting in either increase or decrease of the SMA’s temperature until
reaching a thermodynamic equilibrium. Therefore, it is essential to consider the energy
balance of the SMA using a physics-based modeling approach. Additionally, the SMA
material exhibits strong hysteretic mechanical and thermal behavior [259, 247, 243, 192].
Several models, known from the literature, based on free energy principles have been
proposed for the simulation of SMAs [233, 205]. These models, catching the essential
characteristics of the material response, are also known as constitutive models [267, 261,
256, 251, 242, 238, 226, 220, 204, 199, 187, 174, 169, 91, 57]. Mainly, the models provide
a physically motivated description of the thermo-mechanically coupled behavior of SMA
material, while others only assume an isothermal case. Several approaches in the literature
describe the simulative replication of the EC cycle [110, 76].
One of the most commonly used physics-based SMA material models in recent decades
is the Müller-Achenbach-Seelecke (MAS) model [233, 204]. This model considers a meso-
scopic material layer, averaging over the microscopic lattice cells. Due to its mathematical
approach based on the Gibbs free enthalpy with its dependency on stress, strain, and tem-
perature, this model exhibits an inherent thermo-mechanical coupling. The irreversibilities
are inherent in the model due to the multiwell free energy system of the Helmholz free
energy. Therefore, the MAS model approach is able to predict the thermal dependence
of the transformation stress by taking into account the underlying mechanism of the PT
and recreates the mechanical work input, as well as the exchanged thermal energy output.
This allows the calculation of the COP , a significant reference value for caloric processes.
The MAS model has been used for 1D thermo-mechanically coupled simulation in finite
element software of actuator wires [226, 168, 57], tensile loaded superelastic wires and
beams [196, 199, 187, 152], as well as single crystalline thin-films [80] and compressive
loaded polycrystalline tubes [76]. Shaw and coworkers proposed another approach for the
simulation of actuator wires [227, 243, 247, 215]. Welsch et al. [80], present a variant of
the MAS model modified with local extensions that covers the micro-scale PT e�ects.
Qian et al. [76], present a variant of the MAS model modified with a transformation stress
depended on PF which covers the polycrystalline e�ect of the material. In some of those
implementations, the polycrystallinity [57], thermal boundary condition e�ects [168], and
the macroscopic field e�ects [128], were pointed out in detail.
Using the MAS model, also multidimensional simulations have been performed in the last
decade [203, 210, 92, 76]. Wendler et al. [92] present a variant of the MAS model modified
for plane stress conditions, appropriate for polycrystalline thin-films with conductive and
convective HE.
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Also, the dynamic system behavior prediction can be simulated based on the MAS
model [242]. In this application, the transformation probabilities of the PF based on the
Boltzmann equation are calculated in slightly di�erent variations. However, each form is
still based on the same parent equation, leading to di�erent computational e�orts.
Due to the generality of thermal activation and mesoscopic free energy framework, the
MAS model enables the adaption to represent other ferroic materials, like ferroelectric
and magnetic implementations [211].
The following part replays the fundamental mathematical structure of the MAS [233]
model as known from literature [80, 74]. It presents the set of thermo-mechanically coupled
multi-field equations, including the Helmholz free energy, Gibbs free enthalpy, kinetics
law, stress-strain equations, and energy balance.
This work presents only the needed formulas and information to implement a physics-based
SMA model. The detailed information on the model is given in literature [242, 233, 21,
188, 168, 80].

2.2.1 Internal energy

In the context of the SM e�ect and SE e�ect, the HE between the SMA and the environment
a�ects the thermodynamic equilibrium of the SMA material. Due to the thermo-mechanical
coupling, the relationship between the mechanical stress and strain is a�ected. In addition
to mechanical stress, the temperature of the material directly influences the PT behavior
of the SMA [259]. The specific parameters related to mass or volume are used to make the
equation independent of the system’s scale.
Equation 2.1 presents the first law of the thermodynamic with specific parameters [190].

dusma
dt¸ ˚˙ ˝
a

= dq

dt¸˚˙˝
b

+ dw

dt¸˚˙˝
c

= q̇¸˚˙˝
d

+ ‡ · Á̇¸ ˚˙ ˝
e

(2.1)

The change in specific internal energy of the SMA (usma) (2.1) (a) of a closed system is equal
to the sum of the change in specific thermal energy (q) (2.1) (b) and the change in specific
mechanical work (w) (2.1) (c). The change in specific thermal energy (q) (2.1) (b) indicates
the absorption of specific thermal energy by the system with a positive sign and the release
from the system with a negative sign. This term is know as specific thermal power (q̇)
and can be simplified to (2.1) (d). The change in specific mechanical work (w) (2.1) (c)
indicates the work done on the system with a positive sign. The mechanical work depends
on the stress (‡)-strain (Á) conditions as introduced in section 1.2. The transformation to
time-dependent parameters leads to the simplification of (2.1) (e) with strain rate (Á̇) as a
parameter [233].
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2.2.2 Stress-strain relation

For the better unterstanding of the relationship between stress and strain introduced in
(2.1) (e), geometry-dependent parameters force (F ), area (A), and length (l) are defined
on an unloaded/undeformed SMA in Figure 2.1 (a) and on a loaded/deformed SMA
in Figure 2.1 (b). The internal stress within a single-crystalline SMA element can be
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Figure 2.1: Relationship between force (F ), length (l), stress (‡) and strain (Á):
Unloaded/undeformed SMA (a) and a loaded/deformed SMA (b)

calculated using the stationary 1D momentum balance, introduced in Equation 2.2. This
can be calculated with the applied force (F ) and the cross-sectional area (A) of the SMA.

ˆF

ˆx
= ˆ (‡ · A)

ˆx
= 0 (2.2)

This is also known in the simplified representation as Equation 2.3, assuming a constant
cross-sectional area (A) along the sample and no distributed load along the SMA.

‡ = F

A
(2.3)

The strain (Á) of the SMA can be calculated using Equation 2.4, with the original length (l)
and the applied displacement (∆x).

Á = l + ∆x

l
(2.4)

The conventional materials, without stress, strain or temperature-induced PT, typically
show a direct relationship between the stress and strain values, which can be described
piecewise with a linear, quadratic or cubic mathematic function. The box-shaped, hysteretic
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stress (‡) - strain (Á) diagram of the SMA is presented in Figure 2.2. In this schematic,
the commonly known material parameters like Young’s modulus for A (EA), M (EM), and
transformation strain (Át) are highlighted. This representation of the stress-strain relation
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Figure 2.2: Box-shaped, hysteretic stress (‡) - strain (Á) diagram of the SMA ele-
ment.

assumes symmetric material conditions of tensile and compressive loaded SMA material.
It should be noted, that in reality the SMA material exhibits a tension-compression
asymmetry [248, 243, 248, 165, 8].
Due to the aim of using thin SMA elements with fast HE capabilities, the following
discussion of the modeling and implementation focuses on SMA material under tensile
load. As a result, this work will provide a detailed description of the tensile-loaded path,
using only a typical value of Young’s modulus for M (EM) and transformation strain (Át),
without limiting its applicability.

Transformation stress from A to M

Further parameters are essential for describing the material behavior in a model and can be
derived from Figure 2.2. The transformation stress from A to M (‡A) describes the height
of the upper plateau of the hysteresis. This value can be calculated using Equation 2.5,
with the ‡A at the reference temperature (T ref) (a), and the change in the transformation
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stress from A to M (‡A) (b) with varying SMA temperature (T ), in accordance with the
law of Clausius-Clapeyron [259, 227, 215].

‡A (T ) = ‡A (T ref)¸ ˚˙ ˝
a

+ ˆ‡A (T )
ˆT

· (T ≠ T ref)
¸ ˚˙ ˝

b

(2.5)

To ensure that the stress-strain relationship is physically feasible, the value ‡A must be
restricted at the lower limit to at least half of the hysteresis height (∆‡). The corresponding
strain value at the point of ‡A is known as corresponding strain from A to M (ÁA). This
point can be calculated using Equation 2.6, which utilizes the value of transformation
stress from A to M (‡A) and Young’s modulus of A (EA).

ÁA = ‡A
EA

(2.6)

Transformation stress from M to A

The transformation stress from M to A (‡M) describes the height of the lower hysteresis
plateau. This value can be calculated using Equation 2.7 (a)-(b) as the equivalent to
Equation 2.5.

‡M (T ) = ‡M (T ref)¸ ˚˙ ˝
a

+ ˆ‡M (T )
ˆT

· (T ≠ T ref)
¸ ˚˙ ˝

b

= ‡A (T ) ≠ ∆‡ (T ref)¸ ˚˙ ˝
c

(2.7)

Using the hysteresis height at the reference temperature (∆‡(T ref)) and assuming similar
temperature dependency of FT and BT, the calculation of the lower hyateresis plateau
can be simplified to Equation 2.7 (c). The value of the transformation stress from M to A
has also been limited downward to the negative half of hysteresis height (≠0.5·∆‡). The
value corresponding strain from M to A (ÁM), corresponding to the point of transformation
stress from M to A, is calculated using Equation 2.8, with transformation stress from M
to A (‡M), Young’s modulus of M (EM), and transformation strain (Át).

ÁM = ‡M
EM

+ Át (2.8)

The formulars (2.5), (2.6), (2.7), and (2.8) are provided for the case of tensile-loaded SMA
material. In the case of compressive load, the signs of the equation terms and the specific
values need to be adjusted.
Note that the transformation strain (Át) is the additional strain value which is gained or
lost during PT at zero stress. However, the corresponding strain from A to M (ÁA), and
corresponding strain from M to A (ÁM) are calculated using (2.5) and (2.7) and represent
the strain value at the calculated value of the transformation stress.
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2.2.3 Phase transformation kinetics

The PT between A and M phases and vice versa occurs when the stress level is higher
or lower than the temperature-dependent transformation stress, defined in Equation 2.5
and Equation 2.7. The momentum balance in Equation 2.2 is a�ected by the microscopic
phase conditions, as shown in Figure 2.3, for a thin SMA element. The number of the
CLS cells of each phase (M-, A, M+) weighted by the number of all cells in the SMA
element is called phase fraction of M- (›≠), A (›A), and M+ (›≠). In this schematic, the
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Figure 2.3: Relationship between stress (‡), phase (M-, A, M+), phase fraction (›),
and material parameters of a thin SMA element.

fictive SMA element consists of three di�erent PT states: The section on the left side,
highlighted in blue, is transformed into compression martensite (M-) with the associated
phase fraction of the M- (›≠) and the material parameters Young’s modulus of M- (E≠),
and the negative transformation strain (-Át). The middle section, highlighted in green, is
transformed into austenite (A) with the associated phase fraction of the A (›A) and the
material parameters Young’s modulus of A (EA). The section on the right side, highlighted
in red, is transformed into tensile martensite (M+) with the associated phase fraction of
the M+ (›+) and the material parameters Young’s modulus of M+ (E+), and positive
transformation strain (+Át).
Typically, the SMA bulk material consists of multiple layers. The macroscopic strain of the
SMA element is calculated by the weighted average of each layer. The distribution of the
phase fractions in each layer and between the layers is independent and also independent
of the geometric shape of the material [243].

Constitutive relation

The constitutive relation represented by Equation 2.9 depicts the relation between the
macroscopic stress (‡) and strain (Á). This relation is dependent on the phase fractions of
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M- (›≠) and M+ (›+), along with the material parameters such as the Young’s modulus of
M (EM), A (EA) and the transformation strain (Át).

‡ = Á ≠ Át · (›+ ≠ ›≠)
›++›≠

EM
+ ›A

EA

(2.9)

The phase fraction of the A (›A) can be determined by using the continuity law in
Equation 2.10, which states that each part of the material must be in one of the three
possible PT states: A (›A), M+ (›+), and M- (›≠). This provides the current material
composition of the SMA element.

›A + ›+ + ›≠ = 1 (2.10)

Transition probability

The change in phase fraction of each cell in the SMA element due to the thermo-mechanical
induced PT can be calculated using transition probability based on Boltzmann statis-
tics [242, 233]. This indicates the probability of finding a physical system in a particular
state when it is in its thermodynamic equilibrium, depending on the source phase frac-
tion (–) and target phase fraction (—). The rates of transformation between the three
global phase fractions can be described by di�erential equations derived from the algebraic
relation in Equation 2.10 and statistical thermodynamics. The change in phase fraction
consists of two parts: The cells of the SMA element leaving the specified phase fraction
from M+ or M- to A. Alternatively, the cells change their phase and join to the specified
phase fraction from A to M+ or M-. In the model, the transitions between M+ and M-
always occur via A. Therefore, it is only being calculated for M+ and M-.
In Equation 2.11, the change of the M+ phase fraction (›+) is defined. The leaving
part (a) is calculeted by multiplying the source phase fraction (›+) with the corresponding
transition probability from M+ to A (”+A). The joining part (b) is calculeted by multiplying
the source phase fraction (›A) with the corresponding transition probability from A to
M+ (”A+).

ˆ›+
ˆt

= ≠›+ · ”+A¸ ˚˙ ˝
a

+›A · ”A+¸ ˚˙ ˝
b

(2.11)

The equivalent calculation for the M- phase fraction (›≠) is presented in Equation 2.12.

ˆ›≠

ˆt
= ≠›≠ · ”≠A¸ ˚˙ ˝

a

+›A · ”A≠¸ ˚˙ ˝
b

(2.12)
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The transition probability for each CLS cell from one phase to another phase can be
calculated using Equation 2.13.

”–— = 1
· ›¸˚˙˝
a

· exp

Q

cccca
≠

b˙ ˝¸ ˚
∆G–— (‡,T ) · V char

kB · T¸ ˚˙ ˝
c

R

ddddb
(2.13)

Part (a) of Equation 2.13 defines a rate at which the system attempts to change its current
phase fraction, while assuming that the PT occurs much faster compared to the applied
strain rate of the SMA. The time constant of the phase fraction (· ›) is a material-specific
scaling constant. When using the MAS model for nummerical calculations, the time
constant is typically assumed to · ›=0.001 s [168].
Part (b) of Equation 2.13 defines the energy at the considered phase based on the current
stress (‡) and the SMA temperature (T sma). This energy is calculated using the Gibbs
free energy di�erence (∆G–—) between the source phase fraction (–) and target phase
fraction (—). The multiplication with the characteristic material volume element (V char)
makes it dimensionless. For nummerical calculation with the MAS model it is typically
assumed that V char=5 ◊ 10≠20 m3 [169]. Part (c) of Equation 2.13 relates the energy to the
Boltzmann constant (kB) as scaling constant as well as to the absolute temperature of the
SMA (T sma).
The laws of thermodynamics dictate that the transition probability must be calculated
using an error function and integration over each energy barrier at each time step of
the numerical simulation. However, for the box-shaped stress–strain material behavior,
only a discrete transformation behavior is required. This means that knowing the exact
shape of the transition probabilities is not necessary for this application. As a result, the
simplified calculation of barriers reduces the model’s numerical computation e�ort without
compromising accuracy [226].

Free Energy relation

The material strain (Á) allows for the identification of the current PT state as the order
parameter of the system. Compared to a commonly known system, density is the order
parameter from water to water vapor in the PT. To calculate the Gibbs free energy
di�erence, a free energy landscape that is dependent on stress and temperature can be
utilized, following the MAS model [242, 233]. This approach allows for the calculation of
the phase fraction and the internal transitions between M-, A, and M+.
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The Gibbs free enthalpy, calculated using Equation 2.14, naturally incorporates the thermo-
mechanical coupling into the SMA model due to its stress and temperature dependency.

G = HFE¸ ˚˙ ˝
a

+‡ · Á¸ ˚˙ ˝
b

(2.14)

The Gibbs free enthalpy consists of the Helmholz free energy (HFE) (2.14) (a) and a linear
strain (Á)-dependent deformation term (2.14) (a) with stress (‡) as slope. Therefore, the
following will first introduce the Helmholz free energy, which equates to the Gibbs free
enthalpy at zero stress. The energy landscape of the Helmholz free energy needs to be
dependent on the strain. It should have three minimum points representing the three
possible PT states, along with two maxima as a separation between them. A multi-
parabola approach, consisting of five parabolas, enables an approximation of the Helmholz
free energy (HFE) and is presented in Figure 2.4 [233]. The parabolas create pits and

1 2

3

4 5

Figure 2.4: Schematic representation of the Multi-parabola approach [233] for the
Helmholz free energy (HFE). Extrema are marked as dots.

barriers due to their curvature: Each mesoscopic cell cluster in the SMA behaves like a
gravity-influenced sphere, constantly rolling into the possible lowest accessible pit of the
landscape. The pits are framed by the barriers formed by the neighboring parabolas. The
numbers 1, 3, and 5 are convex and generate a pit comparable to a thermodynamic local
minimum and the stable state for each phase. On the other hand, the numbers 2, and 4 are
concave, representing the barrier between the pits, which correlates with a local maximum.
Assuming the symmetric behavior of M- and M+, the landscape is symmetrically aligned
with the y-axis and the minimum point of the A horizontally fixed to zero strain. At
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the x-axis, the interesting strain values are highlighted: The local minimum of the M-
corresponds to the negative transformation strain (≠Át). Whereas, the local minimum of
the M+ corresponds to the positive transformation strain (Át).
The intersection point between parabola number 1 to 2 corresponds to the negative cor-
responding strain from M to A (≠ÁM) value. At this point, the M- loses its stability.
The intersection point between parabola number 5 to 4 corresponds to the positive cor-
responding strain from M to A (ÁM) value. At this point, the M+ loses its stability.
Furthermore, the intersection points between parabola number 3 to 2 correspond to the
negative corresponding strain from A to M (≠ÁA) value and number 3 to 4 to the positive
corresponding strain from A to M (ÁA). At this point, the A loses its stability. Those
intersection points represent the border between the phases and the inflection point of the
combined continuously di�erentiable function.
The Helmholz free energy depends on the strain (Á) and temperature (T ) and can be
calculated using Equation 2.15.

HFE (Á, T ) = usma¸ ˚˙ ˝
a

≠ T · s¸ ˚˙ ˝
b

(2.15)

It consists of the specific internal energy of the SMA (usma) (2.15) (a) and a linear spe-
cific entropy (s)-dependent deformation term (2.15) (b) with the temperature (T ) as slope.
Therefore, the energy landscape, displayed in Figure 2.4, is a snap-shot at a certain
temperature (T ).
The energy landscape of the Helmholz free energy for di�erent temperatures is presented in
Figure 2.5. With increasing temperature, the parabola number 3 curves downwards, and the
A becomes more attractive. Whereas, with decreasing temperature, the parabola number 3
shifts upward, and A leaves the reachable landscape. Thus the material transforms to
M- or M+ depending on the current stress level. Therefore, the temperature-dependent
vertical position of parabola number 3 inherently determines the material behavior as
either the SE or the SM e�ect.
The free energy cannot be measured directly, only its derivative. Therefore, the free energy
can only be determined up to a constant o�set. The initial point at zero strain (HFE0 =
HFE(Á = 0)) is set to Equation 2.16. Additionally, the Helmholz free energy values of the
minima for M- and M+ are set to zero.

HFE0 = 1
2 · [EM (Át ≠ ÁA) · (Át ≠ ÁM) ≠ EA · ÁA · ÁM] (2.16)
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Figure 2.5: Energy landscape of the Gibbs free enthalpy for di�erent temperatures
at zero stress. Extrema are marked with dots.

The turning points of the Helmholz free energy can be identified using Equation 2.17, with
Equation 2.1, Equation 2.15 and the Legendre transformation and the total di�erential of
itself.

d HFE = ˆ HFE
ˆ Á

-----
T

· d Á + ˆ HFE
ˆ T

-----
Á

· d T = ‡ · d Á ≠ s · T (2.17)

Following Equation 2.17, the first derivative after strain is the stress, and the second one
is the Young’s modulus.
The Helmholz free energy for each parabola with the number i can be calculated using
Equation 2.18, extracted with multi-parabola approach (Figure 2.4) and Equation 2.15.

HFE i = pc1i · Á
2 + pc2i · Á + pc3i¸ ˚˙ ˝

c

(2.18)

The individual parabola parameters (pc1, pc2, and pc3) can be calculated using Table 2.1.
These are generated using general parabola equations and assuming continuous di�erences
between the intersection points and the reasonable corresponding scope of application for
each parabola i.
Up to this point, integrating the material-specific parameters into the model is possible, but
for the kinetics description of the PT processes, the Gibbs free enthalpy is necessary. The
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i Scope pc1 pc2 pc3

1 ≠Œ < Á Æ ≠ÁM
EM

2 EM · Át
EM

2 · Át
2

2 ≠ÁM < Á Æ ≠ÁA
EM·ÁtM+EA·ÁA

2·ÁAM
ÁA · EM·ÁtM+EA·ÁM

ÁAM
2·G0·ÁAM+ÁA2·(EM·ÁtM+EA·ÁM)

2·ÁAM

3 ≠ÁA < Á Æ ÁA
EA
2 0 G0

4 ÁA < Á Æ ÁM
EM·ÁtM+EA·ÁA

2·ÁAM
≠ÁA · EM·ÁtM+EA·ÁM

ÁAM
2·G0·ÁAM+ÁA2·(EM·ÁtM+EA·ÁM)

2·ÁAM

5 ÁM < Á < Œ EM
2 ≠EM · Át

EM
2 · Át

2

with ÁtM = Át ≠ ÁM and ÁAM = ÁA ≠ ÁM

Table 2.1: Parameters of the multi parabola landscape, adapted to the SMA
material

energy landscape of the Gibbs free enthalpy for di�erent stress (‡) values can be calculated
using Equation 2.19, which is a combination of Equation 2.14 and Equation 2.18.

Gi = HFE i + ‡ · Á = pc1i · Á
2 + pc2i · Á + pc3i ≠ ‡ · Á (2.19)

The integration of the stress in the energy landscape results in s stress-dependent tilting,
as presented in Figure 2.6 for an applied tensile stress (‡=0). In the case of a compression-
based stress (‡50), the graphs will be mirrored at the y-axis.
Looking back to the transition probability (”–—) introduced in Equation 2.13, the Gibbs
free energy di�erence (∆G–—) between the source phase fraction (–) and target phase
fraction (—), can be calculated using all four equations from (2.20) to (2.23) depending on
source and target.

∆G≠A = G2 (Áex,2) ≠ G1 (Áex,1) (2.20)

∆GA≠ = G2 (Áex,2) ≠ G3 (Áex,3) (2.21)

∆GA+ = G4 (Áex,4) ≠ G3 (Áex,3) (2.22)

∆G+A = G4 (Áex,4) ≠ G5 (Áex,5) (2.23)

The strain value at the extremum (Áex,i), marked as dots in Figure 2.5 and Figure 2.6, can
be calculated using Equation 2.24 for each parabula.

Áex,i = ‡ ≠ pc2i

2 · pc1i
(2.24)

The multi-parabola approach inherently determines material behavior as either SE or
SM e�ect. This approach also implies a part of the thermo-mechanical coupling due to
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the strain-, temperature-, and PF dependent stress determination. With the mesoscopic
free-energy function, the model can predict the macroscopic, hysteretic material behavior
of SMAs. However, to account for the temperature change related to the released or
absorbed specific latent heat, the energy balance of the SMA must be considered.

1

2

3

4

5

Figure 2.6: Energy landscape of the Gibbs free enthalpy for di�erent stress (‡)
values and constant temperature. Extrema are marked with dots.

2.2.4 Energy balance

The energy balance of the SMA material can be calculated using Equation 2.25 [168],
following the first law of the thermodynamics, which is introduced in Equation 2.1. The
change of the specific internal energy of the SMA (usma), can be calculated using (2.25) (a)
with the material-specific value of density (fl), and specific heat capacity (c), as well as the
temperature (T ). This specific internal energy (usma) can also be modified by accounting
for the thermal power into the SMA. The release or absorption of the specific latent
heat (H) is dictated by the energy landscape, influenced by the current strain, stress, and
temperature, leading to changes in the phase fraction (›) of M+ and M- as considered
in term (b). HE with the environment is an additional term that influences the specific
internal energy. This is calculated using (c), with the heat exchange coe�cient (h), the
surface area of the SMA (Asma,surf), the volume of the SMA (V sma), and the temperature
di�erence between SMA and ambient. The last part is the Joule heating (d), with which
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the specific internal energy of the SMA (usma) can also be changed, for example, to induce
the SM e�ect.

dusma
dt

= ˆ

ˆt
· flsma · csma · T sma

¸ ˚˙ ˝
a

=

+ flsma · H ·
A

ˆ›+
ˆt

+ ˆ›≠

ˆt

B

¸ ˚˙ ˝
b

≠ h · Asma,surf
V sma

· (T sma ≠ T amb)
¸ ˚˙ ˝

c

+ j (t)
¸ ˚˙ ˝

d

(2.25)

The energy balance involves the full integration of the thermo-mechanical behavior into
the system, which includes the internal heating and cooling of the SMA related to specific
latent heat. The energy landscape changes due to a mechanical input, which a�ects the
phase fraction. The change in phase fraction leads to the release or absorption of the
specific latent heat, resulting in a change in temperature and consequently altering the
energy landscape. This interdependence of thermal and mechanical inputs shows that
only a thermo-mechanically coupled model can qualitatively and quantitatively predict
the complex behavior of an SMA-based system with su�cient accuracy.
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The preceding chapters have highlighted that understanding the thermo-mechanical ma-
terial behavior, particularly local e�ects such as the formation and propagation of PFs
during the PT, is crucial for qualitatively and quantitatively accurate SMA modeling.
Therefore, this chapter presents numerical simulations of the thermo-mechanically coupled
behavior of Titanium-Nickel-Copper-Cobalt (TiNiCuCo) thin-film samples and compares
them to experimental measurements [80].
As known from subsection 1.3.1, when dealing with inhomogeneous stress states along
the cross-sectional area or SMA elements with a nearly perfect CLS, a heterogenous
nucleation behavior can be expected over the lifetime of the system. The calculation of
the absorbed or released thermal energy by averaging along the entire surface of the SMA
without considering the position of the thermal energy spot, as described in literature
[247], leads to significant deviations, especially in microscale applications. In the case of
strain rate variation, the number of PF di�ers. Hence, proper guidance of the HE fluid in
convection-based systems or appropriate contact between the heat sink and heat source in
conduction-based HE needs to be adjusted. Additionally, controlling the thermal energy
output allows the development of an e�cient system.
This part of the work focuses on developing a model including the local nucleation behavior,
as well as the thermo-mechanical material behavior of SMAs. The primary goal is to
accurately replicate the localized PT behavior of an SMA element during an EC heating and
cooling cycle. To achieve this, the MAS model, as described in section 2.2, is implemented
into the commercially available finite element (FE) software COMSOL Multiphysics. To
incorporate localized PT e�ects, lateral contraction and a transformation softening behavior
are implemented into the basic model. Furthermore, a non-local extension is added to the
model that takes into account the scaled contribution of the second spatial derivative of
the M field to the kinetics equations of PT, which considers the interfacial energy.
First, the experimental setup will be introduced, followed by the modeling approach, model
implementation, calibration, and validation. Finally, the results will be presented and
discussed.

3.1 Experimental system

In this section, the experimental data of the TiNiCuCo-based films are presented [145].
The experimental data of SE SMA thin films were generated and provided by the research



58 3 Local phase transformation model

group in Karlsruhe that investigated EC cooling on the micro-scale during the German
Research Foundation Priority Programme SPP1599 [122, 145].
The Ti overhead exhibits almost no fatigue behavior even after millions of load cycles [113].
Therefore, this material is investigated for its heating and cooling properties [102]. Because
of the microscopic scale of the SMA element, the global thermo-mechanically coupled
behavior is investigated, and the local e�ects of the PT were observed in the experimental
measurements.
The experiments presented in the following were conducted using a sputter-deposited
Ti 55.2 Ni 29.3 Cu 12.7 Co 2.8 single target thin-film of the dimensions: length (l=15 mm),
width (lw=1.75 mm), and depth (ld=18 µm).
First, the mechanical setup is introduced, and then the experimental results are presented
and discussed.

3.1.1 Mechanical setup

Figure 3.1 presents the experimental setup of the uniaxial tensile test procedure. The
mechanical setup consists of a commercially available universal tensile testing machine
from the company Zwick. The SMA thin-film sample is attached to alumina plates on both
ends using a two-component adhesive to ensure uniform stress at the clamping. These
prepared ends are then placed in the standardized sample holder.
During the experiment, the lower end of the sample remains stationary while a ball screw
drive moves the upper end. Force is measured by a force sensor with a resolution of 0.25 N.
The distribution of the sample’s temperature is monitored using an IR camera, the A655sc
from the company FLIR, with a spatial and temporal resolution of 25 µm and 10 ms. The
macro lens with factory calibration allows a temperature range of ≠40 ¶C to 150 ¶C. The
sample is then coated with a graphite lacquer to achieve a defined emissivity compared to
the surface of the metallic specimen [229, 186].

Data acquisition

The main program triggers synchronous data acquisition between force and displacement.
The trigger signal is also sent via a TTL signal to the camera system for image acquisition.
The synchronized time-resolved position and force measurements are stored in a csv-file.
This file format allows for the evaluation of the time series data points using various
software such as Excel or MATLAB. The time series of images is stored on the PC and
then post-processed during the data evaluation, as described later in detail.
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Figure 3.1: Experimental setup for uniaxial tensile tests with IR thermography.

Test procedure

Figure 3.2 illustrates the load path used in the experiments. Before starting the test cycle,
a small force of 1 N is applied to the sample to prevent buckling. This pre-loading force
represents a stress of 32 MPa and a strain of 8.0 ◊ 10≠4

, considering the size of the sample.
The displacement at this point is approximately 0.01 mm. The test sequence consists of
four displacement-controlled steps:

• First, the SMA element is loaded up to a strain of 0.02 with the defined strain rate.

• In the second state, the strain remains constant for a duration of 10 s. The holding
period duration is chosen so that the sample returns back to ambient temperature.

• In the third state, the thin-film is unloaded with a defined strain rate until the force
reaches downwards a minimum of 1 N to avoid buckling.

• In the last state, the force remains constant for a duration of 10 s.
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Figure 3.2: Example load path for a strain rate of Á̇ = 1 ◊ 10≠2 1/s.

3.1.2 Experimental results

The experimental results for thermo-mechanical testing are shown in Figure 3.3 for three
di�erent strain rates [145]. The used sputter-deposited thin-film of the EC-enhanced
alloy TiNiCuCo, exhibits due to is nearly perfect CLS quasi single-crystal thermal and
mechanical behavior. The first and second rows show the evolution of displacement and

̇" ̇" ̇"

Figure 3.3: Experimental data of the tensile loaded sputter-deposited Ti55.2-
Ni29.3Cu12.7Co2.8 thin-film for di�erent strain rates.

force over time. The diagrams in the third row display the minimum, mean, and maximum
temperature at the centerline of the sample. These temperature values can be used for
description when the variations of the material behavior over the width and thickness of
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the sample can be neglected. In the case of thin-film, the thickness is negligible in any case.
The slight variation of temperature profiles in the lateral direction due to the inclination
angle of strain bands is also neglected because essential measures like the number of strain
bands and their propagation velocity are independent of the lateral position [145]. In this
row, it is evident that all temperature values almost return to their initial temperature
after the loading and holding state, as well as after the unloading and holding state. This
is crucial for maximizing or minimizing the temperature di�erence obtained during the EC
cycle, which is a crucial parameter for heating and cooling devices [106]. The presentation
of the local temperature distribution over time is shown as a waterfall diagram in the
fourth row. The spatio-temporal waterfall diagram is created by tracing the specimen’s
centerline in each image of the time series and plotting them next to each other. This
illustrates the evolution of the temperature vs. position and time in a 2D diagram. The
spatio-temporal waterfall diagram of the local temperature distribution enables better
visualization and easier comparison. This diagram can be used under the assumption of
homogeneous material conditions of the sample.
In the first column, the results of the lowest strain rate (Á̇ = 10≠3 1/s) are presented:
While loading, the SMA begins transforming at both ends almost simultaneously. This
is indicated by the temperature change of the material due to the release of the specific
latent heat. These two PFs travel along the thin-film and merge, producing the maximum
temperature at the meeting point. During the holding phase, the sample returns to
ambient temperature due to the convective HE with the environment. At unloading, the
material begins to transform in the middle, with distinct PFs traveling towards the ends
while cooling the material due to the absorption of the specific latent heat. The merging
of the PF results in the lowest temperature at the meeting point. During the holding
phase, the sample returns to the ambient temperature due to convective HE with the
environment. The unsymmetric PT behavior can be caused by slight variations in the
surface temperature of the sample.
The di�erent start behavior of the PT during loading and unloading in the IR images
indicates an incomplete PT of the material. The PT starts at both sample ends during
loading. During unloading, however, the PT starts near the center, where the temperature
peaks joined previously during the loading state. This indicates that the apparent meeting
of the PFs did not result in a full PT state. Instead, an un- or less transformed region
remains, where nucleation is preferred during unloading.
A drop in the force curve is observed during the holding period after loading. This also
indicates that the PT was not completed during loading because a decreasing temperature
due to HE also reduces the transformation stress, allowing further material to transform.
This ongoing PT process leads to further local expansion of the material, resulting in the
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force relaxation. If the PT is already complete during loading, no reduction in force can
be observed during the holding phase.
With the increasing and decreasing strain, the PFs travels along the SMA element and
induces a local change in the materials’s temperature. Higher strain rates, which are
presented in columns two and three, lead to the occurrence of a higher number of traveling
temperature peaks, which indicates propagating PFs. New PFs emerge when existing ones
cannot travel fast enough to transform su�cient material to account for the global applied
length change, in combination with the local temperature depended transformation stress
as introduced in Equation 2.5. This leads to a search for the next possible and suited
nucleation point along the SMA element [259]. In case of loading, the local self-heating
of the material at the PFs during PT hinders their propagation because a higher local
stress would be required to reach transformation stress. Conversely, during unloading,
the local self-cooling e�ect hinders their propagation. Depending on the distribution of
temperature along the sample, the formation or nucleation of new PFs appears to be more
energetically favorable than maintaining or increasing the propagation velocity of existing
PFs. At higher strain rates, the convective and conductive HE away from or to the PFs
does not keep pace with transformation-induced temperature change caused by the specific
latent heat, which is followed by the change of the local transformation stress. This leads
to more PF with increasing strain rate.

3.2 Model Approach

This section presents the modeling approach based on the experimental system and results.
The simulation model comprises various elements that need to be discussed in this approach.
This will include the selected model type, constraints for model dimensions, segmentation,
and discretization method, boundary conditions between the simulated system and the
environment, as well as model enhancements.
The used sputter-deposited thin-film of the EC-enhanced alloy TiNiCuCo, exhibits due to
is nearly perfect CLS quasi single-crystal a mechanical behavior with negligible fatigue [113].
Therefore, it is necessary to consider the basic hysteretic material behavior with thermo-
mechanical coupling and local e�ects, as introduced in Figure 1.6. Training and dynamic
e�ects can be excluded.
For the simulation of the hysteretic SMA material during tensile loading, the physics-
based MAS model is used as the foundation. This includes also the thermo-mechanical
coupling, as introduced before (section 2.2). The arbitrary MAS model normally considers
global, time-dependent phase fraction (›(t)). Therefore, the model will be extended in the
following part.
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3.2.1 Dimension

The SMA element is actually a 3D body. When creating models, it is best to opt for a
simple replication of the simulation’s focal element, boundary conditions, and operating
cycle. This simplification reduces the model’s complexity and minimizes computational
e�ort. However, reducing the model’s dimensions and simplifying the boundary conditions
during the operational cycle can lead to discrepancies between the simulated behavior and
the actual behavior of the focal element within the system.
In the case of the thin-film-based SMA element, which exhibits a uniform load and
temperature profile throughout the EC cycle along its depth, the small aspect ratio
between the depth and width of the sample (ld=18 µm and lw=1.75 mm respectively), as
well as between the depth and length of the sample (ld=18 µm and l=15 mm respectively),
allows for neglecting the dimension of the thickness in the model.
A loading or unloading along the length of the SMA, with a uniform load and temperature
profile throughout the cycle along its width, leads to the formation of sharp local strain
bands along the lateral direction, as presented in Figure 3.1 time series of images [145].
These Lüder-like strain bands show an angle that depends on the loading direction,
measuring 53¶ for the PT from A to M, and 59¶ for the PT from M to A [255, 247].
However, the bands have a consistent length across the width of the sample [255, 247, 222].
Therefore, the temperature and PT profile in the lateral direction due to the inclination
angle of strain bands slightly di�er in position along length of the sample. But the number
of discretized parts at a specific temperature and PT state along the sample’s length do
not significantly di�er, allowing for neglecting the dimension of the width in the model.
The essential values, such as the number of strain bands and their propagation velocity,
can be independent of the lateral position measured and also simulated by one line
along the length of the SMA element. Finally, the simulation model only needs to be
developed and implemented as a one-dimensional problem while assuming homogeneous
material conditions of the sample and compared with the one-dimensional temperature
data from measurements collected along the centerline on the film’s surface, as introduced
in section 3.1.

3.2.2 Segmentation

In the local regime, the centerline of the thin-film can be considered as numerous discrete
cell elements [243], as shown in Figure 3.4. Each element of the SMA has its own PT
state and is subordinated to a phase fraction (›) depending on the global stress (‡). To
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Figure 3.4: The SMA element is assumed as numerous discrete cell elements.

determine the material states of each element, the local strain and can be determined from
the displacement field (∆x) using Equation 3.1.

Á = ˆ∆x

ˆx
(3.1)

The change in length of the local cell within the SMA element is mainly caused by the
strain related to the PT (Át) and the elastic strain (Áelast). The transformation state of
each cell, represented by the phase fraction of the M+ (›+), enables the calculation of the
phase fraction strain (Át,›) for each cell, using Equation 3.2.

Át,› = ›+ · Át (3.2)

Assuming negligible thermal expansions, the portion of the elastic strain (Áelast) can be
calculated using Equation 3.3.

Áelast,› = Á ≠ Át,› (3.3)

The transformation strain induces an isochoric lateral contraction (‹t=0.5 ) [243], resulting
in an non-constant cross-section area for each cell. This area can be calculated using
Equation 3.4, with the commonly known value of Poisson’s ratio for elastic deformations
in metals (‹elast=0.33 ), as well as the element’s width (lw), and depth (ld).

A = lw · ld · (1 ≠ ‹elast · Áelast ≠ ‹t · Át)2 (3.4)

This reduces the cross-section as the strain increases, which leads to locally increased
stress.
The mechanical behavior of the SMA element on the global scale is governed by the
stationary momentum balance in the loading direction, known from Equation 2.2. Summing
up over the entire SMA element with N numbers of cells, the product of stress (‡i) and
area (Ai) must be the same for each cell.
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3.2.3 Boundary conditions

The boundary conditions are defined based on the experimental setup presented in
section 3.1. The clamps at both ends of the SMA element are assumed to have similar
thermal and mechanical impact. Therefore, equal boundary conditions for temperature,
displacement, and force are considered at both ends. Using this symmetry, the simulation
model only needs to implement half of the SMA element length. This results in symmetric
propagation of the phase front along the sample.
To establish the mechanical boundary conditions of the one-dimensional geometry, one
end, which corresponds with the half length to the center of the sample, of the SMA is
fixed. Therefore, the position (x) and time (t) depending displacement (∆x) at this end is
set to zero for the entire test period, as presented in Equation 3.5.

∆x (x = 0, t) = 0 (3.5)

On the other end, the position (x) and time (t) depending displacement (∆x) is set to the
displacement which is pre-defined by the performed cycle (∆̃x), as presented in Equation 3.6.

∆x (x = l/2, t) = ∆̃x

2 (3.6)

This displacement is specified to the half of the displacement value generated by the
experimental test setup, presented in the first row of Figure 3.3.
At the holding phase after unloading, the boundary condition, introduced in Equation 3.6,
is replaced by a boundary condition that defines a constant force of 1 N to avoid buckling
of the thin-film, as presented in Equation 3.7. This condition is limited to the time interval
of t = [t3, t4], introduced in Figure 3.2, during unloading after reaching the minimum force
and the subsequent holding phase.

F (x = l/2, t = [t3, t4]) = 1 N (3.7)

The testing machine’s form- and friction-locked clamping mechanism acts as a heat
sink for each sample end due to the thin-film’s low specific heat capacity compared
to the significantly higher mass of the substrate. Therefore, the temperature at this
position (x = l/2) remains at ambient temperature, as presented in Equation 3.8.

T (x = l/2, t) = T amb (3.8)
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Concerning the symmetry assumption with respect to the midpoint of the sample, the
temperature gradient must be assumed to be zero, according to Equation 3.9.

ˆT

ˆx
(x = 0, t) = 0 (3.9)

The traveling of the PFs must be mathematically restricted to the sample area. Therefore,
homogeneous Neumann boundary conditions must be assumed for the phase fraction (›)
on the sample ends, following Equation 3.10.

ˆ›+
ˆx

(x = 0, t) = ˆ›+
ˆx

(x = l/2, t) = 0 (3.10)

3.2.4 Model improvements

In order to consider localized PT e�ects, as observed in the experiments discussed in
section 3.1, the MAS model introduced in section 2.2 needs to be extended. Therefore, the
temperature (T ), and the displacement (∆x), as well as the phase fraction (›) field need to
be considered as position- and time-dependent (x,t) local quantities.
The EC behavior of the thin-films was simulated with the local PT properties by Wendler
et al. [92]. In this contribution, the MAS model [233] approach is also implemented in
COMSOL, utilizing an interface energy for the local PT behavior in each layer and an
unsimplified calculation of the transition probabilities based on error functions. This
purely physics-based approach is implemented for three dimensions.
In literature, a few approaches were discussed to model localized behavior in finite element
software [247, 243, 192, 168, 145, 92]. In order to consider localized PT and continuous
transitions between A and M regions, a non-local extension can be utilized [215, 175, 170,
137, 184]. The localization e�ect in the material can be generated by a local softening
behavior during the PT [243]. In general, field e�ects can be accounted for by implementing
the fundamental material law into a more extensive field solution [168] or by including
additional gradient-based free energy terms. Various approaches for the non-local extension
exist and vary from strain gradient methods [215] over phase gradient energy [170, 137,
184] to Green’s functions [175].

Transformation stress

The segmentation of the SMA element into multiple cells, as presented in Figure 3.4,
requires adapting the ordinary MAS formulas, known from section 2.2, to enable local
prediction of the thermo-mechanical SMA behavior. Focussing on the local PT of only one
discrete cell of the SMA: If this cell begins to transform, its T changes due to the release
or absorption of the specific latent heat, followed by the change of the transformation
stress (Equation 2.5). When the transformation stress changes, the PT requirement for this
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specific cell also changes, causing the ongoing PT to stop and resulting in an incomplete
transformation state. At this point, a neighboring cell initiates the PT. It halts at the
same time, similarly to the preceding cell, resulting in a gradual homogenization of the PT
within the SMA element. This described behavior does not align with the transformation
behavior observed in the experiments (Figure 3.3). The observed local PT behavior
indicates once a cell initiates the PT process, it continues despite its temperature increase
until the cell’s PT is completed. The internal stress in the material at the PF prefers full
PT, which is caused physically by lattice mismatch of A and M and the introduced stress
between the lattice edges.
The full PT for each cell can be captured by a phase fraction dependent transformation
stress by inclining the plateau stress depending on the PT and the current phase fraction
[243, 227]. Similar approaches from the literature include adapting the coherency energy
contribution [245], and interaction energy [215], also resulting in a softening material e�ect
during FT and a hardening material e�ect during BT under isothermal conditions. This
approach is visible as a force drop in the stress - strain diagram during the PT [247, 215,
192].
The local term (c) extends the transformation stress from A to M (‡A) which consists
of term (a) and (b), resulting in the Equation 3.11. This enables full FT from the A
to M due to the degradation in transformation stress of the currently transforming cell
using a material-dependent parameter phase fraction dependence of ‡A (—A) and the phase
fraction (›).

‡A (T , ›) = ‡A (T ref)¸ ˚˙ ˝
a

+ ˆ‡A (T , ›)
ˆT

· (T ≠ T ref)
¸ ˚˙ ˝

b

≠ —A · (›+ + ›≠)
¸ ˚˙ ˝

c

(3.11)

Also the transformation stress from M to A (‡M) is extended by the local term (c), resulting
in the Equation 3.12. Increased transformation stress of the currently transforming cell
leads full BT from M to A during unloading, using a material-dependent parameter phase
fraction dependence of ‡M (—M) and the phase fraction (›).

‡M (T , ›) = ‡M (T ref)¸ ˚˙ ˝
a

+ ˆ‡M (T , ›)
ˆT

· (T ≠ T ref)
¸ ˚˙ ˝

b

+ —M · (1 ≠ (›+ + ›≠))
¸ ˚˙ ˝

c

(3.12)

This strain-softening part for the PT changes the classification of the MAS model from a
purely physics-based model to a hybrid model between physics-based and phenomenologi-
cally motivated.
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Phase fraction

The transitions between phases are defined by transition probability motivated in statistical
thermodynamics. The kinetics equations of the phase fractions for the consideration
of a global PT behavior, known from Equation 2.11 and Equation 2.12, only depend
with term (a), (c), and (d) on the time (t), and the transition probability (”), as replayed
Equation 3.13.

ˆ›+
ˆt¸ ˚˙ ˝
a

≠ ÷ · ˆ
2
›+

ˆx2
¸ ˚˙ ˝

b

= ≠ ›+ · ”+A¸ ˚˙ ˝
c

+ ›A · ”A+¸ ˚˙ ˝
d

(3.13)

ˆ›≠

ˆt¸ ˚˙ ˝
a

≠ ÷ · ˆ
2
›≠

ˆx2
¸ ˚˙ ˝

b

= ≠ ›≠ · ”≠A¸ ˚˙ ˝
c

+ ›A · ”A≠¸ ˚˙ ˝
d

(3.14)

The original formulas tend to produce a discontinuous PT behavior because of the
discretization of the SMA element into independent cells and the resulting variation
in temperature (T ) and phase fraction (›) among cells. One cell transforms, and the
neighboring one does not because of the slightly di�erent boundary conditions. This
scenario is di�erent from the local behavior of the PT observed in the experiments
(Figure 3.3), where also at higher strain rates clusters of cells transform in the same time
period. In material science, a transition zone between a cluster of A and M is reported on
a partially transformed NiTi wire [188]. Continuity between the phase fractions is enforced
by adapting the calculation using the di�usion term (b) in Equation 3.13. The second
spatial derivative of the phase fraction (›) enables a continuous spatial transition between
phases. The size of the transition zone can be adjusted using the material-dependent
parameter phase fraction di�usion coe�cient (÷). Neighboring areas ahead of the phase
fronts are slightly pre-transformed, making them preferred for further transformation.
Other similar approaches in the literature introduce interface energy [262, 253, 156, 218].
The calculation for the phase fraction is independent of the loading type, therefore phase
fraction of M- can be calculated using Equation 3.14.
This non-local extension in the calculation of the phase fractions changes the MAS
model from a purely physics-based model to a hybrid model between physics-based and
phenomenologically motivated. This modification enables a simplified barrier calculation
of the transition probabilities, incorporating a material-dependent parameter, compared
to the approach of Wendler et al. [92].
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Energy balance

The local PT behavior can introduce a significant di�erence in temperature between two
neighboring cells, which leads to a HT from one to the other. This PT independent
conductive HE changes the specific internal energy of a cell in the SMA (usma), known from
Equation 2.25, only dependant on term (a), (c), (d) and (e). In Equation 3.15, constant
SMA material parameters for density (flsma), and specific heat capacity (csma) are assumed,
with no Joule heating, without loss of generality.
The HT within the material between cells can be described by a di�usion term (b) using
Equation 3.15 and following the law of Fourier for heat conduction. The second spatial
derivative of the temperature (T ), enables the transfer of thermal energy (HT) between
cells. The HT can be adjusted using a material-specific parameter known as thermal
conductivity (Ÿ).

flsma · csma · ˆT sma
ˆt¸ ˚˙ ˝

a

=

+ Ÿsma
ˆ

2
T sma
ˆx2

¸ ˚˙ ˝
b

≠ h · Asma,surf
V sma

· (T sma ≠ T amb)
¸ ˚˙ ˝

c

+ flsma · H+ · ˆ›+
ˆt¸ ˚˙ ˝

d

+ flsma · H≠ · ˆ›≠

ˆt¸ ˚˙ ˝
e

(3.15)

The thermal conductivity is typically determined for the di�erent phase fractions, not
for the composition of more than one. Therefore, in order to consider the ongoing
transformation process, an e�ective thermal conductivity (Ÿsma) needs to be calculated for
each cell, using Equation 3.16.

Ÿsma = ŸM · (›+ + ›≠) + ŸA · ›A (3.16)

The material parameters for thermal conductivity of M (ŸM), and A (ŸA) are combined
based on the current mixture of the phase fractions in the cell. The adaption makes the
energy balance transformation direction-dependent and rate-dependent. This allows for
the calculation of time-dependent temperature change, which can be calculated at each
position in the SMA.
The numerical calculation of the thermo-mechanical SMA material behavior based on the
MAS model requests for iterative calculations. Each individual cell, introduced in Figure 3.4,
follows a calculation procedure. The model improvements discussed above, enabling the
prediction of local e�ects, account for localized PT with a non-local extension and strain-
softening component. This hybrid model combines physics-based and phenomenological
motivated approaches, enabling reproduction of traveling temperature peaks caused by
PT at multiple PFs using material-dependent parameters. The equations written assume
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homogeneous material properties of density (flsma), specific heat capacity (csma), and thermal
conductivity (Ÿsma). Note that the calculation order of the presented formulas must be
adapted to the used numerical simulation program.

3.3 Implementation

The thermo-mechanical coupled SMA model is implemented into the commercially available
FE software COMSOL Multiphysics. This software allows simulating custom PDE systems
on a one-dimensional geometry. The system of PDEs, which includes the momentum
balance, introduced in Equation 2.2, calculation of the phase fraction, introduced in
Equation 3.13, and the energy balance, introduced in Equation 3.15, is implemented into
the software for solving the position and time depending displacement (∆x(x,t)), as well
as phase fraction (›+(x,t)) and temperature (T (x,t)) fields.
For the modeling of the localized PT behavior with the extend MAS model of the thin-film,
only tensile stress is needed. The compression martensite variant is excluded by the test
procedure, discussed in section 3.1. The phase fraction of the compression martensite (›≠)
remains at zero and is therefore omitted.
The mechanical boundary conditions, defined in subsection 3.2.3, are applied in a sequence
corresponding to the performed loading cycle of the experiments, presented in section 3.1.
The pre-load applied to the SMA during the experiments results in purely elastic deforma-
tion of the material. Therefore, the simulation can start the load cycle from zero force,
which di�ers from the experiments but does not influence the PT behavior. For a direct
comparison between the experiment and simulation results, the simulation’s time axis will
be adjusted. The HE between the SMA element and the environment is always active
throughout the entire cycle, resulting in the same condition as those in the experiment.
For the di�erent strain rates, the varying duration of the cycle stages (loading, unloading,
and HE), as provided by the experiments, are listed in Table 3.1, along with the total
cycle time. The cycle’s loading path follows an increasing displacement preset with the
selected strain rate until the maximum displacement (∆xmax=0.3 mm) is reached. The

Strain rate Loading/unloading time HE time Cycle time
10≠4 1/s 200 s 10 s 420 s
10≠3 1/s 20 s 10 s 60 s
10≠2 1/s 2 s 10 s 24 s
10≠1 1/s 0.2 s 10 s 20.4 s

Table 3.1: List of total cycle time and internal steps of the load cycle at di�erent
strain rates.
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maximum displacement (∆xmax=0.3 mm) corresponds with the sample length (l=15 mm)
to a maximum strain (Ámax=0.02).
During the HE time after loading at the high temperature level, the displacement is
held constant. The unloading path of the cycle and the process of displacement control
must terminate by the solver once the minimum force (F min=1 N) is reached. An event
detection provided by the FE software determines the precise moment. It interrupts
the simulation and changes the mechanical boundary condition from being displacement
controlled (Equation 3.6) to force controlled (Equation 3.7). Suppose the BT from M to A
is not already completed during unloading. In that case, changing to force-control allows
further axial contraction of the sample during the HE time, at the low temperature level.
This is induced by the continued PT due to the temperature increase of the SMA material.
The following evaluates the specific parameters for the model, material, and environmental
conditions based on the thermo-mechanical behavior observed in the experiments.

3.4 Calibration

This section evaluates the parameters for the model and material, as well as the environ-
mental conditions needed to adapt the simulation to the executed experiments. First, the
basic material parameters typically found on the datasheet of the used SMA material
were introduced. Next, mechanical and thermal parameters were determined, considering
the specific sample, the performed loading procedure, and the constraints to the ambient.
Finally, the model-specific parameters for the MAS model were derived and summarized,
along with all other parameters, in a table for a better overview.

3.4.1 Basic parameter

The commonly known density value for pure NiTi is 6450 kg/m3. Due to the alloy additives
of Cu and Co, the material exhibits a higher specific weight. Thus, the density (fl) of the
sample is assumed to be 6500 kg/m3 [145].
The specific heat capacity of the sample material can be measured by a DSC measurement
using a synthetic Sapphire standard, resulting in a specific heat capacity (c) of 420 J/(kg · K)
for A and M [122]. The DSC can also be used to characterize the basic thermal material
parameters of the SMA material associated with the FT and BT [208, 181, 117].
Figure 3.5 shows the neededspecific thermal power for changing temperature. This DSC
measurement is performed on a NETZSCH Phoenix device with a temperature rate (Ṫ ) of
10 K/min. Due to the heterogeneity of the sample material, the paths in of the thermal
power in Figure 3.5 show double peaks during the PT [115].
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The specific latent heat (H) for heating and cooling can be calculated from the related
DSC curve using Equation 3.17 [182, 52].

H = 1
Ṫ

·
ˆ T f

T s

q̇ dT (3.17)

Therefore, the specific thermal power (q̇) is integrated, between the start (T s) and finish (T f)
temperature of the A or M, divided by the temperature rate, which corresponds to the
area under the transformation path. The specific latent heat (H) of the used material is
determined to 13.7 J/g [122].
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Figure 3.5: DSC measurement of the Ti 55.2 Ni 29.3 Cu 12.7 Co 2.8 sample

But, the related specific latent heat, by applying a tensile load, is often smaller than the
value obtained from the DSC measurement [122]. This di�erence in specific latent heat,
between temperature-, and stress-induced PT, can be based on a locally incomplete PT as
discussed in [224, 232]. Therefore, in literature for larger sample geometries like wires, an
additional method of characterization is introduced [54], which is based on compensating
the thermal energy during PT of the SMA.
This new method is not currently applied to the sample being used. Therefore, for the
current simulation approach of the thin-film, the value of the specific latent heat will be
adjusted, as explained later.

3.4.2 Mechanical and thermal parameter

The following, the mechanical and thermal parameters, will be evaluated.
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Young’s modulus

Figure 3.6 shows the relationship between force and displacement, representing the material
behavior of all conducted experiments, as presented in section 3.1. In this diagram, the
zero displacement position of each experiment is adjusted to account for the slightly
di�erent initial state caused by the pre-load of the thin film. As mentioned in the legend of
Figure 3.6, the ambient temperature near the sample varies slightly among the presented
experiments. Therefore, the stress - strain behavior of the experiments with the same strain
rate di�ers. This is visible in the transformation plateau of the experiments with a strain
rate of 10≠4 1/s, highlighted in red and blue. Due to limitations in the sampling rate of the
tensile test machine, the data from the experiment with the highest strain rate of 10≠1 1/s
exhibits deviations at the elastic A branch during loading and a curved representation of
PT start.
The Young’s modulus of A (EA) is derived to 35.2 GPa by using the slope of a straight
line fitted to the linear elastic A branch and taking the specimen geometry into account.
For the identification of the Young’s modulus of M (EM) and the transformation strain (Át)
a completely transformed material is necessary. The force reduction observed during the
holding phase in the force - time diagram of Figure 3.3 is also visible in this representation.
It confirms with the vertical force drop the assumption of the incomplete transformation.
To satisfy a complete PT, a quasi-isothermal tensile test with a strain rate of 10≠4 1/s is
conducted until the linear elastic M branch is reached. This experiment is depicted by
the red line in Figure 3.6. The Young’s modulus of M is determined as 14.8 GPa by using
the slope of a straight line fitted to the linear elastic M branch and taking the specimen
geometry into account. The transformation strain (Át) is read as 0.006 12 by using the
strain value at the crossing point between the fit and the strain axis.

Transformation stress

The increasing transformation stress during PT due to the thermo-mechanically coupled
material behavior is indicated by the inclination of the plateau curve and the hysteresis area
with increasing strain rates. The transformation stress directly depends on the temperature
of the material portion undergoing PT, thus the PF. Other zones of the specimen that are
not transforming yet or are already fully transformed and do not influence the current
force. Figure 3.7 illustrates the relationship between the force and temperature of the PF
for di�erent strain rates. The PFs are tracked by identifying local maxima in temperature
during loading and minima during unloading on the spatially resolved temperature data
obtained from the IR images. During the loading process, marked with red dots, the force
increases as the temperature of the PF rises from ambient to a maximum dependent on the
strain rate. The temperature dependency of the transformation stress from A to M (ˆ‡A

ˆT ),
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Figure 3.6: Force - displacement diagram of the TiNiCuCo thin-film experiments
for di�erent strain rates (Á̇), and fitted parameters like Young’s moduli of A (EA),
and M (EM), as well as transformation strain (Át)
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Figure 3.7: Force - temperature diagram at the PF of the TiNiCuCo thin-film
experiments for di�erent strain rates in order to derive the temperature dependence
of the transformation stress and stress at reference temperature.
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as introduced in Equation 3.11 (b), can be derived to be 18 MPa/K. This determination
is based on the slope of a straight line fitted to the data points and considering the
specimen’s size. At unloading, marked with blue dots, the force decreases with decreasing
temperature of the PF, starting again at ambient and then dropping to a strain rate
dependent minimum. The imperfections in the CLS result in an amplification of the stress
in some cells and their transformation, even when the mean stress of the neighboring cells
is lower. This premature PT of some cells is also visible as a bent M branch during the BT
in the force - displacement diagram of Figure 3.6 and leads to the initial kink in data points
in the Figure 3.7. After the initial kink and bend, the evaluated data points follow a linear
curve. The temperature dependency of the transformation stress from M to A (ˆ‡M

ˆT ), as
introduced in Equation 3.12 (b), can be derived to be 30 MPa/K. This determination is
based on fitting a straight line to the aligned data points while considering the specimen’s
geometry.
For binary NiTi, the temperature dependency of the transformation stress for FT and
BT is assumed with a typical value of around 7 MPa/K, as determined by isothermal
tensile tests at di�erent temperature [106]. In comparison, the quaternary TiNiCuCo show
significantly unequal values for FT and BT, which are two to four times higher. Still, the
selected material composition significantly changes the hysteresis behavior and, with this,
also the T dependency of the transformation stress, as introduced in subsection 1.2.3.
Figure 3.7 also enables the determination of the transformation stress from A to M at the
reference temperature (‡A(T ref)) to be 250 MPa, as introduced in Equation 3.11 (a), with
its corresponding reference temperature (T ref ,‡A) of 22.2 K. The transformation stress from
M to A at the reference temperature (‡M(T ref)) can be determined to be 32 MPa with its
corresponding reference temperature (T ref ,‡M) of 16.7 K, as introduced in Equation 3.12 (a).
The linear relationship between transformation stress and temperature for A and M is
defined by these four values.

Heat exchange coe�cient

The thermal connection between the sample and the environment influences the sample’s
thermal behavior during the loading, holding, and unloading periods. The HE and the
temperature profile of the sample are mainly based on the convective heat exchange
coe�cient, and the ambient temperature of the surrounding air. If the sample had
su�cient time to equalize any temperature di�erences before the experiment starts, the
ambient temperature (T amb) can be derived directly from the average sample temperatures
at the beginning of the experiment to be 21 ¶C. The heat exchange coe�cient (h) can be
determined from the temperature decline of the samples center region during the holding
phases.
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The thermal and mechanical influence of the clamping can be neglected due to the long
sample length and the short influence area of the clamping as visible in Figure 3.3. In
the center region of the sample, the distance to the camping is su�ciently large, and the
propagating and merging PFs create an almost homogeneous temperature field.
For the calculation of the heat exchange coe�cient (h), the energy balance known from
Equation 3.15 can be simplified by neglecting the di�usion term (b) due to a homogeneous
temperature distribution along the specimen. Also, the production and reduction terms (d,
and e) leave since no PT occurs. This assumption leads to Equation 3.18.

flsma · csma · ˆT

ˆt
= ≠h · Asma,surf

V sma
· (T ≠ T amb) (3.18)

Under the assumption of a uniform distribution of temperature, negligible influence of
the clamping, and no generation or absorption of specific latent heat, the temperature
evolution in the sample is governed by an exponential decay dependent on the heat
exchange coe�cient (h). To facilitate the comparison between experiments with di�erent
strain rates due to the di�ering sample temperatures after loading and unloading, as
well as start temperatures (T s), a normalized temperature is introduced. This normalized
temperature (T̃ ) can be calculated using Equation 3.19, with the geometry parameters of
the sample, volume (V ) and surface area (A), as well as the material parameters of the
SMA, density (fl) and specific heat capacity (c).

T̃ (t) = T (t) ≠ T amb
T s ≠ T amb

¥ exp
A

≠ h · Asurf
flsma · csma · V sma

· t

B

(3.19)

Figure 3.8 shows the decay of the normalized temperature (T̃ ) over the time (t) during
the holding period after loading or unloading at di�erent strain rates, evaluated from
the spatially resolved temperature data of the sample’s center region. Assuming the
same ambient condition for all di�erent strain rates, the pathway should be the same.
For lower strain rates (Á̇ = 10≠4 1/s and Á̇ = 10≠3 1/s), the di�erence between the ambient
temperature and the maximum temperature of the sample after loading, as well as the
ambient temperature and the minimum temperature of the sample after unloading, is too
small to produce a consistent trend. This is due to the nearly isothermal cycle conditions.
Therefore, only the faster strain rates (Á̇ = 10≠2 1/s and Á̇ = 10≠1 1/s) are presented in the
diagram and considered for the calculation.
In experiments with higher strain rates, the sample is not fully transformed after the
loading or unloading. This post-transformation is visible as a vertical fall or rise on the
force - displacement diagram, shown in Figure 3.6. The release or absorption of specific
latent heat due to the stress relaxation during the holding period changes the specific
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Figure 3.8: The normalized temperature (T̃ ) decay over the time (t) of the holding
period after loading or unloading at di�erent strain rates for the identification of
the convective heat exchange coe�cient (h).

internal energy of the SMA (usma) and influences the normalized temperature decay. When
the relaxation induced PT completes, the temperature balancing between the sample and
the ambient is faster. Therefore, a kink in each curve is visible. The change to a higher
slope on each path identifies the end and magnitude of the relaxation process. Since
the curves show no prominent slope change, the influence of relaxation is assumed to be
negligible.
The heat exchange coe�cient (h) is estimated to 18 W/(m2·K) using an exponential fit on
the data points, as presented by the dashed line in Figure 3.8.

3.4.3 Solver settings

Each simulation model’s specific physical dependency and complexity require di�erent
solving methods to improve the solution’s accuracy and computation speed. Therefore,
COMSOL provides a set of solvers, each embodying a particular approach to solve a
model based on the system dynamics, solution stability, and solver robustness [214, 32].
The presented simulation setup requires an implicit time-dependent solving method due
to the partial di�erential equations of the SMA model and its kinetic. The settings are
chosen to have no consistent initialization due to the user-defined initial values for each
dependent variable. The calculation tolerances are manually set to 10≠3 for both relative
and absolute values. The discretization method is chosen as Backward Di�erentiation
Formula (BDF) with a maximum order of 3, which is used due to its robust and stable
performance. The rapid fluctuation of the transition probability in contrast to the strain
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or temperature change in the SMA, categorizes the presented simulation model as a sti�
problem. To enhance the accuracy of the solution for the sti� model, the solver’s steps are
set to intermediate, starting with an initial time step of 10≠5 s. This configuration ensures
that the solver performs an intermediate calculation between each predefined time step. To
support the solution, a direct solver called MUMPS is used, which enhances robustness and
generality. Although this method requires more computational performance and time, it
allows for stable calculations with varying input parameters. Finally, the solving procedure
must be performed in a fully coupled manner using an automatic nonlinear method due to
the thermo-mechanical coupling of the SMA model and the corresponding dependencies
of the partial di�erential equations (PDEs) of the system. The initial damping is set to
10≠2, and the minimum damping during the solving process is set to 10≠6. The maximum
number of iterations is increased to 50, and the tolerance factor is chosen as 10≠3 to assist
in solving the sti� problem.

3.4.4 Parameter overview

All the model, sample, and material parameters that have been discussed and derived are
summarized in Table 3.2. This table also includes the empirically determined or adapted
parameters, highlighted in red for clarity and completeness, in anticipation of the model’s
validation. The final column specifies the origin or dependency of the parameter’s value.
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Name Symbol Value Source
Length l 15 mm sample
Width lw 1.75 mm sample
Sample depth ld 18 µm sample
SMA density fl 6500 kg/m3 sample
Specific heat capacity c 420 J/(kg · K) sample
Specific latent heat HDSC 13.7 J/g sample
Specific latent heat Hsim 5 J/g adoption
Young’s modulus of A EA 35.2 GPa experiment
Young’s modulus of M EM 14.8 GPa experiment
Transformation strain Át 0.006 12 experiment
Transformation stress of A to M ‡A(T ref ,‡A) 250 MPa experiment
Reference temperature of ‡A T ref ,‡A 22.2 ¶C experiment

Temperature dependence of ‡A
ˆ‡A
ˆT 18 MPa/K experiment

Transformation stress of M to A ‡M(T ref ,‡M) 32 MPa experiment
Reference temperature of ‡M T ref ,‡M 16.7 ¶C experiment

Temperature dependence of ‡M
ˆ‡M
ˆT 30 MPa/K experiment

Poisson’s ratio of elastic strain ‹elast 0.33 MAS model
Poisson’s ratio of transformation ‹t 0.5 MAS model
Characteristic volume V char 5 ◊ 10≠20 m3 MAS model
Time constant of phase fraction · › 0.001 s MAS model
Ambient temperature T amb 21 ¶C experiment

Heat exchange coe�cient h 18 W/(m2·K) experiment
Thermal conductivity for A ŸA 9 W/(m · K) adoption
Thermal conductivity for M ŸM 4.5 W/(m · K) adoption
Phase fraction dependence of ‡A —A 24 MPa adoption
Phase fraction dependence of ‡M —M 24 MPa adoption
Phase fraction di�usion coe�cient ÷ 12 ◊ 10≠8 m2

/s adoption

Table 3.2: List of utilized parameters for simulating the localized PT behavior of
the Ti 55.2 Ni 29.3 Cu 12.7 Co 2.8 sample.
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3.5 Validation
This section presents the performed simulation for three di�erent strain rates (Á̇ = 10≠3 1/s,
Á̇ = 10≠2 1/s, and Á̇ = 10≠1 1/s) using the implemented model and the parameters from
Table 3.2. It aims to validate and calibrate the simulation model by adapting the material
and model parameters.
The experimental and simulation results are compared in Figure 3.9. Regarding the
comparability of all essential data for the di�erent strain rates, the diagram is organized
in a matrix-like format:

1. Row presents the total displacement over time (∆x(t)).

2. Row presents the force over time (F (t)).

3. Row presents the minimum temperature (T min(t)) in blue, maximum tempera-
ture (T max(t)) in red, and mean temperature (T mean(t)) in green of the whole sample
over time.

4. Row presents spatio-temporal thermograms of the experimental results.

5. Row presents spatio-temporal thermograms of the simulation results.

6. Row presents spatio-temporal strain evolution of the simulation.

7. Row presents global M+ phase fraction over time (›+(t)) of the simulation.

8. Row presents the specific mechanical work over time (w(t)).

9. Row presents the specific thermal energy over time (q(t)).

The resulting field values are presented along the rows over time, while the strain rate
varies along the columns. Solid lines represent the experimental data in the line diagrams,
while dashed lines represent the simulation data.
The adaptation process and its criteria are described below, and the presented results will
be discussed in detail subsequently.
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Figure 3.9: Comparison of experimental data (solid line) and simulation (dashed
line) for displacement, axial force, minimal/average/maximal temperature of
the whole sample, spatio-temporal temperature evolution, spatio-temporal strain
evolution, global M+ phase fraction, specific mechanical work and specific thermal
energy.
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3.5.1 Specific latent heat and temperature

The specific latent heat (H) determines the level of temperature change in the material
during the PT in the adiabatic limit. At the adiabatic limit, which is reached by the
highest strain rate (Á̇) of 10≠1 1/s, the temperature evolution in the sample only depends
on the percentage of transforming material, specific latent heat, and specific heat capacity.
Due to the short loading time (t) of 0.2 s, the HE between the ambient and the sample, and
thus the precise value of the heat exchange coe�cient is negligible, despite the large surface
to volume ratio of the SMA sample. The specific heat capacity is reliably determined
through DSC measurement. The amount of transforming material is defined by the applied
strain and the temperature during the loading or unloading process. The specific latent
heat is the only remaining quantity that is independent of all others.
Starting from a specific latent heat (H) of 13.7 J/g measured by DSC, this value is adjusted
manually through an iterative process to adapt the peak temperature values obtained in
simulations to the peak temperature values observed in experiments at high strain rates
in the adiabatic limit. A good agreement is observed in the temperature evolution of the
maximum and minimum temperature during the loading and unloading process at the
highest strain rate for a specific latent heat (H) of 5 J/g, as shown by the red and blue
curves in row three, column three of Figure 3.9. Using this specific latent heat value for
the simulation of the two other strain rates (Á̇ = 10≠3 1/s, and Á̇ = 10≠2 1/s), the first and
second column of the third row demonstrate a good agreement between simulation and
experimental data for the maximum and minimum temperature during the loading and
unloading process. During loading and unloading, the curves also show that convective
HE becomes more influential as the strain rate decreases. This is supported by the smaller
temperature di�erence between the ambient temperature and the maximum temperature
after loading, as well as the minimum temperature after unloading. Finally, the mean
temperature, shown in green, indicates a good agreement between the simulation and
experimental data for the specified specific latent heat value of 5 J/g over the whole PT
process of the sample, across all strain rates.
During loading, the maximum temperature is determined by the total amount of specific
latent heat. During unloading and holding, only a reduced amount of specific latent heat
generates the temperature di�erence due to the blocked BT after reaching the material
specific austenite finish temperature. Therefore, the temperature di�erence between the
ambient temperature and the maximum temperature is highter than between the ambient
temperature and the minimum temperature.
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3.5.2 Phase fraction dependence of the transformation stress

The material-dependent phase fraction dependence of ‡A (—A) controles the material
softening e�ect while loading. This e�ect is introduced with the local extension of
transformation stress from A to M (‡A) in Equation 3.11 (c). The corresponding material-
dependent phase fraction dependence of ‡M (—M) controls the material hardening e�ect
while unloading. This e�ect is introduced with the local extension of transformation stress
from M to A (‡M) in Equation 3.12 (c). These two parameters are the counterparts to
the temperature dependend transformation stress from A to M (ˆ‡A

ˆT ) and transformation
stress from M to A (ˆ‡M

ˆT ).
In the case of the FT, the transformation stress from A to M increases due to the released
specific latent heat and the resulting temperature rise, but this increase has to be reduced
using Equation 3.11 (c) with —A. In the case of the BT, the transformation stress from M
to A decreases due to the absorbed specific latent heat and the resulting temperature drop,
but this decrease has to be reduced using Equation 3.12 (c) with —M. A rough estimation of
the parameters can be obtained from the experimental test. In a test series with increasing
strain rates, when a homogeneous PT of the whole sample is observed for the first time,
the parameter corresponds to the value of the peak temperature di�erence multiplied by
ˆ‡A
ˆT or ˆ‡M

ˆT .
The fine-tuning is made with two further simulations, one with a smaller strain rate and
one with a larger one: In case of too small values, for —A or —M, the cell does not finish
transforming at a certain strain rate, and a neighboring cell starts transforming due to its
lower transformation stress, this leads to an unphysical homogeneous PT behavior of the
whole sample in the simulation. This implies that in simulations with lower strain rate,
fewer individual traveling PFs are formed up to the point of homogeneous PT compared
to the experiment data. Suppose the selected values for —A or —M are too large. In that
case, a material portion finishes transforming at a certain strain rate; after this, another
cell starts transforming, leading to individual traveling PFs. This means no homogeneous
transformation is shown for the simulation with a higher strain rate, and more individual
traveling PFs are formed compared to the experiment data.
This procedure leads to determining the values for phase fraction dependence of ‡A and ‡M

to 24 MPa, which shows a good agreement of the PF numbers for all strain rates between
experiment and simulation in row four and five of Figure 3.9.
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3.5.3 Thermal conductivity and phase fraction di�usion
coe�cient

The material-dependent parameters thermal conductivity (Ÿ) and phase fraction di�usion
coe�cient (÷) define the expansion of the temperature peaks at the spatio-temporal
temperature evolution in the material.
The thermal conductivity (Ÿ) is the di�usion coe�cient of the temperature field. It controls
the size of the pre-heated zone in front of the PF, and thus the area of the temperature
change, as introduced in Equation 3.15 (b), and Equation 3.16.
At the lowest strain rate (Á̇ = 10≠3 1/s) only two traveling temperature fronts are observed
in column one, row four of Figure 3.9. The expansion of the temperature peak along the
specimen is defined by the thermal conductivity, phase fraction di�usion coe�cient, the
HE with the ambient and the available time. The size of the transformation area and with
this, the phase fraction di�usion coe�cient is not directly measurable in this setup. Still,
it is assumed to be in the order of the sample depth (ld=18 µm) resulting in few individual
pixels in the IR image. Consequentially, the expansion of the temperature peak mainly
depends on the thermal conductivity. But not only must the temperature value of the PF
fit, the formation process of the PF must also be qualitatively suitable.
At the medium strain rate (Á̇ = 10≠2 1/s), in the loading path, more than two PFs are
observed in the experiment as presented in row four, column two of Figure 3.9. This
distance between the propagating PFs is influenced by the magnitude of the temperature
peaks, as the pre-heated material at the leading edge of the PF prevents transformation
due to the now increased transformation stress from A to M.
Usually, the thermal conductivity of materials can be determined by measuring the local
temperature decay with a high resolution IR camera after heating a small size of the
sample which is placed in an environment without HE to the ambient. However, the
material parameter set of the investigated sample does not provide direct measurement
values for thermal conductivity for A or M. In literature, di�erent values are mentioned
for standard NiTi, whereby the values for M are only half those for A [59, 246]. Thus, the
thermal conductivity for A (ŸA) and thermal conductivity for M (ŸM) need to be adapted
empirically through an iterative process.
The area of the temperature change is further increased due to the phase fraction di�usion
coe�cient. The loading or unloading of the SMA material induces a PT of one cell.
This, the change in phase fraction leads to pre-transformation of the neighboring cells,
which enables a continuous transition between two phase fractions. The phase fraction
di�usion coe�cient (÷) can be seen as phase fraction conductivity. It controls the size of
the pre-transformation, or in other words, the number of cells and thus the area of the
transforming region introduced in Equation 3.13 (b) and Equation 3.14 (b). The PT leads
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due to the specific latent heat to a temperature change in this area. Therefore, the phase
fraction di�usion coe�cient value influences the sample’s temperature evolution.
The size of the transforming area and with this, phase fraction di�usion coe�cient can
be generally determined by evaluating the locally resolved strain data of the sample. In
the currently focused experimental setup, this measurement is not available. Therefore,
the parameter phase fraction di�usion coe�cient (÷) needs to be determined empirically
through an iterative process.
Starting from the thermal conductivity for A (ŸA) of 18 W/(m · K) and thermal conductivity
for M (ŸM) of 9 W/(m · K), these values were iteratively reduced while maintaining their
ratio until the simulated temperature distribution of the propagating PFs at the lowest
strain rate fits to the experimental results. As part of this process, the value of phase
fraction di�usion coe�cient (÷) is also changed, starting from 18 ◊ 10≠6 m2

/s.
The fourth and fifth row of Figure 3.9 shows an adequate match between the spatio-
temporal temperature evolution of experiment and the simulation, regarding size, number,
and distance of the PFs during loading and unloading for all strain rates. These results were
obtained with a thermal conductivity for A (ŸA) of 9 W/(m · K), a thermal conductivity for
M (ŸM) of 4.5 W/(m · K), and a phase fraction di�usion coe�cient (÷) of 12 ◊ 10≠8 m2

/s.

3.5.4 Displacement and force

Based on the fine-tuned material-specific model parameters, the evolution of mechanical
values such as displacement (∆x) and force (F ) should show a good agreement between
simulation and experiment for the determined parameter set of Table 3.2.
The first row of Figure 3.9 shows displacement over time and the second row shows force
over time. The comparison between the simulation (dashed line) and experimental (solid
line) results shows a perfect agreement for the displacement path and a good match for
the force curve at the lowest strain rate (Á̇ = 10≠3 1/s).
When observing the middle strain rate (Á̇ = 10≠2 1/s), shown in the second column, there is
a slight deviation in the displacement path at the transition point between the unloading
and holding phases. The minor di�erence during the experiment can be attributed to the
response time needed by the test bench’s control system when the minimum pre-load is
reached. This di�erence is not evident in the force graph.
Observation of the fast strain rate (Á̇ = 10≠1 1/s), shown in the third column, exhibits a
minimal delay in the experimental data of the displacement at the switchover point. This
delay can be explained by the insu�ciently high sample rate of the test stand.
The change in slope of the force during the holding phase after loading is caused by
the decreasing transformation stress with decreasing material temperature. Whereas the
change in slope of the force during the holding phase after unloading is caused by the
blocked BT after reaching the material-specific austenite finish temperature.
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In general, the force prediction of the simulation agrees very well with the qualitative
experimental data. The minor quantitative deviations are due to variations in the used
and determined material parameters related to the actual sample material.

3.5.5 Local temperature and strain

The experiment’s spatio-temporal temperature in row four of the Figure 3.9 is observed by
the IR camera to analyze the local PT behavior. The model’s spatio-temporal temperature
is presented in row five. However, this method leads to a blurry illustration of the PF
due to the HT along the SMA element. Therefore, the local PT behavior could be
observed with an optical camera enabling the local strain measurement using digital image
correlation (DIC) [259, 247, 219, 122, 74], as introduced in subsection 1.2.3. This methode
enables the identification of the material-specific phase fraction di�usion coe�cient (÷)
introduced in Equation 3.13 and Equation 3.14. The comparison between the spatio-
temporal strain and temperature improves the determination of the material-specific
thermal conductivity of the SMA (Ÿsma) introduced in Equation 3.16.
The local strain observation was not implemented in the experiments under discussion. As
a result, the spatio-temporal strain is only presented for the simulation results in the sixth
row of Figure 3.9. Therefore, the determination of material-specific parameters using the
spatio-temporal strain measurement will be discussed in detail in the chapter 4.
The comparison of the temperature evolution between experiment and simulation for the
lowest strain rate (Á̇ = 10≠3 1/s), presented in row four and five of column one, shows that
the model is able to capture the inhomogeneous starts of the PT at the clamping due to the
preferred local low material temperature, which produces two PFs traveling towards the
sample center. A closer look at the force (F ) presented in row two at column one exhibits
a parted decay with two di�erent slopes during the holding phase after loading. The
relaxation in the first part with the smaller slope is caused by the post-transformation. The
HE with the ambient and HT along the material enables a further PT of the material from
A to M, leading to local strain changes. This change in strain occurs only in regions with
previously incomplete transformed material introduced by a change of the transformation
stress when the sample cools down after loading or heated up after unloading. The
simulated local strain (Ásim), row six at column one, shows that the PT from A to M is
not completed after loading and confirmes the assumption induced by the force path,
even though the temperature peaks join at the end of the loading phase. As the strain in
the transforming region increases, the strain in the fully transformed regions decreases
elastically, and a new force equilibrium is reached at a lower level at the end of the holding
time.
The post-transformation behavior is also proved by the evolution of the phase fraction (›+)
over time, presented in row seven of Figure 3.9. The total amount of M+ keeps rising
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during the holding phase. During unloading, the BT starts in the region where the PT was
still not completed. The simulation reproduces the experimentally observed PFs, where
more nucleation points are generated than during loading.
Even at higher strain rate (Á̇ = 10≠2 1/s, and Á̇ = 10≠1 1/s), the local strain and temperature
predictions of the simulation fit to the local temperature diagrams of the experiments.
With increasing strain rate, from column one to three, there is an increasing number of
simultaneous nucleation points for the local temperature and strain, showing an excellent
agreement between rows four, five, and six. As the strain rate increases, the phase fraction
of M+ in row seven shows a higher increase during the holding phase, which is also caused
by the post-transformation. The rapid temperature change in the sample increases the
transformation stress during loading and decreases it during unloading with increasing
strain rate. Therefore, more material must continue the PT during the holding phases
with increasing strain rate.

3.5.6 Mechanical work

The calculated mechanical work (W ) for the di�erent strain rates is depicted in the eighth
row of Figure 3.9 for experiment (solid line) and simulation (dashed line). It can be
calculated using Equation 1.1, Equation 1.2, and Equation 1.3. The mechanical work
increases starting from zero during the loading phase and decreases during unloading. The
remaining value Ø 0 at the end of the cycle corresponds to the dissipated mechanical
work (W dis), following subsection 1.2.1. Due to the increasing temperature change with
higher strain rates, the hysteresis area increases, and with this, the dissipated mechanical
work, following subsection 1.2.2. The model also adequately reproduces the path of the
mechanical work, neglecting the slight di�erence due to the delayed switching behavior of
the experimental test bench at the unloading to the constant force, discussed above.

3.5.7 Thermal energy

The calculated specific thermal energy (q) for di�erent strain rates is depicted in the ninth
row of Figure 3.9 for experiment (solid line) and simulation (dashed line). It is calculated
using Equation 1.6 and Equation 1.5. During the loading phase and the holding phase,
the thermal energy caused by the released specific latent heat is exchanged (HE) to the
ambient while the sample reaches the ambient temperature again. The good agreement
between the experimental and the simulation data confirmes the chosen value for the
specific latent heat (H=5 J/g), as the sample transforms almost completely by the joining
temperature fronts. The sample has su�cient time to exchange all specific latent heats,
and the thermal energy is nearly independent of the strain rate. This is because the
amount of transformed material remains consistent in all experiments due to the identical
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applied strain, and ambient temperature is reached again at the end of the holding phase
after loading or unloading.
The comparison between experiment and simulation over all strain rates shows that the
beginning and end points fit very well. The course at the beginning of the cycle also fits,
up to the first switching point between displacement and force control at higher strain
rates (Á̇ = 10≠2 1/s, and Á̇ = 10≠1 1/s). At these, the mean deviation of both data sets is
negligible and caused by the delayed switching behavior of the test bench’s control system.
Upon closer examination of the spatio-temporal temperature evolution of the experiment
in row four, it is evident that there is a slightly uneven PT behavior along the sample.
This can be caused by minor imperfections of the CLS in the sample, leading to slight
deviations in the release of specific latent heat compared to the simulation depicted in
row five. This slight time shifted heating and cooling behavior results in a quantitatively
di�erent progression of thermal energy during the cycle.
At the smallest strain rate (Á̇ = 10≠3 1/s), the temperature evolution during the experiment
in row four shows a slightly asymmetric meeting point of the two PF during the loading.
This fusion leads to a di�erence in thermal energy during the loading and holding phase
due to the slight di�erences in time and position of the maximum temperature. During
unloading, the previous asymmetric PFs also causes a shift in both time and position
of the minimum temperature, resulting in the variation between the experimentally and
simulative thermal energy.

3.5.8 Thermo-mechanical coupling

Figure 3.10 presents the force - displacement diagram for the three di�erent strain rates
(Á̇ = 10≠3 1/s, Á̇ = 10≠2 1/s, and Á̇ = 10≠1 1/s) of experiment (solid lines) and simulation
(dashed lines). The simulation accurately predicts the thermo-mechanically coupled
material behavior of the SMA observed in experiments for the lowest and middle strain
rate. The higher slope during loading with increasing strain rate and the higher stress at
the end of the loading phase corresponds to the temperature-dependent transformation
stress. At the end of the loading, the force drops due to the post-transformation from
A to M is evident. The relaxation of the force to nearly the same value for all di�erent
strain rates shows that the duration of the holding phase is su�ciently long for this sample
geometry and ambient conditions. During unloading, the PT from M to A is completed at
the lowest strain rate before the control is changed from displacement to force, and the
force is held constant. The horizontal path during the BT at higher strain rates indicates
the incomplete PT state up to the control switching.
The simulation results of the highest strain rate fulfill the expectation in terms of increasing
and decreasing stress slopes during loading and unloading. The experimental data set
provides only a few data points for the comparison due to the test bench’s insu�cient
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Figure 3.10: Force - displacement diagram for di�erent strain rate: Comparison of
experimental (solid lines) and simulation (dashed lines) results

sample rate. These data points fit the simulation results well during the loading and
subsequent holding phases. During the unloading and holding phase, the values of the
experiment are too small due to the delayed switching of the test bench to force control
and the following readjustment.
The agreement between the experiment and simulation in the force - displacement diagram
for all di�erent strain rates shows the good accuracy of the evaluated thermal and
mechanical parameters, closing the validation of the model.

3.6 Results and discussion

The experimental setup presented above can be specified as HP system with heat sink
and heat source at ambient temperature. The performance of such a HP system in terms
of heating and cooling can be assessed by comparing peak temperatures, thermal energy,
and calculating the COP for each experiment, as outlined in section 1.2. The calculations
presented below are implemented in the FE program to evaluate the predictive power
of the presented SMA model for heating and cooling performance. This is achieved by
comparing the simulation results with the experimental data.
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3.6.1 Mechanical work

The mechanical work (W ) stored in the sample can be expressed as the time (t) integral
of the power (P ) input at the clamping based on stress (‡), cross-sectional area of the
sample (A), strain rate (Á̇), and sample length (l), calculated with Equation 3.20.

W =
ˆ t

ts

P (tÕ) dt
Õ =
ˆ t

ts

F (tÕ) · v (tÕ) dt
Õ =
ˆ t

ts

‡ (tÕ) · A (tÕ) · Á̇ (tÕ) · l dt
Õ (3.20)

Due to the hysteresis in the stress-strain behavior of the material, only a portion of the
mechanical work introduced during loading is recovered during unloading, as described
in subsection 1.2.1. This irrecoverable mechanical work, known as dissipated mechanical
work (W dis), can be expressed as the di�erence in mechanical work between start (ts,AM)
of loading and finish (tf) of a cycle, and can be calculated with Equation 3.21.

W dis = W (tf) ≠ W (ts,AM) (3.21)

3.6.2 Thermal energy

The thermal energy (Q) exchanged with the environment can be calculated using Equa-
tion 3.22 with the time (t) integral of the thermal power (Q̇) through the surface area (Asurf)
of the specimen, as described in subsection 1.2.1.

Q =
ˆ t

ts

Q̇ (tÕ) dt
Õ =
ˆ t

ts

A

≠
‹

h · (T (x,t
Õ) ≠ T amb) dAsurf

B

dt
Õ (3.22)

The thermal power is determined for each position (x) of the surface area (Asurf) using the
local temperature di�erence between the sample (T (x,t)) and the ambient (T amb), multiplied
by the heat exchange coe�cient (h). Due to the short duration of the experiment, the
ambient temperature corresponds to start temperature of the sample.
The surface area (Asurf) of the specimen is defined by Equation 3.23 with the dimensions
length (l=15 mm), width (lw=1.75 mm), and depth (ld=18 µm).

Asurf = 2 · (lw + ld) · l (3.23)

The absorbed thermal energy (Qab) during unloading and holding phase is the di�erence
in thermal energy between start (ts,MA) of unloading and finish (tf) of a cycle. It can be
calculated using Equation 3.24.

Qab = Q (tf) ≠ Q (ts,MA) (3.24)
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3.6.3 Coe�cient of performance

The cooling e�ciency of the performed experiments can be expressed as the COPcool, which
is introduced in Equation 1.8. It can be calculated using Equation 3.25 with the absorbed
thermal energy (Qab) and the dissipated mechanical work (W dis) of the experiment and
simulation

COPcool = Qab
W dis

(3.25)

3.6.4 Results

Figure 3.11 illustrates the comparison of the dissipated mechanical work (W dis) and the
absorbed thermal energy (Qab) at di�erent strain rates, represented by the experimental
(solid line) and simulation results (dashed line) in the upper part. Additionally, it shows
the calculated COP for cooling in the lower part. The green curve in the upper part
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Figure 3.11: Comparison of the mechanical work (W ), and absorbed (Qab) of the
experimental results (solid line) and simulation data (dashed line) in the upper
part and the calculated COP.

represents the dissipated mechanical work (W dis), which increases with increasing strain
rates due to the growing hysteresis area of the SMA, as shown in Figure 3.10. The
simulation model accurately reproduces the qualitative trend and quantitative value for all
strain rates. The blue curve in the upper part presents the absorbed thermal energy (Qab).
This value remains nearly constant with increasing strain rates due to the same amount
of transformed material for these experiments and su�cient time for HE, as shown in
Figure 3.9. The simulation model reproduces the qualitative trend very well for all strain
rates. Additionally, it accurately captures quantitative value for the middle and the highest
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strain rates. The quantitative value at the absorbed thermal energy at the lowest strain
rate slightly di�ers due to the asymmetric local PT behavior as discussed in section 3.5.
The lower part of Figure 3.11 compares the calculated COPs for di�erent strain rates,
using Equation 3.25. The range of 8–19 of the COP corresponds to the typical values
for EC HP systems using SMA as discussed in subsection 1.2.3. Both the experimental
data and the simulation results show that the COP decreases as the strain rate increases
due to the increase in dissipated mechanical work at approximately constant thermal
energy. The simulation model reproduces the qualitative trend very well for all strain
rates. Additionally, it accurately captures quantitative value for the middle and the highest
strain rates. The quantitative value at the lowest strain rate slightly di�ers due to the
divergence of the absorbed thermal energy as discussed before.

3.6.5 Discussion

The presented simulation results reproduce the experimental results of SE SMA thin
films [122, 145] from the Karlsruhe research group, which investigate EC cooling on the
micro-scale the Priority Programme SPP1599 funded by the German Research Foundation.
The inhomogeneous PT behavior causes hot and cold areas along the SMA sample during
loading and unloading, depending on the strain rate. This localized temperature evolution,
caused by the released and absorbed of H, directly influences the HE with the ambient.
Numerical simulation methods are used to replicate the experimental results for varying
strain rates, aiming to better understand these local material e�ects.
Based on the MAS model, introduced in section 2.2, the model is adapted to reproduce the
local PT behavior, as introduced in subsection 3.2.4 and implemented in COMSOL. In this
approach, di�erent Poisson’s ratio values for elastic and transformation strain are included
to induce 3D e�ects such as lateral contraction in a 1D model. The material’s tendency
to undergo a complete transformation is also induced by the phase fraction-dependent
transformation stress. Furthermore, the continuous transformation between neighboring
material cells is ensured by a gradient term, added in the kinetics equation of the phase
fraction.
After performing a parameter identification of the mechanical and thermal behavior on the
experimental results, the model is capable of accurately reproducing the material behavior
both qualitatively and quantitatively with a single set of parameters for strain rates
spanning three orders of magnitude. The local thermo-mechanical properties, including
thermal dependence of transformation stress, strain rate dependence of the PF localization,
incomplete PT during loading and unloading, as well as continued PT during holding
phases, are replicated very well despite the simplification based on a one-dimensional
single-crystal approach. In addition, the model e�ectively captures the influence of the
strain rate dependent number of PFs, considering position and time, influencing the
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local HE with the ambient. Regarding the design of an EC HP, the model captures the
e�ect of blocked BT after reaching the material specific austenite finish temperature, and
therefore predicts accurately the reduced temperature change during unloading [252, 162].
Furthermore, the model reproduces the input mechanical work as well as the exchanged
thermal energy output, allowing for the calculation of the COP.
Due to the accurate prediction of the mechanical and thermal SMA material behavior,
the calibrated model can used to investigate caloric properties of the SE SMA material
under di�erent ambient and loading conditions. Therefore, the presented model is able to
support and facilitate the development process of EC HP systems.
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4 Thermo-mechanical material
characterization

The calibration of the physics-based SMA model requires the investigation of the material
parameters under various mechanical and thermal boundary conditions, as introduced
in subsection 1.2.3. In the literature, several scientific test platforms are presented
with di�erent characterization methods, each with its own advantages compared to the
others [259, 247, 227, 215, 191, 192, 179, 180, 160, 74].
As introduced in section 3.4, in addition to the basic material parameter, further parameters
need to be extracted through material characterization to enable the material-specific
prediction of the PT, HE, and HT behaviors following subsection 3.2.4.
The measurement of material parameters such as stress-induced specific latent heat (H),
thermal conductivity (Ÿ), phase fraction di�usion coe�cient (÷), and the precise transfor-
mation strain (Át), requires the investigation of the local strain distribution in combination
with the local temperature and mechanical parameters like force and displacement.
The time series of thermography images only display the spatio-temporal temperature
evolution in the sample and do not accurately reflect the strain distribution, as seen in
Figure 3.9. This is due to the blurring e�ect of the HT along the sample arising from the
thermal conductivity of the material. By combining the local temperature distribution
obtained using an IR camera with the local strain distribution, captured by an optical
camera system and processed by DIC, as introduced in the literature [259, 247, 219, 122,
74, 46, 25, 17] it is possible to evaluate the missing material parameters.
This chapter presents the methodology for the evaluation, using SMA wires as sample
geometries without restricting the generality. It is based on Kirsch et al. [74].
The first part will cover the experimental setup, including test procedure, data acquisition,
and specimen preparation. Following that, the results will be presented based on experi-
ments conducted using a 0.87 mm diameter SE SMA wire made of NiTiCo, supplied by
the company Fort Wayne Metals under the product name NiTi#3 and with the surface
treatment etched-polished [29]. Finally, the method of identifying material parameters will
be presented and discussed.

4.1 Experimental setup

The testing platform used is based on the TIRA test 2710, a universal material testing
machine from the company TIRA. It can be utilized for conducting tensile, compression,
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and bending tests. The mechanism comprises two pillar guides with ball screws and
free-of-play adjusted single nuts. The test room has dimensions of 1.2 m height and 0.45 m
width, with a maximum stroke of 1 m without clamps. The DC drive with the gearbox is
capable of applying a maximum testing force of 5 kN with a maximum movement speed of
1 m/min. The encoder used in the drive has a displacement resolution of 0.45 µm. The
force sensor is easily interchangeable, allowing for the use of di�erent sensors with suitable
force ranges for each specimen geometry. The force sensor can be directly attached to the
specimen. Moreover, the testing platform is equipped with adjustable limit switches.
During the second funding period of the German Research Foundation Priority Programme
SPP 1599, this testing platform is adapted for investigating the thermo-mechanical coupled
material behavior of SMAs, as shown in Figure 4.1 [74]. The test bench is mounted on a

F, s

Camera
rack

Mobil
rack

IR cam

VIS cam

(a) (b)

Figure 4.1: Experimental setup for combined thermography and digital image
correlation: a) Schematic view and b) realization.

mobile rack, allowing tests in a climatic chamber at varying temperatures and humidi-
ties to explore a wide range of material parameters, including di�erent transformation
temperatures. In addition, to enable test procedures with electrical current flow through
the specimen, the mounting positions in the clamps are isolated electrically with a glass
fiber-reinforced epoxy sheet. Furthermore, the platform for force-displacement testing is
expanded with an adjustable camera setup, including an IR camera for thermography
and two optical cameras for DIC, enabling combined investigations of spatio-temporal
temperature and strain evolution. The cameras are attached to a mounting device with a
tripod head and guiding systems, which allows the image section to be adjusted to the
size of the specimen.
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4.1.1 Infrared temperature field measurement

The local temperature distribution across the entire sample surface can be continuously
monitored during the test to analyze its spatial and temporal temperature evolution.
Therefore, a high-speed middle-wave length infrared camera ImageIR9360 from the
company InfraTec is used. The cooled 1280 ◊ 1024 pixel sensor with a pitch of 15 µm
supports a frame rate of up to 106 Hz in the full frame, and up to 3.2 kHz of free configurable
sub-images. The camera uses the InSb focal-plane array sensor to capture images in
the spectral range of 2–5.7 µm. The temperature change on the specimen’s surface
is measurable with a resolution of 0.025 K and a measurement accuracy of ±1 K. The
operating temperature ranges from ≠20 ¶C to 40 ¶C with a maximum humidity of up to 95 %
without condensation, while the measurable temperature range is from ≠40 ¶C to 1500 ¶C.
The images are captured, saved, and evaluated using a control and acquisition software
called IRBIS from the company InfraTec. This program provides an user interface for
the experiment configuration, such as windowing, frame rate, trigger mode, sequence
programming, and post-processing.

4.1.2 Optical strain field measurement

The distribution of the local displacement across the entire sample surface can be con-
tinuously monitored during the test to analyze its spatial and temporal strain evolution.
Therefore, two visible range CMOS cameras UI-3360CP-M-GL from the company iDS
are used. The uncooled 2048 x 1088 pixels sensor with a pitch of 5.5 µm supports a frame
rate of up to 140.9 Hz in full frame. The operating temperature ranges from 0 ¶C to 40 ¶C
with a maximum humidity of up to 80 % without condensation. The images are captured
and saved using a custom-build virtual instrument programmed in National Instuments
LabVIEW. Additionally, it is possible to load a parameter settings file to the camera.
The stereo camera system can observe and save variations in three dimensions and can
cover di�erent areas due to the versatility of the camera rack. The spatio-temporal strain
evolution can be extracted during postprocessing with DIC using the software Vic2D from
the company Correlated Solutions.

4.1.3 Control system

The enhancement of the test bench necessitates a corresponding adaptation of the control
system. A control system with an adaptable testing procedure and synchronous data
acquisition is necessary to facilitate experimental scenarios with various thermo-mechanical
boundary conditions. The adaptation of a new experiment scenario and the testing
procedure must be time-saving and reproducible. Also, system control and data acquisition
must be reliable. A schematic view of the test procedure with its data acquisition methods
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is shown in Figure 4.2. A real-time system is required, and a programmable control unit
like cRIO is necessary due to compatibility with existing testing platforms and modifiability.
The testing platform should have a simple handling to avoid application errors. Hence, a
virtual instrument (VI) programmed in LV with an organized user interface is utilized. To
enable stand-alone test execution on the real-time system, a Remote Panel is provided,
allowing test control with any PC. This feature is particularly valuable for long-term tests.
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Figure 4.2: Schematic representation of the experimental setup for combined
thermography and digital image correlation of SMA elements. The time series of
images is postprocessed to generate spatio-temporal plots.

4.1.4 Data acquisition

The main program initiates synchronous data acquisition for force, displacement, and
images using a TTL signal to trigger both camera systems. The time-resolved position
and force measurements are saved in a csv- or hdf file. This format allows for evaluating
the time series of data points with various software, such as Excel or MATLAB. The time
series of images from both camera systems are stored on the PC and then processed to
generate waterfall diagrams showing the spatio-temporal evolution of temperature and
strain. The waterfall diagram is created for both camera systems in the same way. This is
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done by selecting the specimen’s centerline from each image in the time series and plotting
it successively against each other. This helps illustrate the evolution of the transformation
behavior versus position and time in a 2D diagram.

4.1.5 Test procedure

Figure 4.3 presents the front panel of the control VI. The experiment can be assembled
successively as required using multiple sequences. The stack of subsequences can run with
the desired number of cycles. On each subsequence, the absolute position, force limit,
velocity, and sampling time for each camera can be adjusted. Additionally, the user can
specify the position and force values for the initial setup or reset them to zero for starting
a new test series, which is crucial for performing multiple tests consecutively. The user
can choose which values to display in the two diagrams during the test. For example, the
user can select to view time vs. position or position vs. force. In addition to the trigger
outputs, eight digital outputs can be individually configured in each subsequence, allowing
for control of accessory devices such as switching a current source to electrically heat the
specimen or activating a fan to convective cool. Each register card can be individually

Figure 4.3: Front panel of custom VI for multifunctional test procedures with
synchronous data acquisition.

configured to save templates of experiments or frequently used test sequences. The register
card contains arrays of subsequences that can be cycled. The output file contains eleven
columns: Number in time series, day, month, year, hour, minute, second, relative time
since starting the test, current position, current velocity, and current force. If the current
sampling time has passed, a trigger signal will be sent to the cameras, and a new set
of values will be measured and saved in the next row of the file. The test sequence
configuration and all adjusted parameters and subsequences are automatically saved in
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the output folder. This allows for reconstructing the experiment process and re-importing
it if the procedure is not saved as a register card.

4.1.6 Specimen preparation

The analysis of the spatio-temporal strain measurement using DIC requires preparing the
specimen with a random speckle pattern on the observed surface and providing suitable
illumination to capture the local shift and deformation in the speckle pattern on the
sample. The size of the speckle pattern has to be in the same magnitude as the desired
displacement resolution.
Figure 4.4 presents a detailed view of the camera setup and the prepared specimen: In
this setup, thermo-mechanical properties of an SMA wire with a diameter of 0.87 mm, and
a free length of 90 mm should be investigated. Figure 4.4 (a) provides an overview of the
test setup with the camera rack and the specimen illuminated by the lights. Due to the
high aspect ratio, the VIS cam system is equipped with two di�erent lenses, as shown in
the close-up in Figure 4.4 (b): The VIS camera on the right-hand side is equipped with
a lens for capturing the complete specimen, while the one on the left-hand side has a
macro lens for providing a detailed view at the middle height of the specimen. This is
useful for resolving the PF with high resolution. To minimize mismatches in the local
view around the wire, the angle between each camera is chosen to be as small as possible.
The specimen in Figure 4.4 (c) is shown with a polymer housing that has a dull surface
to minimize airflow, light reflections, and IR reflections from the ambient. Figure 4.4 (d)
povides a detailed view of the specimen. The unprepared metallic surfaces of the sample

F, s

(a)
VIS camIR camVIS cam

(b) (c) (d)

Figure 4.4: Experimental setup for combined thermography and 3D digital image
correlation: a) Testsetup with camera rack, b) camera arragement, c) clamped
specimen with housing and d) speckled SMA wire.
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exhibit a low emissivity of less than 0.1 [154], resulting in a poor signal-to-noise ratio
for small temperature changes that typically occur during isothermal loading of a SE
SMA. Therefore, the specimen is coated with a black, matt camera spray to enable precise
temperature measurements and enhance emissivity. The used paint with the number
105202 is manufactured by TETENAL. They assure a light absorption coe�cient of
0.95 and an emissivity independent of the substrate. In the case of combined IR and DIC
measurements, white-colored speckles are added to the black-coated wire. Due to the
small size of the white speckles, their interaction with the thermography is not measurable.
Meanwhile, the color thickness should be as thin as possible to minimize the time delay
between the PT and the detected temperature change of the specimen. This allows for an
accurate correlation between thermographic and strain distribution.

4.2 Experimental results
To investigate the thermo-mechanical properties and the PT behavior of a SE SMA, the
cycle of the experiment consists of four steps:

1. Loading to a maximum strain of 5.5 % at a defined strain rate.

2. Holding at constant strain for 60 s, allowing the sample temperature to return to
ambient temperature due to HE.

3. Unloading to a minimal force (5 N) to avoid buckling at a defined strain rate.

4. Holding at constant force for 60 s, allowing the sample temperature to return to
ambient temperature due to HE.

Figure 4.5 provides the results of the thermo-mechanical testing with a defined strain
rate (Á̇ = 10≠2 1/s) and a maximum strain of 5.5 % for numerous cycles. These results were
obtained using a SE NiTiCo wire manufactured by Fort Wayne Metals under the product
name NiTi#3. The wire had a surface treatment of etched-polished and a diameter (d) of
0.87 mm [74]. The first row presents the applied displacement over time. In this experiment,
a constant maximum strain (Á) of 5.5 % is applied leading with the wire length (l = 90 mm)
to a maximum displacement (∆x) of 5 mm. The second row presents the resulting force
over time. In this experiment, the reversal point between two cycles is defined by the
minimal tolerable force (5 N) to avoid buckling during unloading and the following holding
phase. Due to the remaining strain in the wire with increasing cycle number, the minimal
displacement increases, and the maximum force decreases. The third and fourth rows
display the spatio-temporal evolution of temperature and strain as a waterfall diagram
over the duration of the experiment. The spatio-temporal diagram is created by tracing
the specimen’s centerline in each image of the time series. The centerline data are then
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plotted against each other to enable better visualization and easier comparison. This
illustrates the evolution of the temperature vs. position and time in a 2D diagram in the
third row and strain vs. position and time diagram in the fourth row. This diagram can
be used under the assumption of homogeneous material conditions in the sample.
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Figure 4.5: Experimental data of the tensile loaded NiTiCo SE SMA wire with a
defined strain rate (Á̇ = 10≠2 1/s).

4.2.1 Loading

For a detailed analysis of the local PT behavior, a closer look is provided in Figure 4.6
of the first cycle for loading and the following holding phase. The first and second rows
present the displacement and force over time. The local temperature is presented in the
third row, and the strain evolution is in the fourth row. While loading, the SMA begins
transforming at both ends almost simultaneously, as indicated by the nucleation of PF in
the third row. This is also indicated by the temperature change of the material due to the
release of the specific latent heat. These two PFs travel along the sample.
New PFs emerge when existing ones cannot travel fast enough to transform su�cient
material to account for the global applied length change, in combination with the local
temperature depended transformation stress as introduced in Equation 2.5. This leads
to search for the next possible and suited nucleation point along the SMA element [259].
In case of loading, the local self-heating of the material at the PFs during PT hinders
their propagation because a higher local stress would be required to reach transformation
stress. Depending on the distribution of temperature along the sample, the formation or



4 Thermo-mechanical material characterization 103

D
isp

la
ce

m
en

t(
m

m
)

Fo
rc

e 
(N

)
Po

sit
io

n 
(m

m
)

Po
sit

io
n 

(m
m

)

Time (s)

St
ra

in
 (%

)
Te

m
pe

ra
tu

re
(°C

)

Figure 4.6: Detailed view of the experimental data from the first cycle of the
loading phase with the following holding phase.

nucleation of new PFs appears to be more energetically favorable than maintaining or
increasing the propagation velocity of existing PFs.
Hence, new PFs are formed repeatedly. While traveling along the sample, the PFs merge
and produce maximum temperature at the meeting point. Each nucleation of PF is
accompanied by a force drop, as visible in row two, due to the length change of the CLS
caused by PT.
During the holding phase, the sample returns to ambient temperature due to the convective
HE with the environment. A drop in the force curve is observed during the holding period
after loading. This indicates that the PT was not completed during loading because a
decreasing temperature due to HE also reduces the transformation stress, allowing further
material to transform. This ongoing PT process leads to further local expansion of the
material, resulting in the force relaxation. If the PT is already fully complete during
loading, no reduction in force can be observed during the holding phase.

4.2.2 Unloading

For a detailed analysis of the local PT behavior, a closer look is provided in Figure 4.7 of
the first cycle for unloading and the following holding phase. At unloading, the material
begins to transform at the ends, with distinct PFs traveling towards the middle while
cooling the material due to the absorption of the specific latent heat. The same start
behavior of the PT during loading and unloading indicates a complete PT of the material
after loading and the following holding phase. During unloading, the local self-cooling
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Figure 4.7: Detailed view of the experimental data from the first cycle of the
unloading phase with the following holding phase.

e�ect hinders the propagation of the PF. Therefore, due to the current stress-strain state,
new PFs are formed repeatedly, as discussed during loading. The merging of PFs results
in the lowest temperature at the meeting point. During the holding phase, the sample
returns to the ambient temperature due to convective HE with the environment. The
unloading and subsequent holding phase also lead to force carving, which can be correlated
with the formation of PFs induced by temperature change.
Figure 4.6 and Figure 4.7 show the typical evolutions of PFs for the first cycle of an
untrained polycrystalline SMA material, as introduced in subsection 1.3.1. This behavior
is comparable with the PT behavior of a nearly perfect CLS under a loading cycle with a
moderate strain rate, as presented in the second column of Figure 3.9.

4.2.3 Stabilization

Whereas, after 50 cycles, presented in Figure 4.8, the IR and also the DIC shows a
homogenous PT behavior with no single nucleation fronts, known as trained SMA material
behavior. The imperfect CLS of the polycrystalline SMA leads to local stress concentrations
and preferred PF nucleation due to the presence of hiking and jamming imperfections
and impurities [255, 179]. This behavior is comparable with the PT behavior of a nearly
perfect CLS under a loading cycle with a fast strain rate, as presented in the third column
of Figure 3.9.
The drop in the F curve is still observed during the holding period after loading, indicating
that the PT was not completed during loading.
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Figure 4.8: Detailed view of the experimental data from the 50th cycle.

4.3 Parameter identification
Figure 4.9 shows the relationship between force and displacement, representing the ma-
terial behavior for di�erent strain rates (Á̇ = 10≠2 1/s, Á̇ = 10≠3 1/s, and Á̇ = 10≠4 1/s). In
these experiments, a constant maximum strain (Á) of 10 % is applied leading with the
wire length (l = 50 mm) to a maximum displacement (∆x) of 5 mm. The minimal force
required to prevent buckling is set to 5 N. In this diagram, the gray color represents an
experiment with 50 loading cycles of an unused NiTiCo SMA wire (NiTi#3, [29]) with a
wire diameter (dsma) of 0.8 mm using a strain rate (Á̇) of 10≠2 1/s as introduce in Figure 4.5.
The last five cycles, highlighted in red, show a slight deviation in the curve, indicating that
the sample reaches its trained behavior after 50 cycles, as discussed in subsection 1.2.3
and subsection 1.3.1.
The detailed process for evaluating all necessary material parameters will be presented
below. The specific values will be summarized for clarity in Table 5.5.
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Figure 4.9: Force - displacement diagram of the NiTiCo wire experiments for
multiple cycles, di�erent strain rates (Á̇), and fitted parameters.

4.3.1 Young’s modulus

The Young’s modulus of A (EA) can be derived by using the slope of a straight line fitted
to the linear elastic A branch of Figure 4.9 and taking the specimen geometry into account.
For the identification of the Young’s modulus of M (EM) and the transformation strain (Át)
a completely transformed material is necessary. The force reduction observed during the
holding phase in the force - time diagram of Figure 4.8 is also visible in this representation.
It confirms with the vertical force drop the assumption of the incomplete transformation.
To satisfy a complete PT, a quasi-isothermal tensile test with a strain rate (Á̇) of 10≠4 1/s
is conducted until the linear elastic M branch is reached. This experiment is depicted by
the blue line in Figure 4.9. The Young’s modulus of M (EM) can be determined by using
the slope of a straight line fitted to the linear elastic M branch and taking the specimen
geometry into account. The transformation strain (Át) can be determined by using the
strain value at the crossing point between the fit and the strain axis.

4.3.2 Transformation stress

The increasing transformation stress during PT as a result of the thermo-mechanically
coupled material behavior is indicated by the inclination of the plateau curve and the
hysteresis area as the strain rate increases. The transformation stress directly depends on
the temperature of the actively transforming zones, the PF. Other zones of the specimen
that are not transforming yet or already fully transformed do not influence the current
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force. Figure 4.10 illustrates the relationship between the stress and temperature of the
PF for di�erent strain rates. The PFs are identified by finding the local maximum in
temperature during loading and the local minimum during unloading in the spatially
resolved temperature data obtained from the IR thermography. The loading process is

Figure 4.10: Stress - temperature diagram at the PF of the NiTiCo wire experi-
ments for di�erent strain rates in order to derive the temperature dependence of
the transformation stress and stress at reference temperature.

marked with red dots. In the first part of the S -shaped curve, the stress increases without
influencing the temperature. The following section builds the transition between the nearly
vertical and the nearly linear parts; the temperature only slightly increases in this curved
section. At next, the stress increases as the temperature of the PF rises from ambient
to a maximum dependent on the strain rate. In this section, a nearly linear dependency
between temperature and stress can be assumed with a strain rate independent slope. The
temperature dependency of the transformation stress from A to M (ˆ‡A

ˆT ), as introduced in
Equation 3.11 (b), can be derived by using the slope of a straight line fitted to the data
points. The following section builds the transition between the nearly linear part and the
nearly vertical part; in this curved section, the temperature only slightly increases. In the
last part of the S -shaped curve, the stress increases without influencing the temperature in
the case of a small strain rate (Á̇ = 10≠3 1/s). With increasing strain rate (Á̇ = 10≠2 1/s), the
material shows a post-transformation behavior. In this case, the last part of the S -shaped
curve shows no perfect vertical part due to the slightly increasing temperature.
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The unloading curve, marked with blue dots, follows a starting and ending behavior like the
loading curve. In the middle part, the stress decreases with decreasing temperature of the
PF, starting again at ambient and then dropping to a strain rate dependent minimum. The
temperature dependency of the transformation stress from M to A (ˆ‡M

ˆT ), as introduced in
Equation 3.12 (b), can be derived by fitting a straight line to the aligned data points. The
behavior of the last part at larger strain rate is also influenced by the post-transformation
of the material.
The imperfections in the polycrystalline CLS result in an amplification of the stress in
some cells and their transformation, even when the mean stress of the neighboring cells is
lower. This premature PT of some cells is also visible as a bent in the A and M branch
during the PT in the force - displacement diagram of Figure 4.9 and leads to the transitions
between the linear parts of Figure 4.10.
For binary NiTi, temperature dependency of the transformation stress for FT and BT is
assumed with a typical value of around 7 MPa/K, as determined by isothermal tensile
tests at di�erent temperatures [106]. In comparison, the NiTiCo show significantly unequal
values for FT and BT, but in the same range of the binary material.
The determination of the transformation stress from A to M at the reference tempera-
ture (‡A(T ref)) with its corresponding reference temperature (T ref ,‡A) is also possible with
this diagram, as introduced in Equation 3.11 (a). The transformation stress from M to A
at the reference temperature (‡M(T ref)) can be determined with its corresponding reference
temperature (T ref ,‡M), as introduced in Equation 3.12 (a). The linear relationship between
transformation stress and temperature for A and M is defined by these four values.
Additionally, the degradation of ‡A during FT or the increase of ‡M during BT which allows
for full PT with the material-depend parameters phase fraction dependence of ‡A (—A)
and phase fraction dependence of ‡M (—M) is included with term (c) of the corresponding
equations. In section 3.5, these values are adjusted based on the number of PF. However,
these values can also be determined by assessing the PF-dependent change in force, as
depicted in Figure 4.9 during the first cycle. The values for phase fraction dependence of
‡A and phase fraction dependence of ‡M correspond to the height of the peak during the
nucleation of a PF in the isothermal case.

4.3.3 Heat exchange coe�cient

The thermal connection between the sample and its environment influences the sample’s
thermal behavior during the loading, holding, and unloading periods. Natural convection
leads to a heat exchange coe�cient of 2.5–25 W/(m2·K), while forced convection can
increase the value to 500 W/(m2·K) [64, 22]. Generally, the heat exchange coe�cient
changes with varying flow conditions such as sample surface properties, velocity, and flow
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type (laminar or turbulent). Due to the wide span of values given in the literature, the
determination of the application-specific heat exchange coe�cient is essential.
The HE and temperature profile of the sample are mainly based on the convective
heat exchange coe�cient, influenced by the surrounding heat transport fluid and its
temperature. If the sample had su�cient time to equalize any temperature di�erences
before the experiment starts, the ambient temperature (T amb) can be derived directly
from the average sample temperatures at the beginning of the experiment. The heat
exchange coe�cient (h) can be determined from the temperature decline of the sample
during holding phases as introduced in section 3.4.
Alternatively, heat exchange coe�cient can be measured with an additional test procedure
using Joule heating of the specimen, as presented in Figure 4.11. During this test, the heat
exchange coe�cient is determined using the temperature decay during the HE process
of the sample from a higher temperature level back to the ambient. The SMA wire is
clamped like before, and the clamping mechanism is connected to a power supply. The
performed test cycle consists of two steps:

• First, the sample is Joule heated with a constant current of 2.5 A for 60 s.

• Next, the current is switched o�, and the HE with the environment results in
a decrease in the temperature of the sample due to natural convection with the
surrounding air, reaching the ambient temperature within 120 s.

The testing machine applies a constant tensile force of 5 N to avoid buckling and enable a
continuous observation for evaluation. With a current of 2.5 A, the wire is approximately
heated up to 100 ¶C.
The thermal and mechanical influence of the clamping can be neglected due to the long
sample length and the short influence area of the clamping as visible in Figure 4.8. In
the center region of the sample, the distance to the camping is su�ciently large, and the
Joule heating creates an almost homogeneous temperature field. The temperature decay is
evaluated at the center point of SMA without forced airflow, using thermography and the
postprocessing described before. Due to these assumptions, the simplified energy balance
known from Equation 3.18 can be used.
Under the assumption of a uniform distribution of temperature, negligible influence of the
clamping, and no generation or absorption of specific latent heat, the temperature evolution
in the sample is only governed by the exponential decay dependent on the heat exchange
coe�cient (h). To facilitate comparison between experiments with di�erent strain rates
due to di�ering sample temperatures, a normalized temperature is used. This normalized
temperature (T̃ ) is calculated using Equation 3.19, with the geometry parameters of the
sample, volume (V ) and surface area (A), as well as the material parameters of the SMA,
density (fl) and specific heat capacity (c).
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Figure 4.11: Detailed view of the experimental setup for a heated SMA wire and
the corresponding convective cooling behavior.

Figure 4.12 shows the decay of the normalized temperature over the time (t) at di�erent
experiment cycles, evaluated from the spatially resolved temperature data of the sample’s
center region.
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Figure 4.12: The normalized temperature decay over the time at di�erent experi-
ment cycles for the identification of the convective heat exchange coe�cient (h).

The homogeneous HE without any changes to the thermal boundary conditions leads to a
monotonic curve. Assuming the same ambient condition for all di�erent experiment cycles,
the pathway should be the same. The measurements for the five completed cycles and the
exponential fit match perfectly.
The determined value of the heat exchange coe�cient (h) of 32.3 W/(m2·K) slightly exceeds
the suggested value for not forced convection due to the vertical arrangement of the test
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stand. Further investigations are executed based on forced convection and a horizontal
arrangement [75, 55].

4.3.4 Phase transformation parameter

The detailed comparison between the spatio-temporal strain and temperature evolution,
shown in Figure 4.13, enables the determination of the missing material parameters thermal
conductivity (Ÿ) and phase fraction di�usion coe�cient (÷). In the upper part, the time
correlated local distributions of temperature (T ) and strain (Á) are presented using the
color legend of Figure 4.8. The diagram below displays the local strain, indicated in blue,
and the local temperature, indicated in red, at the same time along the one-pixel line in
the middle of the sample.
The amplitude of the local strain allows concluding the magnitude of the transformation
strain (Át). Whereas the amplitude of the local temperature allows the conclusion of the
magnitude of the stress-induced specific latent heat (H). The thermal conductivity (Ÿ),
known as temperature di�usion coe�cient and introduced in Equation 3.15 (b), controls
the size of the pre-heating zone in front of the PF. The comparison of the local strain and
temperature after heating or cooling due to the PT of the single PF under nearly adiabatic
conditions enables the phase-specific determination of the thermal conductivity (Ÿ).
The shape of the local strain increase and decrease enables concluding the phase fraction
di�usion coe�cient (÷). It supports the precise prediction of the phase fraction, following
Equation 3.13 and Equation 3.14.
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Figure 4.13: Detailed comparison between the spatio-temporal strain and temper-
ature evolution of the first cycle.



112 4 Thermo-mechanical material characterization

4.4 Discussion
The presented thermo-mechanical test setup enables the evaluation of all thermal and
mechanical parameters needed to calibrate the local SMA model. The combination
of the spatio-temporal strain and temperature measurement enables a method for the
evaluation of the stress-induced specific latent heat in addition to the methods introduced
in subsection 1.2.3.
The knowledge of material behavior under various boundary conditions is essential to
realize e�cient EC processes and develop an optimized EC HP system. The experimental
investigation of the interaction and cross-coupling of the boundary conditions by scanning
a parameter space with a realized system is very time-consuming and requires much e�ort.
Hence, it is crucial to simplify and improve the reliability of material characterization.
Furthermore, a calibrated model can predict the material behavior under diverse boundary
conditions and extend the limits of experimental investigation.
In addition to the material parameters, the experimental investigation shows the expected
homogenization of the material after a small cycle number of 50 in comparison to the
expected fatigue cycle number of 106, introduced in subsection 1.2.3. The inhomogeneous
transformation behavior is observed in many SE samples but usually disappears in a
polycrystalline material behavior over many loading cycles due to the training e�ect,
introduced in subsection 1.2.3 and subsection 1.3.1. Whereas the single-crystal SMAs are
only negligibly a�ected by the training e�ect due to the reduced number of lattice pinning
sites, as introduced in subsection 1.3.1.
Regarding the realization of a macroscopic continuous operation EC HP system, the
aim of using single-crystal SMA material is inconvertible since all commercially available
materials are based on polycrystalline structures. A precise simulation tool that predicts
the behavior of a single element and, subsequently, the entire HP system can significantly
reduce the experimental e�ort. Nevertheless, the simulation time of the system simulation
model should be as short as possible to minimize calculation costs. The cycling of the
polycrystalline SMA material stabilizes a uniform PT, establishes a consistent temperature
profile along the SMA element, and generates a global material performance. Therefore,
a simplified lumped model for high computational e�ciency is adequate for the system
simulation approach introduced in the following chapter.
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The realization of an e�cient EC process and the development of an optimized EC HP
system requires a fundamental understanding of the material behavior and predictive
system simulation tools. The previous chapters number 2 and 3 have focused on the
thermo-mechanical behavior of SMA materials. This includes an emphasis on local
e�ects and the modeling of these e�ects based on a micro-scale thin-film SMA element.
Additionally, chapter 4 introduces the experimental methods for evaluating the thermo-
mechanical material-specific model parameters. Therefore, this chapter presents the
numerical simulation of the thermo-mechanically coupled behavior of an EC HP system
based on polycrystalline SMA elements [74].
The desired macroscopic EC HP system will utilize a significant amount of commercially
available SMA material to achieve substantial thermal power for heating and cooling
applications. Therefore, the SMA material will exhibit a polycrystalline material behavior.
To reduce the mechanical complexity of the system, the material should pass through the
EC cycle in a simple manner. To maximize the material’s lifespan while reducing the
complexity of the mechanical stress state in the material. Due to these limitations, the
geometry of the SMA element will be wire-like, and the HE will be conducted convectively
in a homogeneous manner along the material’s elongation. The assumed polycrystalline
behavior and homogeneous thermal profile along the sample led to a homogeneous PT in
the material after training, as introduced in chapter 4. Therefore, a lumped representation
of the SMA behavior is su�cient. This representation reflects the behavior of a global PT
and associated deduced properties instead of the local PF nucleation.
This part of the work focuses on developing a thermo-mechanically coupled model based on
global PT behavior of SMAs, which includes the complex mechanical and thermal structure
of whole EC HP system. The primary goal is to accurately replicate the temperature
changes under various system conditions, as well as predict the mechanical work input
and thermal power output quantitatively and qualitatively. To achieve this, the MAS
model, as described in section 2.2, is implemented with the system approximation into the
commercially available MATLAB programming platform. This model encompasses the
interaction of the multiple individual system components of the desired macroscopic EC
HP system and their specific behavior. It also supports the economic development of an
optimized EC HP system. To find the optimized parameter set for a highly e�cient heating
and cooling unit with a wide temperature range while using a minimal amount of SMA
material, a thorough search through a large parameter space is necessary. Some parameters,
including the rotation frequency, allow a simple adjustment during an experiment. In
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contrast, others, like the loading function or the SMA arrangement, require a redesign
and reconstruction of the EC HP system. To enable parameter studies in the simulation
and reduce the cost and time of experiments, the system model implementation will be
expanded to create a system simulation tool and will be optimized for computation time.
This tool should make it easy to scan all system parameters within a specified range.
Additionally, this simulation tool enables a clear and comparable presentation of the
parameter studies results.
First, the experimental setup will be introduced, followed by the modeling approach, model
implementation, calibration, and validation. Finally, the results will be presented and
discussed.

5.1 Experimental system

In this section, the EC HP system [10], shown in Figure 5.1, will be introduced, as the
basement for the aimed simulation tool. The development, realization, and experimen-
tal investigation are conducted as part of the German Research Foundation Priority
SPP1599 [74, 73, 50, 10].

Figure 5.1: Photograph of the realized EC HP system. Adapted from Kirsch et
al. [10].

5.1.1 Mechanical setup

Elastocalorically valuable materials are available in various geometries, each o�ering
di�erent properties for EC heating and cooling. Compared to other geometries, such as
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tubes, plates, ribbons, and thin films, EC wires o�er the best combination of availability
in large quantities, manufacturing e�ciency, and surface-to-volume ratio. However, they
allow only tensile loading. The surface-to-volume ratio can be made considerably larger
by reducing the wire diameter without buckling concerns, thus significantly improving HE
and thermal power scalability.
The realized EC HP system comprises a fluid HE system and an integrated loading unit for
elongating the numerous SMA elements. Figure 5.2 presents the schematic view with the
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Figure 5.2: Schematic view of the EC HP system with load profile, SMA elements,
and fluid ducts. Adapted from Kirsch et al.[10].

load profile, SMA elements, and indicated fluid ducts. The mechanical concept consists of
two co-rotating discs, which have the potential to accommodate a large number of SMA
elements within a compact assembly space. The SMA elements are evenly spaced around
the circumference between the two rotating disks, ensuring synchronized guidance of the
SMA element ends during rotation. The pre-strain disk prevents buckling of the SMA
elements at low strain by applying an individual tensile low force for each SMA element
produced by a spring. A transmission shaft coordinates the synchronous rotation of the
two co-rotating disks. The axial guiding system on the loading disk individually manages
the force transmission for each SMA element to a purely axial direction. In Figure 5.2,
only the pre-strain disk is shown to provide a descriptive figure.
The first device is constructed with a cam diameter (dcam) of 220 mm, SMA element
number (Nbun) of 24, and a system length (lsma) of 300 mm.
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5.1.2 Adaptable loading

The cam track, presented in Figure 5.2, converts the rotary motion of the SMA elements
into a linear stroke. The cam track guides the cam roller and generates a linear axial
movement in an attached SMA element. Based on a rotary cam track, the adaptable
load profile defines the tensile strain for the individual SMA element traveling along the
circumference. The motion function of the cam roller can be adjusted by the cam profile
to the desired thermodynamic cycle [100, 48], which enables performing an optimized EC
hybrid cycle, as introduced in subsection 1.2.2, leading to an e�cient EC device. The
symmetric arrangement of the SMA elements with the cam rollers around the circumference
leads to inherent work recovery. While one element is loaded, the opposite SMA is unloaded.
The loading force of the SMA element depends on the applied strain. Additionally, this
loading concept provides a pure axial loading to the SMA element. While moving on the
loading/unloading part of the cam profile, the SMA element heats up/cools down and
transits between the two temperature zones. During the holding phase at constant strain,
the SMA element can exchange thermal energy with the surrounding HT medium.
The first realized cam track profile provides a symmetric loading and unloading area, each
with a width of 40¶, but can be easily replaced and adapted due to the versatile system
design.

5.1.3 Heat transport

The cyclic loading and unloading of the SMA elements induce a temperature change along
the circumference of the device. In combination with the accompanying holding part of
the cam track, a hot and cold semicircle is formed by the SMA elements. The HE is based
on convection using a fluid as the HT medium, simplifying the mechanical setup. To guide
the HT medium across the ring of SMA elements, an inner and outer cylinder forms the
fluid channel. This concept of loading and fluid channel, which is divided with inlets and
outlets into fluid ducts, creates a stationary heat sink and source while using a rotary
drive.
The SMA elements change their temperature while loading and unloading due to the
specific latent heat. During the holding phases at constant strain, the SMA elements
exchange the thermal energy with the surrounding fluid. The surrounding HT medium
represents the heat sink around the SMA elements at high strain and the heat source
around the SMAs at low strain. The temperature profile of the surrounding fluid is
illustrated by color in Figure 5.2: The inlet of the hot and the cold duct is indicated in
orange, the outlet of the cold duct is represented in blue, and the outlet of the hot duct
is shown in red. During movement on the cam track’s loading and unloading ramp, the
SMA elements transition between the two temperature zones. The area between the inlet
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and outlet of di�erent temperature zones in the fluid channel is called a transition zone or
cross-flow area. An e�cient convective HE is achieved by a transversally guided fluid flow
into the inlets of the fluid duct and transversally arranged outlets, as indicated by the
cross-sectional view of the device in Figure 5.1. This flow-optimized design of the inlets and
outlets reduces the overflow of HE fluid into the other half of the fluid channel. The HT
medium can flow, as shown, in counterflow to the rotation direction of the SMA elements
or, alternatively, in parallel flow due to the versatile realization of the fluid channel. The
arrangement of inlets and outlets for the HT medium on each semicircle, along with a
large number of individual SMA elements, enables the simultaneous continuous extraction
of hot and cool thermal energy.
The initial EC HP system implementation is designed as a direct air heating and cooling
unit, eliminating the need for additional heat exchangers. Even though air exhibits
relatively poor HE characteristics compared to liquids, it o�ers simple handling and
mechanical design with negligible sealing problems. The fluid flow is generated using four
RL65-21/14H fans from the manufacturer ebm-papst, which are mounted at the inlet of
each fluid duct. The speed of these fans can be adjusted continuously by changing the
applied voltage.
In the initial setup, the inlets and outlets of the fluid ducts are symmetrically arranged
around the loading and unloading of the cam track. This results in a fluid duct length of
140¶ on each side, with the midpoint for the hot duct at 90¶ and the cold duct at 270¶.

5.1.4 Shape memory alloy element

Figure 5.3 presents the SMA element used in the EC HP device consisting of a novel
multi-element clamping mechanism which provides a clamping potential of numerous SMA
parts with di�erent diameters while creating a minimized mechanical and assembly e�ort.
Those bundles consist of numerous thin wires to improve the HE and, thus the device’s
e�ciency.
The realized bundles consist of 30 wire segments (Nwpb) with a diameter (dsma) of 200 µm,
separated into two layers. A threaded spool realizes the separation of the wire segments.
The resulting distances are chosen to be 0.7 mm (lwlay) between the wires in each level and
3.34 mm (lhlay) between both groups. After arranging the wire segments, they are secured
in position using two fixing screws that apply equal mechanical load to each wire segment.
This wire arrangement is thermo-mechanical validated using numerous bundles [10, 1].
The heating and cooling potential of this bundle arrangement is investigated for di�erent
airflow velocities by Michaelis et al. [35]. Additionally, the HE between NiTi-wire bundles
with di�erent wire arrangements and airflow is investigated [11].
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Figure 5.3: SMA element: a) Photograph of the realized bundle with the illustrated
flow direction of the HE and HT fluid, and b) cross-sectional view with the
illustrated fluid channel. Adapted from Kirsch et al.[10]

5.1.5 Summary

The discussed EC HP system provides a continuous thermal power of the hot and cold
duct on the macroscale due to its mechanical setup, as introduced in section 2.1. In
addition, the loading unit of the SMA elements enables the variation of the EC cycle,
providing optimization potential for temperature range, thermal power, and COP , following
subsection 1.2.2. The innovative approach in using SMA material as SMA elements,
combined with these key points, results in a uniquely powerful EC HP system. The
application scale, SMA element geometry, load case, HE type, and medium can be adapted
easily.
The versatile design enables independent modification of the process parameters such as
type and amount of SMA material, load profile, rotation frequency, fluid channel geometry,
flow direction, inlet temperature, and flow rate. In the literature, first experimental results
are presented for the continuous operating EC HP system variating rotation frequency
and air flow rate[49, 50].
The presented concept o�ers a large number of individually adjustable design and operating
parameters. To achieve an optimal EC HP system, a simulation tool that covers the
complex relationships of the design is essential for the economic development and realization
of the device. Due to the large number of possible parameter sweeps, a data visualization
tool is also needed to enable the comparison of di�erent trends and influencing factors. The
following sections describe the development and realization of a highly e�cient simulation
tool using the results of the foregoing chapters.
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5.2 Model approach
The modeling approach described in the following section is based on the experimental
system presented before. The system simulation comprises various elements and starting
points that need to be discussed in this approach. This involves specifying the model type,
constraints for model dimensions, segmentation and discretization method, boundary con-
ditions between the simulated system and the environment, as well as model enhancements
for all system modules.
The fully coupled system-level model must represent all physical subunits of the EC device.
Therefore, the system is divided into modules. Figure 5.4 presents the structure of the
system-level modeling approach, with the input parameters on the left, the output key
values on the right, and the model with its subunits of the system in the middle. The
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Figure 5.4: Structure of the simulation tool with input and output parameters.
Adapted from [74].

loading and unloading processes are managed by the Kinematic module, and the fluid-based
HT in the hot and cold ducts on both sides of the device are covered by the Fluidic module.
Additionally, the SMA module covers each SMA element’s behavior with respect to the HE
with the HT medium. The coupling between the kinematic and the SMA unit generates
the strain input for the SMA material. It transmits the SMA force and enables with the
load profile a drive torque calculation. The interaction between the SMA material and
the surrounding fluid consists of the HE based on their temperature di�erences. For the
simulation of the hysteretic SMA material during tensile loading, the physics-based MAS
model is used as the foundation. This includes also the thermo-mechanical coupling, as
introduced before (section 2.2).
The three main components of the EC simulation tool will be linked together by the
rotation angle (Ï) as a clockwise positive state variable. It interacts with the Kinematic to
provide the loading state, the SMA determines the temperature of each element, and the
Fluidics determines the temperature of the fluid around the circumference. This interaction



120 5 System simulation tool

results in the duct’s outlet temperature, which a�ects the thermal power, torque, and
mechanical work.
In the following, the SMA model with its dimensions will be discussed, followed by the
Kinematic and the Fluidic approach.

5.2.1 Shape memory alloy model

The SMA element is actually a 3D body. When creating simulation models, it is best
to opt for a simple replication of the simulation’s focal element, boundary conditions,
and operating cycle. This simplification reduces the model’s complexity and minimizes
computational e�ort. However, reducing the model’s dimensions and simplifying the
boundary conditions during the operational cycle can lead to discrepancies between the
simulated behavior and the actual behavior of the focal element within the system.

Dimensions

In the case of an SMA wire with a polycrystalline CLS, where a uniform load and
temperature profile throughout the EC cycle along its length will be applied, no local PT
e�ects have to be considered due to the homogenization e�ect discussed in Figure 4.5.
The single SMA wire segment within the SMA element has a diameter of 200 µm and a
length of 300 mm, resulting in a very small aspect ratio between cross-sectional area and
surface area. Hence, a discretization at the crosssection is not required for implementing
the SMA geometry as the diameter-to-length ratio is insignificant. Additionally, the radial
temperature gradient of the SMA can be neglected since the thermal conductivity of the
SMA material is much greater than that of the surrounding fluid, and the heat exchange
coe�cient between the SMA and the fluid. This allows for a homogeneous temperature to
be assumed in the cross-sectional area of the SMA [243]. It is applicable for each SMA
wire segment in the SMA element due to the large distance of 700 µm between two wire
segments. Additionally, the thermal and mechanical influence of the clamping can be
neglected due to the long sample length and the short influence area of the clamping as
visible in Figure 4.8. This allows for assuming a homogeneous temperature along the axial
direction of the EC system.
This approach does not account for field fluctuations, such as the formation and propagation
of PFs during the PT. It, therefore, supports a simplified model calculation without losing
predictive power.
The used SMA geometry and size, as well as the thermo-mechanical setup, enable the
approximation of the SMA element with a single temperature and phase fraction. The
flexibility implementation allows for easy upgrading of the implementation to accommodate
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more sets of values per element. The shape of the SMA element, such as the surface area
and volume of the SMA material, remains una�ected.
As known from section 2.2, the modeling tool can have numerous aspects as presented
in Figure 1.6. The desired system simulation tool will predict the system’s behavior.
Therefore, the experimentally observed localized PT will be neglected in the model.
Since the focus is on using the complete potential of the integrated SMA material, with
full FT and BT, an exact replication of internal hysteresis loops is not necessary.
Regarding its use as a development assistant tool, computation time is one of the essential
aspects. Therefore, the polycrystalline shape is neglected, and the material behavior is
assumed to be box-shaped. Finally, the arbitrary MAS model, introduced in section 2.2,
can be used, which considers a global, time-dependent phase fraction.

Mathematics

The SMA model provides the coupling between the mechanical deformation of the SMA
applied by the kinematic unit and the thermal response a�ecting the fluidic unit. This
thermo-mechanical coupling is replicated using the MAS model [233]. It includes the
constitutive relation between stress (‡), strain (Á), and the current material composition as
phase fraction (›) (Equation 2.9), as well as the energy balance of the SMA (Equation 2.25).
The used SMA elements of the EC system are restricted to tensile force. Therefore,
only M+ (›+) and A (›A) are considered as relevant phase fractions. This changes the
constitutive relation from Equation 2.9 to Equation 5.1 by using Equation 2.10.

‡j = Áj ≠ Át · ›+,j
›+,j

EM
+ 1≠›+,j

EA

(5.1)

The resulting constitutive equation depends in addition to the material parameters Young’s
modulus of M (EM), Young’s modulus of A (EA), transformation strain (Át), and phase
fraction (›). Since the phase fraction of M+ (›+,j) is the system’s state variable, it is
specified by the index of SMA element (j). The input strain value (Áj) in Equation 5.1
is provided by the load profile and must be calculated for each of the 24 SMA elements
in the EC system. The phase fraction of M+ is calculated using Equation 2.11. The
simplification of only considering tensile loading removes the need to calculate a further
PDE for each SMA element. This results in significant savings in computational e�ort.
The consideration of only the tensile-based M phase fraction changes the energy balance
of the SMA element from Equation 2.25 to Equation 5.2.

flsma · csma · ˆT sma,j

ˆt
= +flsma · H · ˆ›+,j

ˆt
≠ hsma,fld · Asma,surf

V sma
· (T sma,j ≠ T fld) (5.2)
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In this calculation, time-constant SMA material parameters of density (flsma), and specific
heat capacity (csma) is assumed, and no Joule heating is taken into account. Equation 5.2
describes the energy balance in the EC material by linking the temperature rate with
the release or absorption of specific latent heat (H), due to PT, as well as with the HE
betweeen the SMA and the surrounding fluid (fld). The HE, in addition to the temperature
di�erence between the SMA (T sma) and the surrounding fluid (T fld), depends on the heat
exchange coe�cient (hsma,fld), and the ratio of SMA surface (Asma,surf) to volume (V sma).

5.2.2 Kinematics

The current rotation angle of the SMA arrangement (Ï (t)) in the EC HP depends on the
duration of operation (t) and can be calculated using Equation 5.3.

Ï (t) =
ˆ t

0
Ê (tÕ) dt

Õ = 2 · fi ·
ˆ t

0
f (tÕ) dt

Õ (5.3)

With this dependency, the current position of each specific SMA element at a certain point
in time (Ïj (t)) can be evaluated with the initial position of the SMA element in the SMA
arrangement (Ïj ,0) using Equation 5.4.

Ïj (t) = Ï (t) + Ïj ,0 = Ï (t) + 360¶

Nbun
· (j ≠ 1) (5.4)

The cam track provides a prescribed displacement based on its load profile to achieve the
desired loading of the SMA elements during the EC cycle. Furthermore, the mechanical
power input is influenced by the load profile and the arrangement of the SMA elements.

Strain

The kinematic correlation between mechanics and SMA provides the strain input for each
SMA element (Áj(Ïj)), which is needed for Equation 5.1, based on the maximal stroke,
angle of loading with start and end, and angle of unloading with start and end, as presented
in Figure 5.5 (a). The loading process comprises four main stages:

• loading with a specific slope,

• holding at the maximum strain (Ámax),

• unloading with a specific slope,

• and holding at minimum strain (Ámin).

The cam rollers move in the direction of rotation of the SMA elements with the rotation
frequency (Ê). Between the specific points, the strain function (Á(Ï)) can be interpolated
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Figure 5.5: Kinematic correlation between mechanics and SMA elements:
a) Schematic view of the cam track, b) strain (Á)-rotation angle (Ï) diagram of the
unrolled cam track.

as presented as an unrolled cam track in Figure 5.5 (b). The hot and cold fluid ducts
are depicted in color, and the transition zones are indicated in gray. More sections can
easily be added to the piecewise-defined function to mimic an adiabatic-isothermal hybrid
process with di�erent slopes during loading and unloading.

(a) Symmetric 40¶ (b) Symmetric 180¶ (c) Unsymmetric (d) Sinus

Figure 5.6: Cam track geometry: Exemplary presentation of cam discs with
di�erent loading/unloading types.

The load profile of the SMA controlling the EC cycle, applied by the cam track, is defined
by characteristic points and modeled as a stationary, piecewise strain function (Áj=Á(Ïj))
depending on the rotation angle (Ï) of the SMA arrangement. The loading and unloading
profiles can be defined as interpolated lool-up tables or mathematical functions. Due to
this versatile approach, unsymmetric and arbitrary load profiles around the circumference
are achievable, as well as sinusoidal functions, as shown in Figure 5.6.

Torque

Figure 5.7 explains the correlations for loading (a) and unloading (b) between the rotation
angle (Ï) and the cam track radius (rcam) with the stroke, expressed by the strain (Á) and
SMA length (lsma). With this relation, the angle of inclination (–) can be calculated as a
function of the rotation angle (Ï) as presented in Equation 5.5.

tan (–) = lsma · dÁ (Ï)
rcam · dÏ

(5.5)
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The transmission ratio between the SMA force (F sma) and the resulting tangential force (F tan)
on the cam track depends on the inclination angle (–(Ï)).
Using the resulting tangential force (F tan) and the radius of the cam track (rcam), the
required torque (M sma) for moving the SMA element along the load profile can calculated
using Equation 5.6.

M sma =
Nbunÿ

j

M sma,j =
Nbunÿ

j

F tan,j · rcam (5.6)

The total required torque consists of the individual components generated by the resulting
tangential force (F tan,j) of each SMA element with the lever arm given by the cam
track (rcam). In addition to the SMA force (F sma,j) motion of each cam roller on the cam
track produces an individual friction force (F fri,j), which has to be also covert by the
tangential force (F tan,j).
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Figure 5.7: Kinematic correlations between mechanics and SMA elements:
Schematic view of the forces while loading (a), and unloading (b).

The evaluation of the force equilibrium in horizontal direction (F x) and vertical direc-
tion (F y) for the inclined ramp while loading of the SMA is presented in Equation 5.10
and the declined ramp while unloading of the SMA is presented in Equation 5.14.

ÿ
F x = F tan ≠ F N · sin (–) ≠ F fri · cos (–) = 0 (5.7)

ÿ
F y = ≠F sma + F N · cos (–) ≠ F fri · sin (–) = 0 (5.8)

F fri = µ · F N (5.9)

F tan = F sma · sin (–) + µ · cos (–)
cos (–) ≠ µ · sin (–) (5.10)
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ÿ
F x = F tan + F N · sin (–) ≠ F fri · cos (–) = 0 (5.11)

ÿ
F y = ≠F sma + F N · cos (–) + F fri · sin (–) = 0 (5.12)

F fri = µ · F N (5.13)

F tan = ≠F sma · sin (–) ≠ µ · cos (–)
cos (–) + µ · sin (–) (5.14)

During unloding, the angle of inclination (–) is < 0. The identity of the trigonometric
functions, sin (≠–) = ≠ sin (–) and cos (≠–) = cos (–), indicates that Equation 5.10 and
Equation 5.14 are the same. Therefore, there is no need for a case distinction, which saves
time during calculation.
In the case of the loading, the powertrain has to provide a higher force for each SMA
bundle for a friction coe�cient µ> 0. At unloading, the powertrain has to provide a lower
negative force for each SMA bundle for a friction coe�cient µ> 0. Thus, the total torque
of the hole EC system increases with friction.

5.2.3 Fluidics

In Figure 5.8, the cross-sectional view of the channel presents the input temperature
on the hot (T hi) and cold (T ci) duct, as well as the output temperature on the hot (T ho)
and cold (T co) ducts. The evolution of the temperature in the channel is indicated by
the familiar color order, based on the strain profile (Á) inside the circle and the rotation
direction of the SMA elements with the rotation frequency (Ê). The thermo-mechanical
behavior of the fluid flow ducts is specified by the temperature (T ) of the inlet and outlet
and the flow rate (V̇ ). The fluid flow velocity is calculated by using the channel geometry
and flow rate. The primary flow direction of the fluid is assumed to be counter to the
rotation direction of the SMA elements.
Figure 5.9 (a) illustrated the unrolling of the expected temperature distribution in the
stationary state along the rotation angle (Ï) during counterflow. The standard hot and cold
channels are depicted in color, and the transition zones are indicated in gray. Figure 5.9 (b)
presents the fluidics correlations between the fluid flow in the channel and the SMA
elements, depending on the channel geometry, height (lhchannel) and radius (rchannel). Note
that the radius of the channel (rchannel) describes the middle of the channel at which the
SMA element exchanges its thermal energy, while the radius of the cam track (rcam),
describes where the cam rollers of the SMA elements insert their mechanical work. The
length of the channel correlates for the HE with the length of the SMA (lsma).
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Dimensions

For the calculation of the temperature distribution between the in- and outlets, the
fluid channel is discretized along the circumference into numerous stationary volume
elements with a specific length (∆lfld). The temperature profile over the height (lhchannel)
of the channel is homogenized due to the distance along the circumference between
two neighboring SMA elements. Therefore, the initial version of the simulation tool
approximates the fluid channel as a circumferential line, with the flexibility to easily
upgrade the implementation to accommodate more concentric lines of fluid along the
height of the channel. In the case of multiple concentric channels, the transferred thermal
energy by HE between SMA and corresponding fluid element is divided. At the output,
the temperature and the thermal energy are calculated using the weighted mean value of
the multiple channel lines. Therefore, the resulting output values of the EC system are
not a�ected by dividing the channel.

Thermal energy transport

The thermal energy transport along the fluid channel is numerically realized by using a
conventionally advection-di�usion equation as presented in Equation 5.15.

ˆu

ˆt
= Ò · (DFC Ò u ≠ v u) + ST (5.15)

This equation describes the transfer of energy or other physical quantities in a physical
system based on di�usion, convection, or advection. The variable of interest, specific
internal energy (u), changes its state over time due to the direkt HE with an energy source
or sink (ST ). This part can be a function based on the specific internal energy or other
parameters. The central part of the partial di�erential equation is the divergence of the
general di�usion coe�cient (DFC ) combined with the concentration gradient of the specific
internal energy (Ò u), and the velocity field (v) of the specific internal energy.
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Equation 5.16 presents the adaption of the thermal energy transport equation of the fluid
to the desired application in the EC system.

ˆ

ˆt
(flfld · cfld · T fld,k)

¸ ˚˙ ˝
a

=

+ ˆ

ˆx
· Ÿfld · ˆ

ˆx
(flfld · cfld · T fld,k)

¸ ˚˙ ˝
b

≠ ˆ

ˆx
· vfld · (flfld · cfld · T fld,k)

¸ ˚˙ ˝
c

+ hsma,fld · Asma,surf
V fld

· (T sma ≠ T fld,k)
¸ ˚˙ ˝

d

+ Q̇wall¸ ˚˙ ˝
e

(5.16)

The temporal derivative of the specific internal energy of a fluid element which is specified
by the index of fluid element (k) (5.16) (a) depends on its density (flfld), specific heat
capacity (cfld) and temperature (T fld,k). The energy of the fluid element can be changed by
the local changes in Fourier heat conduction (5.16) (b), which transfers thermal energy to
neighboring elements based on the thermal conductivity of the fluid (Ÿfld). In addition,
the local change in energy is induced by the motion of the fluid. The advection-based
part (5.16) (c) describes the mass transport out of the stationary fluid element based on the
velocity of the fluid (vfld). Further the energy changes due to the convective HE (5.16) (d)
depending on the heat exchange coe�cient (hsma,fld) between fluid and SMA, as well as
the surface area of the SMA (Asma,surf), the volume of the fluid element (V fld), and the
temperature di�erence of both.
The time-dependent fluid temperature (T fld,k) of each volume element can be calculated
by solving this partial di�erential equation. In the following, the additional heat source or
sink term in Equation 5.16 (e) will be introduced.

Wall losses

Regarding the application as a prediction tool for the EC system, the heat conduction
losses in the channel wall must be considered. Therefore, the equation is extended by
Equation 5.16 (e) to include the losses though di�erent wall layers, as shown in Figure 5.10.
The fluid duct, presented in the middle of Figure 5.10 (a), is on the left side, connected to
the inner wall with the heat exchange coe�cient (hfld,wall) and the inner ambient with the
heat exchange coe�cient (hwall,amb). Inside the wall, the thermal energy flows with the
thermal conductivity of the wall (Ÿwall) along the height of the wall (lhwall). Due to the
symmetric arrangement, the outer side is similar in terms of the wall and the ambient.
Figure 5.10 (b) presents the equivalent thermal resistance network of one side of the duct.
With the total thermal resistance (Rth,tot), as well as the temperature di�erence between
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Figure 5.10: Thermal losses through duct walls: Schematic view of the layers
around the duct (a), and equivalent network of the thermal resistance (Rth) (b).

the fluid (T fld) and the ambient (T amb), the thermal power through the wall (Q̇wall) can be
calculated using Equation 5.17 with contact area between fluid and wall (Awall). The wall
losses have to be considered two times as a heat sink due to the symmetric arrangement.

Q̇wall = 2 · (T fld ≠ T amb)
Rth,tot

= 2 · (T fld ≠ T amb)
Rth,inner + Rth,wall + Rth,outer

=

2 · Awall
1

hfld,wall¸ ˚˙ ˝
a

+ lhwall
Ÿwall¸ ˚˙ ˝

b

+ 1
hwall,amb¸ ˚˙ ˝

c

· (T fld ≠ T amb) (5.17)

The thermal resistance of the inner interface between fluid and wall (Rth,inner) and between
wall and ambient (Rth,outer) corresponds to the reciprocal of the related heat exchange
coe�cient for the fluid (hfld,wall), and the wall (hwall,amb), as introduced in (5.17) (a) and
(5.17) (c). The thermal resistance of the wall can be calculated by dividing the thickness of
the wall (lhwall) by the thermal conductivity of the wall (Ÿwall), as introduced in (5.17) (b).
These equations result in the extension term (e) of the thermal energy transport equation
of the fluid known from Equation 5.16.

Flow mixture and heat recovery

Figure 5.11 provides a detailed view of the channel’s inlet and outlet areas, including the
transition zones. The ring of SMA elements is surrounded by the inner and outer channel
walls. At the inlets and outlets, the outer wall is opened to allow the fluid exchange. This
structure is designed to guide the fluid tangentially into or out of the channel. At the
inlets, the fluid flow can be forced by fans in the case of an air-based system or by pumps
in the case of a liquid-based system. The forced fluid flow leads to an increased pressure
at the inlet areas. At the outlets, the air-based system exhibits ambient air pressure. This
pressure gradient encourages a cross-flow from the inlet through the transition zone to the
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Figure 5.11: CFD simulation of fluid channel with inlet and outlet for a hot and
cold duct with flow mixture in the transition zone.

nearby outlet. The cross-flow moves toward the outlet because of the pressure di�erence
between the outlet and the main channel of the hot or cold side. The fluid flow in this
direction, indicated in Figure 5.11 with the small red arrows, is increased in the case of a
counter flow and reduced in the case of a co-flow between SMA elements and main flow in
the hot and cold channel.
In the system simulation model, the flow mixture can be individually considered by a cross
flow coe�cient for the hot (cfh) and cold (cf c) side in the range of 0–1. The flow rate
from the cold input (V̇ ci) is split into the flow rate for the main cold channel (V̇ c), which is
defined by Equation 5.18, and the cross-flow from the cold input to the hot output (V̇ ch),
given by Equation 5.19.

V̇ c = (1 ≠ cf c) · V̇ ci (5.18)

V̇ ch = cf c · V̇ ci (5.19)

The flow rate from the hot input (V̇ hi) is split into the flow rate of the main hot channel (V̇ h)
and the cross-flow from the hot input to the cold output (V̇ hc), which can be calculated
using Equation 5.20 and Equation 5.21.

V̇ h = (1 ≠ cfh) · V̇ hi (5.20)

V̇ hc = cfh · V̇ hi (5.21)
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If the cross flow coe�cient for the hot side (cfh) or cold side (cf c) is > 0, the simulation
model will be expanded to include the corresponding transition zone as an additional
channel. In this channel, the fluid flow generates HE with the SMA and a�ects the
temperature profile of the entire EC system. The resulting flow rate at the hot outlet (V̇ ho),
or cold outlet (V̇ co) is calculated using Equation 5.22 and Equation 5.23.

V̇ ho = V̇ h + V̇ ch (5.22)

V̇ co = V̇ c + V̇ hc (5.23)

The outlet temperatures of the hot (T Õ
ho) and cold side (T Õ

co) are calculated using Equa-
tion 5.24 and Equation 5.25, with the resulting temperatures at the end of the transition
zone from cold to hot (T cho) and from hot to cold (T hco). This calculation is based on the
calculation of the weighted arithmetic mean.

T
Õ
ho = T ho · V̇ h + T cho · V̇ ch

V̇ ho
(5.24)

T
Õ
co = T co · V̇ c + T hco · V̇ hc

V̇ co
(5.25)

With these formulas, the model can handle any number of fluid duct combinations. This
can be used for investigating the cross-flow between the hot and cold fluid duct, as
presented in Figure 5.11.
Furthermore, the concept of additional ducts enables the simulation of internal thermal
energy recovery, as known from other EC systems introduced in section 2.1. This approach
can help to increase the maximum meaningful temperature di�erence of the inlets while
keeping the same EC material. By doing this, the remaining thermal energy in the SMA
elements after the hot or cold duct can be used to pre-heat or pre-cool the SMA elements
before the loading or unloading begins, as illustrated in Figure 5.12.



132 5 System simulation tool

437, 6̇37

transition
zone

heat recovery
zone cold

6̇3

F

"

;=0°
; 6><4

; 6><=

; >><4

; >><=6̇2

6̇239

6̇339

427, 6̇27

4′28 , 6̇28

transition
zone

heat recovery
zone hot 

6̇32

6̇23

427

428

4′38 , 6̇38

437

438

hot duct 

cold duct 

; 6=

; 64

; >=

; >4

43274328

6̇23 4238423742397

42398

43397

43398

hot inlet

cold outlet

hot outlet

cold inlet

; >64; >6=

; 6>4 ; 6>=

Figure 5.12: Cross-sectional view of fluid channel with cross-flow and internal
heat recovery concept.



5 System simulation tool 133

5.2.4 Heat exchange coe�cient

The heat exchange coe�cient between SMA and fluid (hsma,fld) changes significantly under
di�erent flow conditions, such as laminar or turbulent flow, surface properties of the
SMA, and the velocity at which the fluid flow passes the SMA surface. To enable
accurate prediction of the HE between SMA and fluid as introduced in Equation 5.2 and
Equation 5.16, the value of the heat exchange coe�cient has to be chosen according to the
actual conditions in the EC system.
The heat exchange coe�cient directly influences the minimal time needed for a su�cient
HE between the wire and fluid during the holding phase of the process cycle. This
time dictates the device’s maximal meaningful rotation frequency. In literature, various
values and empirical correlations are presented to overcome the uncertainty in this crucial
influence factor; in the following, a suited concept for the determination of the heat
exchange coe�cient is evaluated.

Fluid flow simulation

The heat exchange coe�cient between SMA and fluid can be determined using a CFD
in COMSOL. The finite element (FE) software calculates the distribution of physical
quantities such as pressure, flow velocity, and temperature in the fluid flow with the
SMA arrangement. Figure 5.13 presents the implemented wire bundle in the channel with
the colored flow velocity of the HT fluid. Only the significant part of the fluid channel
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Figure 5.13: Schematic view of the wire bundle in the channel with the colored
flow velocity of the HT fluid.

geometry is modeled in the simulation program. Due to the small aspect ratio between
diameter and length of the SMA wire, as well as the height and length of the channel, the
axial boundary e�ects along the EC system are negligible, resulting in a homogeneous
distribution along the length of 300 mm. Therefore, the cross-section of the channel is
designed in two dimensions with a width (lwchannel) of 25 mm, corresponding to the actual
channel part associated with one bundle. The flow inlet is located on the left side, and the
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outlet is on the right side. The top and bottom of the channel and the wire are defined as
walls with a no-slip condition, accounting for the boundary layer e�ect.
For the determination of the fluid flow condition, the Reynolds number is calculated using
Equation 5.26 [99].

Re = flfld
Âfld

· vrel · lchar (5.26)

It describes the ratio of inertial force to frictional force. Based on the so-called color thread
experiment developed by O. Reynolds in 1883, the flow form can be determined related to
the flow characteristics. These includes the density (flfld) and dynamic viscosity (Âfld) of
the fluid, as well as the flow-specific values like relative velocity (vrel) and characteristic
length (lchar) [99]. The fluid specific values are summarized in Table 5.4. The relative
velocity (vrel) is calculated using Equation 5.27 with the velocity of the SMA (vsma) and
the fluid (vfld).

vrel = vsma ≠ vfld = rchannel · Ê ≠ vfld (5.27)

The critical Reynolds number (Recrit) is found at 2300. In practice, this means that a
laminar flow is expected when Re is less than 2000. Whereas, for a Re between 2000 and
4000, the laminar flow is unstable. If the Re exceeds 4000, one can assume a turbulent
flow. In this case, turbulent flow means that the fluid’s movement is not predictable
regarding its spatial-temporal structure, leading to irregular transverse movements with a
strong flow mixture. Concerning thermodynamics, the turbulent flow favors the HE to the
components located in the channel, such as the SMA wires and the channel walls.
The characteristic length (lchar) is defined as the streamed length which is given by Equa-
tion 5.28.

lchar = fi

2 · dsma (5.28)

Due to the small SMA diameter (dsma) of 200 µm the fluid flow in the channel is assumed
as almost free of turbulence and thus defined as laminar flow. In this work, airflow
velocities of up to 24 m/s are considered, leading to laminar flows only. The pressure on
the outlet (pfld,o) is set to 1 bar covering ambient conditions.
In the flow profile, the laminar flow splits into three flow strands through the wire layers,
creating a region of lower velocity behind the wires. Therefore, the local distribution of
the flow velocity field falls below and exceeds the flow velocity specified in the channel
entrance via the channel height, as indicated by the green and blue color.
An extremely fine, physics-controlled mesh is used for calculating the fluid dynamics and
temperature fields. The simulation for the temperature prediction consists of two steps:
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In the first step, the SMA wires are heated by 1 K, and the temperature evolution along
the channel is investigated. In the second step, the wire heating is switched o� at time of
0 s to investigate the SMA’s temperature decay over time. The simulated time duration is
10 s with increments of 0.05 s.
The energy balance known from Equation 5.2 can be simplified to Equation 3.18 by
neglecting the production and absorption term since no PT occurs.
Under the assumption of a uniform distribution of temperature, negligible influence of
the clamping, and no generation or absorption of specific latent heat, the temperature
evolution in the sample is governed by an exponential decay dependent on the heat
exchange coe�cient, as known from Equation 3.19. The calculation of the heat exchange
coe�cient (hsma,fld) is performed in the data evaluation using Equation 5.29 based on an
exponential fit of SMA temperature (T sma) over time (t) with the start temperature (T sma,s).

T sma (t) = (T sma,s ≠ T fld) · exp
A

≠4 · hsma,fld
flsma · csma · dsma

· t

B

+ T fld (5.29)

The resulting values for the heat exchange coe�cient between SMA and air for di�erent
fluid velocities are presented in Figure 5.14.

Empirical approaches

In literature, various approaches are used to predict the heat exchange coe�cient depending
on geometry and flow conditions. Figure 5.14 compares di�erent empirical approaches
to calculate the heat exchange coe�cient for changing relative velocities between SMA
element and air.
The heat exchange coe�cient of a single wire is experimentally investigated for di�erent
airflow velocities as introduced in chapter 4 and [75, 55]. These results are presented as
a red line with dots in Figure 5.14. The value of the heat exchange coe�cient increases
degressive as the airflow velocity increases.
The VDI Heat Atlas [185] provides an overview of calculations for various flow geometries,
for cross-flow around single tubes and tube arrangements, suitable for HE between SMA
and fluid. The prediction for wire bundles, as described in section 5.1, and for single wires
yields almost identical values for the geometry of the discussed bundle in Figure 5.13.
This is primarily due to the wide spacing between the wires in the bundle arrangement,
as well as between the wall and the bundle. In addition, the prediction for a single wire
overestimates the value for the heat exchange coe�cient in comparison with the values
obtained experimentally for di�erent relative velocities between SMA and the fluid.
Churchill et al. [273] provides a calculation for single cylinders in a fluid flow. This
prediction for a single wire also overestimates the heat exchange coe�cient in comparison
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Figure 5.14: Comparison of di�erent approaches for calculating the heat exchange
coe�cient between SMA and fluid, while using air as fluid.

with the experimental values given for di�erent relative velocities between SMA and fluid,
but less than the VDI Heat Atlas.
Whitaker et al. [275] provide a calculation method for single tubes and bundles of tubes.
The prediction for the single tubes is settled between VDI Heat Atlas and Churcill. Further,
the prediction for the bundle arrangement is lower than the experimental values of the
single wire.
The heat exchange coe�cient calculated with the approach from Whitaker et al. [275] for
bundle arrangements fits to the results obtained by the COMSOL simulation.
In the following, the Whitaker [275] approach is used to calculate heat exchange coe�cient
between SMA and surrounding fluid due to the reduced values of the bundle compared
to the single wire. This reduction aligns with the experimentally observed decrease in
thermal energy output for bundles [35]. Additionally, the calculated values correlate with
the fluid flow simulation.

Calculation method

The heat exchange coe�cient between SMA and fluid is calculated according to the
approach of Whitaker [275] for staggered tube bundles, as presented in this section. This
empirical estimation can be used in case the length of the element in the fluid channel is
much larger than the diameter of the wire, and the bundle consists of more than ten rows
in the flow direction.
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The heat exchange coe�cient (h) is given by Equation 5.30.

h = 1
vf

· Nu · Ÿfld
lchar

(5.30)

It contains the thermal conductivity of the fluid (Ÿfld), the characteristic length (lchar) of
the SMA bundle, and the Nusselt number (Nu). The wall of the channel does not interact
with the bundle because the distance to the SMA wire is much greater than the diameter
of the wire. Therefore, only the arrangement of the bundle needs to be considered when
calculating the heat exchange coe�cient.
The void fraction (vf) describes the influence of the wire arrangement on the flowing fluid,
and is calculated using Equation 5.31.

vf =

a˙ ˝¸ ˚
1
2 · lhlay · lwlay ≠

b˙ ˝¸ ˚
1
2 · fi

4 · dsma
2

1
2 · lhlay · lwlay
¸ ˚˙ ˝

a

(5.31)

For the calculation of the void volume between the wires in the bundle, the area is segmented
into triangle cells: The total volume in one triangle cell is defined by Equation 5.31 (a).
The particle volume in one triangle cell is defined by Equation 5.31 (b). The characteristics
of the bundle is defined by the diameter of the SMA wire (dsma), the distance between
SMA wires in flow direction (lwlay), and the distance between SMA wires tangentially to
the flow direction (lhlay), as illustrated in Figure 5.13.
The characteristic length depends on the flow case. To account for the impact of the wires
on the flow, the description of characteristic length (lchar) known from Equation 5.28, is
adjusted to Equation 5.32 with the bundle geometry, and the void fraction (vf).

lchar = 3
2 · dsma

1 ≠ vf
(5.32)

The Nusselt number (Nu) provides a description of convective HE between a solid surface
and a flowing fluid, and is defined by Equation 5.33 and Equation 5.34 depending on the
Reynolds number.

Nu
1
Re < 102

2
= 2 · Re1/3 · Pr1/3 (5.33)

Nu
1
102

< Re
2

=
1
0.5 · Re1/2 + 0.2 · Re2/3

2
· Pr1/3 (5.34)
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This simplified empirical correlation only depends on the Reynolds number and the Prandtl
number, since a temperature-independent dynamic viscosity of the fluid can be assumed
due to the small temperature range expected in the EC system.
The Reynolds number characterizes the flow behavior of the setup, and the characteristic
length of Equation 5.32 has to be used in Equation 5.26.
In the case of a large void fraction (vf > 0.65), the Nusselt number is set to the double
value as presented in Equation 5.35.

Nu (vf > 0.65) = 2 · Nu (5.35)

The Prandtl number gives a measure for the ratio of fluid flow and temperature boundary
layer thickness. It can be calculated using Equation 5.36 with the specific heat capacity (cfld),
the dynamic viscosity (Âfld), and the thermal conductivity (Ÿfld) of the fluid.

Pr = cfld · Âfld
Ÿfld

(5.36)

With these formulas, the heat exchange coe�cient can be estimated.

5.2.5 Viscous losses

The thermo-mechanical behavior of the EC HP is influenced not only by the cross-flow
and the heat exchange coe�cient but also by flow losses due to the channel itself and the
SMAs obstructing the flow.
The pressure di�erence of the fluid in the duct (∆pfld,duct) without interaction of the SMA
arrangement can be calculated using Equation 5.37 from the VDI Heat Atlas [185]. The
SMA arrangement in the channel is ignored in the calculation of the pressure di�erence
due to the large void fraction (vf) of the bundle calculated in Equation 5.30.

∆pfld,duct = ’fld,duct · lduct
dhyd,duct

· vfld,duct
2

2 (5.37)

The length of the duct (lduct), defined between the inlet and outlet, and the corresponding
fluid velocity (vfld,duct) are used for this calculation. The resistance coe�cient of the
fluid (’fld,duct) and the hydraulic diameter (dhyd,duct) specifies in more detail the properties
of the duct for fluid flows with non-circular cross-sections.
For any cross-section, the hydraulic diameter (dhyd,duct) can be calculated using Equa-
tion 5.38 with the area (Aduct) and the circumference (Uduct) of the duct.

dhyd,duct = 4 · Aduct
Uduct

(5.38)
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The resistance coe�cient of the fluid (’fld,duct) is calculated using Equation 5.39 with the
aspect ratio coe�cient (ab) from 0.89 to 1.5. This value is obtained from a lookup table
using the width-to-height ratio of the duct from 0 to 1.

’fld,duct (Re Æ Recrit) = ab · 64
Re (5.39)

The Reynolds number (Re) can be calculated using Equation 5.26 and replacing the
characteristic length (lchar) with the hydraulic diameter (dhyd,duct). The critical Reynolds
number (Recrit) is chosen to 2320. Beyond this value, the resistance coe�cient of the
fluid (’fld,duct) can be obtained from the Moody-Diagram [278] for hydraulically smooth
surfaces.
The power of the viscous losses (P vis,fld,duct) consumed by the fluid in the duct can
be calculated using Equation 5.40 with fluid velocity (vfld,duct) and the cross-sectional
area (Aduct) of the duct.

P vis,fld,duct = V̇ fld,duct · ∆pfld,duct = vfld,duct · Aduct · ∆pfld,duct (5.40)

The resulting pressure di�erence of the fluid for the hot and cold duct is presented in
Figure 5.15 as a black curve. It is calculated for di�erent flow rates using the channel
configuration introduced in section 5.1. Additionally, to the pressure needed for the fluid
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Figure 5.15: Viscous losses: Resulting pressure drop of the fluid in the duct (black),
and fan characteristics of di�erent fan types (color) for di�erent flow rates.

flow with a certain flow rate, the fan characteristics of di�erent fan types for various flow
rates are presented in color. The fan type name is enlarged by the number of ducts and
the quantity per duct. These characteristics, as outlined in the datasheet, demonstrate
the dependence of maximum pressure on the flow rate produced by the specific number of
fans, which also corresponds to the maximum electrical power consumption. To evaluate
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the electrical power consumption of each fan group for a specific flow rate, the intersection
point between pressure di�erence of the fluid in the duct and the fan pressure characteristic
is determined, by scaling the maximum curve for each fan type. The square of the scaling
factor times the nominal power is the actual electrical power. The resulting electrical
power consumption of the fan group for di�erent flow rates is presented in Figure 5.16.
The colors for the di�erent fan types in Figure 5.16 correspond to those in Figure 5.15.
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Figure 5.16: Viscous losses: Resulting electrical power consumption of the fans in
color for di�erent flow rates.

The curve labeled ideal represents a fan with an e�ciency of 100 %, thus representing
viscous power.
The field of fluid mechanics provides a detailed description of how fluids flow within a
channel. For instance, liquids with similar density, average atomic or molecular distance,
compressibility, and thermal expansion values may exhibit di�erent viscous behaviors.
Under normal conditions, gases have a density approximately 1000 times smaller than
that of liquids. However, the same principles of motion can be applied to both gases and
liquids as long as the pressures are not excessively high and the speed remains below the
speed of sound.
This work focuses on predicting the behavior of an air-based EC HP. Therefore, the viscous
losses are discussed in producing a fluid flow using fans without restricting generality.

5.3 Implementation

In order to model the system structure of the EC HP, known from Figure 5.4, the code
of the simulation tool should be based on object-oriented and structured programming.
The object-oriented approach involves storing data as fields with attributes and properties
and writing code as procedures and methods. The aim is to organize the simulation tool
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into separate modules, each with a specific and understandable purpose. The interaction
between defined modules should minimize computational e�ort. The structured-based
programming allows for more straightforward procedures in some cases, such as when
exception handling must be performed.
To create a versatile simulation tool, the modules should be self-contained. This allows for
the exchangeability of single modules, as well as simplified calibration and validation of each
module. The code in this module should combine imperative and functional programming,
allowing for multiple simultaneous parameter studies on a multi-core system.
Due to the numerous adjustable design and operating parameters of the EC HP presented
in section 5.1, there is a large number of possible parameter sweeps. It is essential to
have a simulation tool that can handle complex design relationships and allows for fast
computation. Additionally, it is also essential to develop a control tool that supports
systematic study and massively parallel computation of di�erent parameter sets. The
ability to quickly and comprehensively scan all system parameters within a specified
range requires a data visualization tool (subsection 5.3.4) that manages the clear and
comprehensive representation of the results from the parameter studies.
MATLAB is a proprietary multi-paradigm programming language and numeric computing
environment. It supports the programming of the module-based structure of the simulation
tool while allowing matrix manipulations and algorithm implementation. The ability to
interface with programs written in other languages enables the implementation of a control
tool. Additionally, the possibility of plotting functions and data, as well as creating user
interfaces, enables the implementation and user-friendly use of the data visualization tool.
As introduced before, the SMA material model and the approximation of the fluidics
comprise PDEs. In literature, di�erent approaches for solving these PDEs are known. The
finite di�erence (FD) method is the oldest technique, based on applying a spatial local
Taylor series expansion to approximate the PDE. It utilizes a topologically square network
of lines to construct the discretization of the PDE. When dealing with complex geometries
in multiple dimensions, using the FE becomes necessary. However, it is associated with
increased implementation and computational e�ort.
The approximation of the SMA arrangement, in combination with the fluidics discussed
in section 5.2, exhibits one-dimensional physical problems. Therefore, with regard to the
application scope and the e�cient use of computation time, FD are used. This approach
also facilitates increasing the order of accuracy. Furthermore, the FD method can also be
used for two-dimensional physical problems.
The following presents the calculation procedure and the implementation of the SMA
model and kinematics, as well as the fluidics, as specified in section 5.2.
The next step is to take a system of field equations, represented by PDEs, that describe
the physics of the EC HP and formulate these equations for each sub-system.
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5.3.1 Calculation procedure

A dynamic system is simulated by calculating its states at successive time steps over a
specified time span, using information provided by the model. The process of calculating
the successive states of a system from its model is known as solving the model. The solver
is provided with a function that is called at every time step. This function is known as
derivative function (DF). This DF receives the current point in time and the solution of the
previous step as inputs. The solution consists of a state vector (Y ) where all dependent
variables of the system are included. The solver obtains the temporal derivatives of all
entities of the state vector from the DF. Small enough time steps are taken to ensure that
the error is negligible when considering the derivative of the previous time step. The solver
performs test steps between the normal step sizes to determine if the temporal derivative
changes significantly. Based on this, the solver decides if smaller steps are necessary. At
each step, the solver applies a particular algorithm to the results of previous steps using
the results of the DF. These algorithms compensate for the error due to the temporal
derivative of the previous time step by applying internal mathematical methods such as
Euler and Runge-Kutta, depending on the chosen solver type.
At the first step, the initial condition provides the necessary information needed to start the
integration. The solver receives an initial state vector from an external source containing
all initial values for each entry. There is a separate function, known as initial state
function (ISF), that determines the initial states. Finally, the solver returns a vector of
time points, as well as the corresponding solution of the state vector for each step.
The DF contains the calculation procedure for each system variable to specify the physical
characteristics of the aimed simulation model. This is also known as ordinary di�erential
equation (ODE) system. An ODE contains one or more derivatives of a dependent variable
with respect to a single independent variable, usually time. The order of the ODE is equal
to the highest-order derivative of the dependent variables that appear in the equation. In
cases where higher orders than the first occur, these derivatives have to be substituted by
an additional entry of the state vector so that a system of first-order ODEs is reached.
The ODE can be classified as explicit or implicit. An explicit ODE describes a direct
relationship between the dependent variables and their derivatives using a function. In
contrast, an implicit ODE describes a relationship between the mathematical function
of the dependent variable and its derivatives, where the dependence cannot be easily
resolved to the highest order of derivative. In the case that some of the derivatives of the
dependent variables are not directly available, the equation is called di�erential algebraic
equation (DAE).



5 System simulation tool 143

The state vector for the simulation model of the EC system is provided in Equation 5.41
along with its temporal derivative.

Y =

Q

ccccccccca

Ï

Ï̇

⇠

T sma

T fld

R

dddddddddb

=

Q

cccccccccccccccccccccccccccca

Ï

Ï̇

›1
...

›Nbun

T sma,1
...

T sma,Nbun

T fld,1
...
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R

ddddddddddddddddddddddddddddb

(5.41) Ẏ =
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(5.42)

It comprises the rotation angle (Ï), the angular velocity (Ï̇) the phase fraction (›+,j), and
the temperature (T sma,j) of each SMA element (j) from 1 to Nbun. It also includes the
temperature (T fld,k) for each fluid element (k) from 1 to Nfld.
For simulations with a constant rotation frequency, the first derivative of the rotation
angle (Ï̇) is constant, and set to 2fif . In this case, the second derivative of the rotation
angle (Ï̈) is zero.
In the following, the ODE and the further dependencies of the implementation for SMA
model, kinematics, and fluidics will be described.

5.3.2 Shape memory alloy model and kinematics

The thermo-mechanical behavior of the SMA described by two coupled ODEs: the phase
fraction (›+,k), introduced in Equation 2.11, and the SMA temperature (T sma,j), introduced
in Equation 5.2. Both equations can be rearranged to separate the temporal derivative of
the dependent variable of interest, leading to explicit ODE.
The coupling of the SMA model and kinematics realizes the constitutive relation, introduced
in Equation 5.1. The SMA model, as introduced in section 2.2 and subsection 3.2.4, is
implemented in the DF.
The rotational movement of each SMA element, based on the rotation frequency (Ê),
induces a change of the rotation angle (Ï) in every time step. The direction of rotation is
determined by the sign of the rotation frequency. A positive rotation frequency causes
the SMA elements to move clockwise, while a negative frequency causes them to move
counterclockwise.
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The load profile requires an update of the strain (Áj) for each element in every time step.
This is performed in a subfunction of the DF that uses the rotation angle (Ï) of each
solution. The combination of the rotational movement of each SMA element and the
fixed finite fluid elements requires the allocation of the temperature of the corresponding
fluid (T fld,k) to each SMA element in each time step. This is done by a subfunction of the
DF that uses the rotation angle (Ï) of each solution.
The resulting torque into the EC system, introduced in Equation 5.10, is also calculated
using a subfunction of the DF in every time step.
The used SMA geometry and size, as well as the thermo-mechanical setup, allow for the
use of one set of entries for each SMA element in the state vector in the initial version of
the simulation tool, as introduced in section 5.2. However, this can be easily upgraded to
consider more entries per SMA element.

5.3.3 Fluidics

The temperature of the fluid (T fld,k) described by one PDE in Equation 5.16, and can
be discretized by FD for each fluid element into one coupled ODE per index of fluid
element (k). The number of fluid elements in the EC system reaches from 1 to Nfld. The
material-specific parameters of the fluid, density (flfld), specific heat capacity (cfld), and
thermal conductivity (Ÿfld) can be assumed as time and space independent in the scope of
this work. The solver calculation procedure in MATLAB discretizes the temporal derivative
of the temperature for each element of the fluid ( ˆ

ˆt (T fld,k)), as previously introduced.
The spatiotemporal transport equation of the thermal energy in the fluid, introduced in
Equation 5.16, includes, in addition to the temporal derivative, two Spatial terms (b and c).
In literature, di�erent methods are presented for discretizing and implementing the
transport equation, each with its own advantages and drawbacks [274, 228, 207, 178, 101].
The thermal energy transfer to neighboring elements based on the thermal conductivity
of the fluid (Ÿfld) is introduced in Equation 5.16 (b), and the mass transport out of the
stationary considered fluid element based on the velocity of the fluid (vfld) is introduced
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in Equation 5.16 (c). In Equation 5.43, the discretized transport equation of the fluid is
displayed.
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+ 1
flfld · cfld · V ∆x

· (P sma + P wall) (5.43)

The spatial derivatives of Equation 5.16 are summarized in the diagonal matrix (A) in
Equation 5.43, populated on the principal and secondary diagonals. Table 5.1 presents
the entries of the fluid transport diagonal matrix (A) for di�erent discretization schemes.
These methods fragment the fluid channel into a uniform grid with a spacing of ∆l, as
introduced in Figure 5.9 (b).

Typ ak,k≠2 ak,k≠1 ak,k ak,k+1 ak,k+2

S1 0 1
2 · vfld

∆x + Ÿ̃
∆x2 ≠2 · Ÿ̃

∆x2 ≠1
2 · vfld

∆x + Ÿ̃
∆x2 0

U1 0 1
1 · vfld

∆x + Ÿ̃
∆x2 ≠1

1 · vfld
∆x ≠ 2 · Ÿ̃

∆x2
Ÿ̃

∆x2 0
U2 ≠1

2 · vfld
∆x

4
2 · vfld

∆x + Ÿ̃
∆x2 ≠3

2 · vfld
∆x ≠ 2 · Ÿ̃

∆x2
Ÿ̃

∆x2 0
U3 ≠1

6 · vfld
∆x

6
6 · vfld

∆x + Ÿ̃
∆x2 ≠3

6 · vfld
∆x ≠ 2 · Ÿ̃

∆x2 ≠2
6 · vfld

∆x + Ÿ̃
∆x2 0

Q ≠1
8 · vfld

∆x
7
8 · vfld

∆x + Ÿ̃
∆x2 ≠3

8 · vfld
∆x ≠ 2 · Ÿ̃

∆x2 ≠3
8 · vfld

∆x + Ÿ̃
∆x2 0

with Ÿ̃ = Ÿfld/flfld·cfld

Table 5.1: Entries of fluid transport diagonal matrix (A) for di�erent discretization
schemes.

The first row (S1) of Table 5.1 displays the entries for the Central Di�erence (S) scheme,
which has a first-order spatial accuracy. This accuracy is achieved by using a Taylor series
expansion and involving derivatives of the second order while neglecting higher-order terms.
In this scheme, each derivative is replaced by a di�erent quotient in its classic formulation.
It o�ers a direct approach to the numerical solution of the PDE. The drawbacks of the FD
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methods are lower accuracy and reduced flexibility. However, only the directly neighboring
elements are needed for the calculation.
The discretization schemes discussed below discretize the channel by considering the
flow direction in each duct. Each duct is characterized by the rotation angle of its
input (Ïhi = Ï1,i, Ïci = Ï2,i) and outputÏ (Ïho = Ï1,o, Ïco = Ï2,o). The index of duct (n)
specifies the individual ducts up to the maximum number (Nduct). In each duct, the fluid
velocity (vfld) is assumend as constant.
In rows two to four (U1, U2, U3) of Table 5.1, the entries for the Upwind scheme (U) with
order one to three are presented. The U basically mimics the essential physics of advection
in the current fluid element, depending on the flow direction. In the case of the first-order
spatial accuracy, as shown in row two (U1), the estimation for the current element only
considers the state of the fluid in the first previous element.
The third row (U2) shows the entries for U with the second-order spatial accuracy. U2
considers two previous elements and one following element, concerning the direction of the
fluid flow. The velocity of the fluid (vfld) is asymmetrically considered with the weight on
the previous fluid elements.
The entries for U with third-order spatial accuracy are shown in the fourth row (U3).
Compared to U2, U3 does not consider more elements. However, it also takes into account
the direction of the fluid flow in the following element. Therefore, the weight of the fluid
velocity is more shifted to the first previous element.
The fifth row (Q) displays the entries for the QUICK scheme (Q) [272] with the third-order
spatial accuracy, equal to U3. This Quadratic Upstream Interpolation for Convective
Kinematics scheme involves interpolating the dependent variable’s value at each edge of
the element using a quadratic polynomial, biased toward the upstream direction. The
value obtained from interpolation is used to calculate the convective term in the governing
equations for the dependent variable. Q is regarded as the most suitable discretization
method for steady or quasi-steady highly convective elliptic flow. The three-point upstream
weighted quadratic interpolation results in almost the same weighting of the fluid velocity
as U3. Q uses two previous elements and one following element, similar to U2 and U3.
Figure 5.17 presents the unrolled fluid channel and the boundary conditions at the inlets and
outlets of the duct. At the inlets of the hot and cold duct, the temperature of the fluid (T hi,
T ci) is known. Therefore, a Dirichlet boundary condition (DC) is used to prescribe the
fluid temperature at the entry element of each duct to a specific value (T (Ïhi,t) = T hi (t),
T (Ïci,t) = T ci (t)). The DCs are also used for the transition zones between the hot and
cold side.
Table 5.2 presents the modified entries for the system matrix (A) and the Dirichlet
matrix (D) of Equation 5.43 to prescribe temperature (T D,k) for each fluid element (k).



5 System simulation tool 147

hot duct cold duct
transition zones

!6=

!>=

!>4, !64

!

;
0° 90° 180° 270° 360°

K125,> K125,6

! >
=
=
?

! 6=
=
?

D
C:

 !
(;

>4
,V)

=
! >

4(V
)

D
C:

 !
(;

64
,V)

=
! 6
4(V
)

N
C:

 D DE
!(
; >

=,
V)
=
0

N
C:

 D DE
!(
; 6

=,V
)=

0

Figure 5.17: Temperature (T ) - rotation angle (Ï) diagram of the unrolled fluid
channel and the boundary conditions at the inlets and outlets of the duct.

Typ ak,k≠2 ak,k≠1 ak+1,k≠1 dk,n dk+1,n

S1 n.m. 0 n.m. 1
2 · vfld

∆x + Ÿ̃
∆x2 0

U1 n.m. 0 n.m. 1
1 · vfld

∆x + Ÿ̃
∆x2 0

U2 0 0 0 3
2 · vfld

∆x + Ÿ̃
∆x2 ≠1

2 · vfld
∆x

U3 0 0 0 5
6 · vfld

∆x + Ÿ̃
∆x2 ≠1

6 · vfld
∆x

Q 0 0 0 6
8 · vfld

∆x + Ÿ̃
∆x2 ≠1

8 · vfld
∆x

with Ÿ̃ = Ÿfld/flfld·cfld

Table 5.2: Modified entries of system matrix A and Dirichlet matrix D for DC at
fluid duct inlets.

The entries with n.m. in the first and second row of the Table 5.2 do not need to be
modified because the initial entries (Table 5.1) were set to zero beforehand by the scheme.
At the outlets of the hot and cold duct, the spatial derivative of the fluid temperature is
known as zero. Therefore, a Neumann boundary condition (NC) is used to describe the
profile assumption at the exit point of each duct. The NCs are used at the outlets to
ensure a vanishing temperature gradient ( ˆ

ˆÏT (Ïho,t) = 0, ˆ
ˆÏT (Ïco,t) = 0). This is caused

by the last fluid element of each duct, una�ected by any HE.
The modified entries of system matrix Equation 5.43 (A) for NC at the fluid duct outlet
element (k) are summarized in Table 5.3.
The bundle width can be specified in degrees as an input parameter. In the pre-process,
the simulation tool calculates the number of individual fluid elements a�ected by an
SMA element. During the calculation, the thermal power of the SMA (P sma), as defined
in Equation 5.43, is distributed to the specified number of fluid elements. If the SMA
element or a part of it is present in the corresponding fluid element, the fluid element’s
temperature change is calculated by considering the proportioned HE power, as introduced
in Equation 5.16 (d). This term is omitted in fluid elements with no SMA interaction.
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Typ ak,k≠1 ak,k+1

S1 2 · Ÿ̃
∆x2 0

U1 1
1 · vfld

∆x + 2 · Ÿ̃
∆x2 0

U2 4
2 · vfld

∆x + 2 · Ÿ̃
∆x2 0

U3 4
6 · vfld

∆x + 2 · Ÿ̃
∆x2 0

Q 4
8 · vfld

∆x + 2 · Ÿ̃
∆x2 0

with Ÿ̃ = Ÿfld/flfld·cfld

Table 5.3: Modified entries of system matrix (A) for NC at fluid duct outlet.

This decision is made by correlating the angular potition (Ïk) of each fluid element with
the rotation angle (Ïj) of each SMA element.
The interaction of fluid element and SMA elements is constantly changing because the
fluid elements are stationary while the arrangement of the SMAs rotates. As a result, the
coupling between fluid element and SMA arrangement needs to be updated in each time
step during computation, even though the spatial discretization of each fluid duct remains
fixed.

Figure 5.18: Visualisation of HE matrix for di�erent rotation angles.

Figure 5.18 presents the HE matrix for di�erent rotation angles. The SMA element
and fluid element numbers are firmly connected to the individual element. The SMA
arrangement rotates while the fluid element is stationary, and fluid flows through it at a
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specified flow velocity. For illustrative purposes, this setup is shown with a rotation angle
of 15¶ on the left side and 105¶ on the right side of Figure 5.18.
In the top row, the temperatures of the SMA and the corresponding fluid element are
shown via the channel position. In the bottom row, a three-dimensional plot with the HE
power is displayed. The HE power is highest when the temperature di�erence between
SMA and fluid element is largest. The total HE power of each SMA element is calculated
by adding the rows of the HE matrix, as shown in the black frame at the bottom left. The
total HE power of each fluid element is calculated by summing over the columns of the
HE matrix, as shown in the black frame at the bottom right.
For the visualization of the HE, a constant SMA temperature of 273 K is chosen. The heat
exchange coe�cient betweeen the SMA and the fluid (hsma,fld) is chosen to be 1 W/(m2·K).
The area (Asma,surf) of the SMA is choosen as 1 m2. The HE power through the wall (P wall),
as defined in Equation 5.43, is calculated using Equation 5.16 (e) for each fluid element.
In the current case, the HE power through the wall (P wall) is chosen to zero.
MATLAB provides excellent capabilities for handling vectors and matrices, which are
nearly independent of physical complexity and space dimension [228]. Therefore, the
presented discretization can be easily extended by adding additional entries into the
matrix A of Equation 5.43. The versatile implementation enables the easy extension of
the EC HP with additional fluid ducts by splitting the channel. This can be used for
investigating the cross-flow between the hot and cold fluid duct, as presented in Figure 5.11.
Additionally, the number of ducts has to be increased by using the concept of internal heat
recovery, as presented in Figure 5.12. In this concept, it is also needed to handle the fluid
flows of multiple ducts and to interconnect the flows between ducts. These adjustments
and their parameters can be easily managed in the parameter set table when defining
the angular position of the inlets and outlets of each duct, its fluid flow rate, and the
individual inlet temperatures as constant value or depending parameter.
The simulation model will provide a MATLAB file with the input parameters, the results,
and the output parameters obtained by post-processing the solver results for each time
step.

5.3.4 Visualization tool

The visualization tool uses MATLAB to visualize a single parameter set. In this visu-
alization, the input parameters and the output parameters will be presented based on
the results for each time step. MATLAB facilitates the implementation and user-friendly
utilization of the data visualization tool by providing the capability to plot functions and
data, as well as to create user interfaces.
Figure 5.19 shows an overview of the visualization tool implemented in MATLAB. It is
necessary to gain a better understanding of the heating and cooling process in the EC
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system, as well as the interaction of the SMA element with the surrounding fluid. On the
left side of the tool, an animated cross-section of the EC HP displays the distribution of
temperature in color for each SMA element and each fluid element. This view is extended
by the inlet and outlet temperature, as well as flow rate of each duct. In the center,
specific values for the number of bundles, wires per bundle, and total mass of the SMA in
the simulated EC system are shown. Additionally, the presentation includes the rotation
direction of the SMA arrangement, the load profile, and the flow direction of the fluid in
each duct.
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Figure 5.19: Visualization tool of the EC HP simulation tool.

On the right side, the upper diagram presents the force-stroke relationship of the represen-
tative SMA element, highlighted with a black dot in the cross-sectional view. The middle
diagram shows the temperature of the SMA material in red and the temperature of the
corresponding surrounding fluid element in blue over simulation time. The lower diagram
depicts the mechanical power in green, as well as the thermal power of the hot and cold
duct in red and blue over simulation time.
A slider enables interactive use of the visualization tool, allowing the user to select each time
step of the simulation by scrolling. Changing the time step will update the temperature
profile in the cross-sectional view and highlight the selected point in time with a circle in
the plots.

5.3.5 Parallel computation tool

The time-e�cient study of the EC system’s wide range of input parameters demands
parallel computation of multiple simulations. The current personal computers’ multicore
architecture, with more than 20 physical cores included in one CPU, enables simulating
numerous parameter sets simultaneously. MATLAB allows for the implementation of the
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parallel computation tool by interfacing with programs written in other programming
languages. Figure 5.20 shows the process of parallel computation in the EC system
simulation tool. The parameters for the simulations are listed in an Excel-table. The
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Figure 5.20: Parallel computation tool of the EC HP simulation tool.

parallel computation tool imports the parameter sets and initializes a simulation model
for each set, depending on the computer’s specific core number. This is done using the
MATLAB’s parfor function. At the completion of each simulation, the results are collected.
Meaningful output parameters, also known as key values, are evaluated for each simulation
and saved in the dedicated position in the table. Additionally, the key values are saved for
each parameter set group as MATLAB file.
The large number of possible simulations per time requires careful consideration of the
amount of data. Therefore, the size of the time step (tstep) of the solver is chosen to 0.001 s
as a trade-o� between the amount of data for each simulation and the ability to visualize
the results. The simulation duration (tend) is chosen to achieve a steady state operational
behavior of the EC HP and reduce the amount of data. Due to the changing rotation
frequency and flow velocities over all performed simulations, the simulation duration
is adapted automatically by using an error function to detect the stationary operation
behavior for the individual simulation.
The error function compares the most recent completed revolution with the previously
completed revolution. In this function, both matrices of state vector (Y ) for all time
steps during each revolution are compared using the method of squared distances. This
compares values of the same rotation angle concerning a constant rotation frequency of
the EC HP. To assume a stationary operational behavior, the sum of all squared distances
must be smaller than the limit value defined in the parameter set table.

5.3.6 Parameter comparison tool

The presented simulation tool supports the calculation and presentation of various param-
eter sets, utilizing sub-tools such as the visualization tool and the parallel computation
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tool. To enable the evaluation of di�erent parameter sets, a parameter comparison tool
is needed to present the key values of a parameter group in an overview as presented in
Figure 5.21. Initially, the interactive tool displays a list of all key values that change in
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Figure 5.21: Parameter comparison tool of the EC HP simulation tool.

the parameter group. Then, the user can select which parameter or key value to set on
the x-axis. After that, the user can choose which parameter or key value to plot as a color
series of curves. Finally, the user can limit the display area for each parameter or key
value by selecting or deselecting value areas or individual simulations.
The simulation of a parameter group is always compared with the standard diagrams for
temperature at inlets and outlets, as well as the thermal power of all ducts. Additionally, the
mechanical power of the EC system and the resulting COP will be presented. Additional
diagrams can be generated using the Compare Plots button to observe details of the chosen
series in the EC HP. These diagrams will illustrate the phase fraction-rotation angle, cam
stroke-rotation angle, and stress-strain diagram of the SMA, as well as the temperature of
the SMA and the corresponding fluid element along the rotation angle.
Furthermore, the visualization tool of the selected simulations can be loaded with a button.
Finally, the legends of all diagrams can be switched on or o�, and the diagrams can be
exported and saved as an svg-file.
The presented simulation tool not only supports the design process of the EC HP by
predicting the influence of specific design choices but also enables the evaluation of the best
design choice using the parameter comparison tool without developing time-consuming
and costly prototypes and conducting measurements in the lab.
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In the following, the simulation tool with its sub-tools is calibrated and validated. Therefore,
di�erent parameter studies will be discussed. These studies follow the calculation procedure
introduced in this part. They are organized in the parameter set table, simulated with the
simulation tool, using the parallel computation tool, and evaluated using the parameter
comparison tool, as well as the visualization tool.

5.4 Calibration and validation

This section evaluates the parameters for the simulation model and the SMA material,
with the methods introduced in chapter 4.
First, the mechanical and thermal parameters were determined for the SMA element, taking
into account the specific sample, the performed loading procedure, and the constraints to
the ambient. These parameters are summarized with the model-specific parameters for
the MAS model in Table 5.5. Finally, the parameter set is validated using di�erent EC
cycles with changing mean strain and strain amplitude.
Next, the discretization of the fluid channel is compared by considering the error, time step,
number of evaluations, as well as CPU time for di�erent implemented schemes. Afterward,
a comparison of various fluid discretizations is conducted. In this examination, the resulting
inlet and outlet temperatures at hot and cold ducts, resulting thermal and mechanical
power, as well as COP , and resulting computation time for solving the EC system model
are analyzed for di�erent numbers of fluid elements. The basic fluid parameters, typically
found in table books, are summarized in Table 5.4.
At last, the method for solving the ODE system is chosen by evaluating the computation
time for solving the EC system model with standard parameters using di�erent ODE
solver types. The solver settings are summarized in Table 5.6.

5.4.1 Shape memory alloy model and kinematics

The versatile implementation of the kinematics with the cam track, combined with the
SMA element using the MAS model, enables the adaptation of the load profile to the
experiment performed using an ordinary tensile test stand. To perform a tensile test,
the standard configuration of the EC system model, known from Table 5.7, is adjusted
to one SMA element (Nbun = 1) which consists of a single wire segment (Nwpb = 1).
The operating parameters of the performed simulation are set to the standard values of
Table 5.8 while using air as HE and HT fluid.
In the following, a parameter study with di�erent loading profiles and thermodynamic
boundary conditions will be discussed. This study follows the calculation procedure
introduced in section 5.3. It is organized in the parameter set table, simulated with the
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simulation tool, using the parallel computation tool, and evaluated using the parameter
comparison tool.
Figure 5.22 (a) presents the loading profile of the SMA elements with the stroke along the
circumference for the isothermal cycle. These diagrams are generated using the parameter
comparison tool, introduced in section 5.3, with the channel position at the x-axis and the
disk type as a series in di�erent colors. The disk type classifies the minimum strain (Ámin)
and the maximum strain (Ámax) in thousanths with which the simulation is performed. The
resulting stroke is determined by utilizing the geometry of the SMA element. This name
is accompanied by classifying the thermal boundary conditions using the names of the
thermodynamic cycles such as isothermal, adiabatic, and EC. The EC cycle is characterized
by almost adiabatic loading and unloading and HE in the zones with fluid ducts. If a
change in SMA strain is induced by the load profile while traveling along the ducts, the
loading and unloading processes are not performed purely adiabatic.
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Figure 5.22: Calibration of the simulation tool’s kinematic and SMA
model: a) Loading profile along the channel position for an isothermal cycle.
b) Temperature profile of the SMA as dashed line and the fluid as solid line along
the circumference for the isothermal cycle.
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The cam stroke increases continuously from minimum strain (Ámin = 0) strain to the
maximum strain (Ámax = 0.075) as the channel position on the cam track changed due
to rotation along the rotation angle (Ï) from approximately 0¶ to 180¶, accompanied by
a constant counter-flow in the hot duct. Afterward, the stroke in the SMA element
decreases back to zero during the rotation from approximately 180¶ to 360¶, accompanied
by a constant counter-flow in the cold duct. The colored lines with arrows along the x-axis
highlight the regions of the ducts and the flow direction.
The fluid ducts are specified by the midpoint, and the length. Fluid duct midpoint can be
determined for the hot duct ((Ïhi + Ïho)/2), and the cold duct ((Ïci + Ïco)/2) using the
positions of the input and output. The fluid duct length is given for the hot duct (Ïhi ≠Ïho),
and the cold duct (Ïci ≠ Ïco) using the input’s and output’s positions.
Figure 5.22 (b) presents the temperature profile of the SMA element as a dashed line
and the fluid as a solid line along the circumference for the isothermal cycle. Each
temperature curve of the fluid is framed at the edges by triangles that are upturned at
the hot duct and downturned at the cold duct. The triangles at the inlets are empty,
and the triangles at the outlets are filled. The straight horizontal line of the temperature
indicates isothermal conditions during the loading and unloading of the SMA material
with no visible temperature change. The combination of the chosen flow rate in the hot
duct (V̇ h) and cold duct (V̇ c ) with the rotational frequency (f) of the SMA arrangement
enables a su�ciently hight HE between the SMA element and fluid, as well as HT of the
fluid out of the individual duct.
Figure 5.23 (a) presents the load profile with the stroke along the circumference for the EC
cycle. In this diagram, di�erent types of disks for the EC cycle with changing mean strain
and strain amplitude are shown. The cam stroke increases for each simulation continuously
from minimum strain (Ámin) strain to the maximum strain (Ámax) depending on the values
mentioned in the disk type. To ensure correlation with the conducted experiments, shown
below, the strain input is slightly adjusted by 0.0075 to align with the experimental data
range. Therefore, the stroke of the first four simulations does not reach the zero line. The
loading and unloading of the SMA element in each simulation is performed within the
same sector of the channel position with a rotation angle (Ï) from 315¶ to 45¶ for loading,
and from 135¶ to 225¶ for unloading. In these regions, no HE is assumed to fulfill the
boundary conditions of an adiabatic EC cycle. The HE between the SMA element and
the surrounding fluid is enabled as counter-flow along the channel position in the regions
from 50¶ to 130¶ for the hot duct, and from 230¶ to 310¶ for the cold duct.
Figure 5.23 (b) presents the temperature profile of the SMA element as dashed line and
the fluid as solid line along the channel position for di�erent EC cycles. Each temperature
curve of the fluid is framed at the edges by triangles that are upturned at the hot duct
and downturned at the cold duct. The triangles at the inlets are empty, and the triangles
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Figure 5.23: Validation of the simulation tool’s kinematic and SMA model: a) Load
profile along the circumference for the EC cycle. b) Temperature profile of the
SMA as dashed line and the fluid as solid line along the circumference for the EC
cycle. Di�erent types of disks are presented.
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at the outlets are filled. During loading and unloading, the SMA material undergoes the
PT and releases or absorbs specific latent heat without exchanging thermal energy with
the environment. Therefore, the temperature of the SMA element changes with strain.
During the regions with constant strain, the temperature of the SMA element decreases
after loading and increases after unloading due to the enabled HE with the surrounding
fluid. The combination of the chosen flow rate in the hot duct (V̇ h) and cold duct (V̇ c )
with the rotational frequency (f) of the SMA arrangement enables a su�ciently high HE
between the SMA element and fluid, as well as HT of the fluid out of the individual duct,
that the initial temperature of the SMA element is reached at the end of each holding
phase.

Thermodynamic conditions

Figure 5.24 presents the stress-strain diagram in the upper part, and temperature-strain
diagram in the lower part. The isothermal cycle is represented by a solid blue line for

Figure 5.24: Validation of the simulation tool’s kinematic and SMA model: Stress-
strain diagram (upper), and temperature-strain diagram (lower) of the simulation
results as dashed line, and the experimental data as solid line for the isothermal
cycle colored in blue and the EC cycle with adiabatic loading and unloading in
red.

the experimental data and a dashed blue line for the simulation results, while the EC
cycle with nearly adiabatic loading and unloading is represented by a solid red line for the
experimental data and a dashed red line for the simulation results.
The stress-strain behavior in the simulation closely matches the experimental data using the
material properties evaluated with the methods introduced in chapter 4 and summarized in
Table 5.5. The deviation in the areas where the PT starts and ends is correlated with the
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polycrystalline material behavior and the single crystalline approximation of the material
model.
Despite this variation in the mechanical behavior, the temperature-strain behavior in the
simulation of the PT from A to M closely matches the experimental data. The deviation
in the simulation during the adiabatic FT is due to the prolonged linear loading in the A
state, which results in a delayed temperature increase compared to the experiments. In
the experiments, the early PT of some cells in the polycrystalline SMA material generates
an earlier temperature change. However, the maximum temperature of the simulation at
the end of the FT fits perfectly with the experiment.
This is caused by the trade-o� during the calibration process of the specific latent heat.
In one case, the value of the specific latent heat is adjusted so that the slope of the
temperature-strain behavior in the simulation matches that of the experiment. This
approach would lead to a smaller maximum temperature of the SMA and, amongst other
things, to a smaller thermal energy output. The alternative is to adjust the value of the
specific latent heat so that the maximum temperature of the SMA after the FT matches
that of the experiment. This approach results in a larger temperature gradient during
the PT, which allows for a more realistic prediction of the HE between the SMA and the
surrounding fluid, as well as resulting in a more accurate prediction of the thermal energy
output of the EC system. In most cases, the area of the fluid channel where the PT occurs
does not contribute to the thermal energy output. Therefore, the influence of the larger
temperature gradient in the simulated behavior of the EC HP is negligible. The value
of the specific latent heat is due to the mechanical loading significantly smaller than the
material value obtained by the DSC, as discussed in subsection 1.2.3.
At the end of the loading, the stress drops due to the post-transformation from A to M.
The stress-strain point and the temperature-strain behavior after the post-transformation
in the simulation matches perfectly that of the experimental data. The relaxation of
the stress and temperature to nearly the same point for the di�erent strain rates shows
that the duration of the holding phase is su�ciently long for this sample geometry in
combination with the given ambient conditions.
During the initial phase of the PT from M to A, the simulation and experimental data
of the stress-strain behavior indicate a small mismatch due to the polycrystalline SMA
material analogous to the behavior during FT. The middle part of the transition from
M to A in the simulation aligns perfectly with that of the experiment. The deviation is
also smaller at the end of the BT. The di�erence of the mismatch between FT and BT is
caused by the varying Young’s moduli of A and M.
During the beginning of the BT, the smaller Young’s modulus of M leads to a more
significant delay in temperature decrease in the temperature-strain behavior compared to
the FT.
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The temperature development of the transition between M and A is described by the
value of the specific latent heat. A closer look at the temperature span during the FT and
the BT shows a smaller temperature drop during the BT. This asymmetric temperature
development is also known from literature [54].
During FT and BT, internal friction occurs when the phase boundary passes through
the crystal lattice [197], releasing frictional heat. Therefore, in relation to the area of
mechanical hysteresis [110, 18, 9], a thermal energy input can be assumed during loading
and unloading, which leads to a reduced cooling capability of the SMA material.
To reproduce the asymmetry of the temperature development between FT and BT, the
additional thermal energy input to the isothermal mechanical hysteresis is implemented
as asymmetrical specific latent heat. The specific latent heat during the FT from A to
M (HA) can be calculated using Equation 5.44 with the half of the isothermal hysteresis
losses (∆H).

HA = Hmean + ∆H (5.44)

The specific latent heat during the BT from M to A (HM) can be calculated using
Equation 5.45 with the half of the isothermal hysteresis losses (∆H).

HM = Hmean ≠ ∆H (5.45)

With this modification, the temperature drop after the BT of the simulation nearly fits
the value of the experimental data in the temperature-strain behavior. The holding phase
after unloading leads to the same points in the simulation results and the experimental
data for the stress-strain and temperature-strain behavior.

Maximum strain

The values for the mean specific latent heat and the specific latent heat di�erence are
chosen to fit the thermo-mechanical behavior of the FT perfectly. A slight di�erence in the
thermo-mechanical behavior during the BT is expected after the maximum applied strain.
A comparison of the EC cycle with di�erent maximum strain values is presented in
Figure 5.25. The diagram in the upper part shows the stress-strain relationship between
the simulation results (dashed line) and the experimental data (solid line). The mechanical
behavior between the simulation and the experiment demonstrates an excellent agreement
for all presented cycles. The lower part displays the temperature-strain diagram, with the
simulation results as a dashed line and the experimental data as a solid line. This diagram
highlights the close match between the simulation results and experimental data of the
temperature development, especially for EC cycles with smaller maximum strain.
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Figure 5.25: Validation of the simulation tool’s kinematic and SMA model: Stress-
strain diagram (upper), and temperature-strain diagram (lower) of the simulation
results as dashed line, and the experimental data as solid line for the EC cycle
with di�erent maximum strain values.

Mean strain

Figure 5.26 presents EC cycle with di�erent mean strain values. This diagram presents
the thermo-mechanical behavior of internal hysteresis loops introduced in subsection 1.3.1.
This is based on the stress-strain diagram in the upper part and temperature-strain
diagram in the lower part. The simulation results are shown as a dashed line, and solid
lines represent the experimental data. Even if the reproduction of the thermo-mechanical
behavior was not focused on internal hysteresis, the physically based model approach o�ers
su�cient accuracy in the prediction of internal EC cycles with di�erent mean strain values.
The simulation results for the mechanical and thermal behavior closely match those of the
experiments. Additionally, the maximum and minimum temperatures are nearly perfectly
reached after loading and unloading.
The simulation accurately predicts the thermo-mechanically coupled material behavior of
the SMA observed in experiments. The agreement between the experiment and simulation
in the stress-strain diagram and the temperature-strain diagram for all di�erent strain
rates, as well as di�erent elastocaloric cycles, shows the good accuracy of the evaluated
thermal and mechanical parameters. Therefore, the calibration and validation of the SMA
element and kinematics can be considered complete.
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Figure 5.26: Validation of the simulation tool’s kinematic and SMA model: Stress-
strain diagram (upper), and temperature-strain diagram (lower) of the simulation
results as dashed line, and the experimental data as solid line for the EC cycle
with di�erent mean strain values.

5.4.2 Fluid channel discretisation scheme

The energy balance of the fluid includes, in addition to the temporal derivative, the
spatial derivative with an order of up to two. The temporal derivative of the PDE will
be discretized using the solving procedure of MATLAB’s ODE solvers. To discretize the
fluid channel with respect to space coordinates, the discretization schemes, introduced in
Equation 5.43, are implemented and can be used.
In the following, a parameter study with di�erent spatial discretization schemes will be
discussed. This study follows the calculation procedure introduced in section 5.3.
Figure 5.27 compars the temperature distribution in the fluid channel without SMA
interaction for di�erent discretization approaches. The temperature development along
the circumference with a fluid flow velocity of 100 mm/s is presented for di�erent points
in time. The temperature increase at the inlet at t=1 s from 273 K to 274 K leads to
di�erent reactions of the schemes. Only the U3 and the Q react like the reference result (R)
without overshooting. During the fluid flow from inlet to outlet, the transition from the
lower temperature to the higher fits most physically meaningful in these two schemes.
All schemes are very close when reaching the outlet (t=9 s), but the U3 and Q show no
overshooting.
Figure 5.28 compars the thermal energy and computational performance of the fluid
channel without SMA interaction for di�erent discretization approaches. The upper
diagram shows the thermal energy over simulation time. In this diagram, the thermal
energy inserted by the inlet, the thermal energy inside the channel, and the thermal energy
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Figure 5.27: Comparision of the temperature distribution in the fluid channel
without SMA interaction for di�erent discretization approaches.
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Figure 5.28: Comparision of the thermal energy and computational performance of
the fluid channel without SMA interaction for di�erent discretization approaches.
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extracted at the outlet are pictured. The thermal energy inserted by the inlet increases
over time without changing the slope. The thermal energy in the channel increases over
time due to the continuous inflow with higher temperature. At the point in time when
the temperature of the fluid in the channel is constant, the thermal energy changes its
slope and remains constant after the transition zone of the temperature passes the outlet.
Therefore, this curve is reaching a plateau. The thermal energy extracted at the outlet
increases with the same slope as the inlet energy when the transition zone reaches the
channel’s end. In this diagram, all schemes are very close.
The following diagram presents the error of the thermal energy in the channel over
simulation time. In this, the U3 and Q show a larger error than the U1 and U2, but with
a maximal range of 0.005 J.
The computational performance of di�erent implemented schemes is compared in the lower
part of Figure 5.28. This includes the relative error, time step size, number of evaluations,
and needed CPU time.
As mentioned earlier, scheme U2 achieves the lowest error. However, it also requires a
small time step, a high number of evaluations, and a large CPU time.
The U3 and Q schemes exhibit comparable errors, time step sizes, and numbers of
evaluations. During CPU time, the U3 demonstrates better performance.
Figure 5.29 compars the temperature distribution in the fluid channel including SMA
interaction for di�erent discretization approaches. The temperature development along
the channel with a fluid flow velocity of 100 mm/s and a motion velocity of the SMA of
100 mm/s in cross-flow to the fluid is presented for di�erent points in time. The fluid
temperature increase at the inlet at t=1 s from 273 K to 274 K leads to di�erent reactions
of the schemes. The initial temperature of the SMA of 274 K lead also to a temperature
change of the fluid at the end of the channel. The U3 and Q schemes react similarly to
the reference result (R) without overshooting, even at the point where the temperature
transition of the inserted fluid merges with the temperature increase of the SMA.
Figure 5.30 compars the thermal energy and computational performance of the fluid
channel including SMA interaction for di�erent discretization approaches. The upper
diagram shows the thermal energy over simulation time. In this diagram, the thermal
energy inserted by the fluid flow from the inlet, the thermal energy extracted by the fluid
flow at the outlet, the thermal energy of the fluid inside the channel, and thermal energy
of the SMA are combined. The thermal energy by the fluid flow from the inlet increases
over time without changing the slope. The thermal energy extracted by the fluid flow at
the outlet increases constantly due to the HE with the SMA and changes its slope when
the temperature front reaches the outlet.
The thermal energy of the fluid inside the channel increases at the beginning with the
highest slope due to the energy input of the inlet and the HE with the SMA. In the middle,
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Figure 5.29: Comparision of the temperature distribution in the fluid channel
including SMA interaction for di�erent discretization approaches.
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Figure 5.30: Comparision of the thermal energy and computational performance of
the fluid channel including SMA interaction for di�erent discretization approaches.
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at the point in time where the temperature transition of the inserted fluid merges with the
temperature increase of the SMA, the slope decreases. In the end, when the temperature
transition of the inserted fluid passes the outlet, the slope of the channel thermal energy
decreases again.
The thermal energy of the SMA decreases at the beginning due to the HE with the fluid.
At the merging point with the temperature transition of the inserted fluid, the thermal
energy of the SMA increases due to the higher temperature of the fluid. In the end, the
thermal energy of the SMA is nearly constant due to small temperature di�erence between
fluid and SMA.
In this diagram, all schemes are very close. The next diagram presents the error of the
thermal energy in the channel over time, including the energy of the SMA. In this, the U3
and Q show again a larger error than the U1 and U2, but with a maximal range of 0.005 J.
The computational performance of di�erent implemented schemes is compared in the lower
part of Figure 5.30. This includes the relative error, time step size, number of evaluations,
and consumed CPU time.
In this representation, scheme U1 achieves the lowest error. However, it requires, similar
to U2, a large CPU time.
The U3 and Q schemes demonstrate higher errors but are in the acceptable range. However,
these schemes demonstrate better performance in time step sizes, numbers of evaluations,
and CPU time.
U3 and Q are similar discretization methods with nearly identical coe�cients. The Q
method can employ a larger time step and requires fewer evaluations when using the
ode113 solver to simulate the behavior of fluid in conjunction with SMA. Therefore, the Q
scheme is chosen for the following work as the main discretization scheme. Nevertheless,
the other schemes are also implemented in the simulation tool, as introduced in section 5.3,
and can be switched easily for each parameter group in the parameter set table.

5.4.3 Number of fluid elements

The spatial discretization of the fluid channel raises the question of the required num-
ber of fluid elements. For each element, an entry must be created in the state vec-
tor (Equation 5.41) and therefore in the fluid’s ODE system (Equation 5.43).
In the following, a parameter study with di�erent numbers of fluid elements in the channel
will be discussed. This study follows the calculation procedure introduced in section 5.3.
It is organized in the parameter set table, simulated with the simulation tool, using the
parallel computation tool, and evaluated using the parameter comparison tool, as well as
the visualization tool.
Figure 5.31 shows an overview of the computation time for solving the EC HP simulation
model with standard parameters, introduced in section 5.5, using di�erent numbers of
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Figure 5.31: Computation time for solving the EC HP simulation model with
standard parameters using di�erent numbers of fluid elements in the channel.

fluid elements (Nfld) in the channel. In this presentation, the CPU time is given as needed
seconds for calculating one second of the simulated EC HP runtime. The calculation
procedure and the required updating in each time step require a proportional e�ort for each
additional element, which is visible in the increasing computation time. The calculation
time using a very small number of fluid elements is elongated due to the high iteration
number.
In order to minimize simulation costs and data management e�orts, it’s essential to
carefully select the number of fluid elements while considering the simulation tool’s
predictive capabilities with mechanical input and thermal output. To reach the error
limit demanded for the solver, the computational e�ort involved should also be taken into
account, along with the simulation time and data storage requirements.
Figure 5.32 shows the still frame of the visualization tool of EC HP, discussed in section 5.3,
using standard parameters, from section 5.5 with a fluid element number (Nfld) of 18 along
the circumference. In this presentation, the spatial discretization steps are clearly visible
in the cross-sectional view. Additionally, the curve of the fluid temperature over time
shows significant unphysical kinks.
Figure 5.33 shows the still frame of the visualization tool of EC HP, using standard
parameters, with a fluid element number (Nfld) of 360 along the circumference. In this pre-
sentation, no spatial discretization steps are visible in the cross-sectional view. Additionally,
the curve of the fluid temperature-time diagram shows only very small kinks.
Figure 5.34 presents the still frame of the EC HP, for a fluid element number (Nfld) of
2880 along the circumference. In this presentation, no spatial discretization steps are
visible in the cross-sectional view. Additionally, the fluctuations in the curve of the fluid
temperature over time are slightly lower than those in the previous discretization approach
with 360 elements.
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Figure 5.32: Fluid channel discretization: Visualization of EC device with 18 fluid
elements in the channel.
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Figure 5.33: Fluid channel discretization: Visualization of EC device with 360
fluid elements in the channel.
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Figure 5.34: Fluid channel discretization: Visualization of EC device with 2880
fluid elements in the channel.
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Figure 5.35: Resulting inlet and outlet temperature at hot and cold duct for
di�erent numbers of fluid elements in the channel.
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The resulting inlet and outlet temperature of the hot and cold duct for di�erent numbers
of fluid elements in the channel are shown in Figure 5.35. This presentation is generated
using the parameter comparison tool, introduced in section 5.3, with the number of fluid
elements in the channel at the x-axis and as series to obtain the di�erent colors. The
inlet temperature of the hot duct, indicated with an empty triangle with the tip upwards,
and cold duct, indicated with an empty triangle with the tip downwards, is constant at
20 ¶C. At the outputs, the hot duct temperature, indicated with a filled triangle pointing
upwards, and cold duct temperature, indicated with a filled triangle pointing downwards,
are consistent for a fluid element number larger than 244.
Figure 5.36 shows the resulting mechanical input and the thermal output as well as COP
of the EC HP for di�erent numbers of fluid elements in the channel. This presentation is
generated using the parameter comparison tool, with the number of fluid elements in the
channel at the x-axis and as color series. The thermal output and COP of the hot duct
are indicated with empty triangles pointing upwards, and cold duct with empty triangles
pointing downwards. For a fluid element number of 244 and higher, no significant change
in the results is seen. This correlates with the observation in the temperature development
introduced before.
Therefore, the number of fluid elements in the channel is chosen to 360 for the following
work. Nevertheless, other numbers can be easily selected for each parameter group in the
parameter set table.
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Figure 5.36: Resulting mechanical input and the thermal output and COP of the
EC HP for di�erent numbers of fluid elements in the channel.
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5.4.4 Solver type

Due to each simulation model’s specific physical dependency and complexity, di�erent
solving methods should be used to improve, among other things, the solution’s accuracy
and computation speed. Therefore, MATLAB provides a set of solvers, each embodying a
particular approach depending on the model’s system dynamics, solution stability, and
solver robustness [214]. Stability refers to the ability of a system not to be significantly
a�ected by a slight disturbance. The solution stability is crucial in physical problems; small
variations in the initial values due to unavoidable errors should not proportionally a�ect
the steady-state solution. This attribute is crucial for calculating the thermo-mechanical
behavior of the SMA using strain, and consequently, the phase fraction as the initial value
for the various SMA elements in the EC system.
Solver robustness refers to the ability to produce consistent output values for small changes
in input parameters; it is also known as immunity to perturbations. This attribute is
essential for calculating parameter sweeps with meaningful results to identify trends for
changing parameters and predict the influence of various design choices on the EC system.
The solvers are classified by evaluating the system properties, such as discrete states only
or dependence on ODE and DAE, as well as the step size control, whether fixed-steps or
variable-steps.
The presented model, implemented in MATLAB, should enable accurate computation.
Computation time is an essential factor in the simulation tool that enables parameter
optimization. Figure 5.37 presents the computation time for solving the EC system model
with standard parameters using di�erent ODE solvers. The time required to solve the
simulation model is divided by the simulated time span of the EC system to provide a
comparable unit of computational e�ort.
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Figure 5.37: ODE solver: Computation time for solving the EC system model
with standard parameters using di�erent ODE solvers.
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Some ODE systems can be challenging to evaluate, exemplary sti� problems. Sti�ness
occurs when there is a huge di�erence in scaling within the problem. For instance, the
equation might be considered sti� if an ODE has two solution components that vary on
drastically di�erent time scales. These solver types are often specified by an “s” in its name.
Identify a problem as sti�; nonsti� solvers are unable to solve the problem accurately or
are extremely slow.
Solvers that enable solving an implicit ODE system are specified by an “i” in their name.
The number in the solver’s name specifies the solving technique.
The realized simulation tool exhibits a computation time of about 10 s/s on a single CPU
core of an Intel Core i7 processor. This is marginal and allows multiple parameter studies
on a multi-core system simultaneously.
The nonsti� solver ode23 is the fastest option for solving the implemented model. Usually,
the MAS model is known as sti�, but the implementation in combination with the chosen
time step enables solving with a nonsti� solver. The ode113 exhibits a comparable
computation time to the ode23 but enables a higher accuracy due to its variable order of
the numerical integration technique. The ode113 is a variable-step, variable-order solver
based on the Adams-Bashforth-Moulton method with orders of 1 to 13. Therefore, the
nonsti� ode113 multistep solver is chosen in the following work.

5.5 Parameters of the Simulation Tool

The parameters utilized in this EC HP simulation tool are summarized and organized
for better clarity in this section. These parameters are grouped based on their domains,
such as properties of the fluid, properties of the SMA material and model-specific values,
solver settings, design parameters of the EC HP, which can only be changed during the
development process, and operating parameters of the EC HP, which can be changed during
operation. Additionally, this section serves as a repository for the scientific parameter
studies conducted in this work using the developed EC HP simulation tool. The parameter
tables include the section number, where the study of each specific parameter is discussed.

5.5.1 Fluid properties

The properties of the fluid for HE and HT are presented in Table 5.4. The required
parameters are limited to common physical properties. Therefore, the values from the
literature are su�cient, and no further experiments are required.
The fluids used in this work are dry air under standard conditions and distilled water.
The developed simulation tool can handle a wide range of magnitudes for density (flfld),
specific heat capacity (cfld), thermal conductivity (Ÿfld), and dynamic viscosity (Âfld), as
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demonstrated by the chosen fluids. The heat exchange coe�cient between the fluid and
the SMA is calculated internally in the simulation tool using the current flow conditions
of the simulated EC HP configuration.
In addition to these fluid properties, the impact of individual fluid parameters of custom
fluids on the EC system can be studied by adjusting the corresponding values in the
parameter set table.

Name Symbol Value for air Value for water
Fluid density flfld 1.204 kg/m3 1000 kg/m3

Specific heat capacity cfld 1005 J/(kg · K) 4184 J/(kg · K)
Thermal conductivity Ÿfld 0.0261 W/(m · K) 0.5562 W/(m · K)
Dynamic viscosity Âfld 18.24 ◊ 10≠6 Pa s 1 ◊ 10≠3 Pa s
Study in section 5.6 5.7

Table 5.4: EC system model parameters: Fluid properties.

5.5.2 Shape memory alloy properties

The properties of the used SMA material and the model-specific values are presented in
Table 5.5. These parameters are experimentally investigated using the test procedures
introduced in chapter 4 and validated in section 5.4 for the specific SMA material used in
this work.
This work utilizes the material properties of SE SMA wires made of NiTiCo, manufactured
by Fort Wayne Metals under the name NiTi#3. The aim is to replicate and predict the
heating and cooling characteristics of the realized EC HP system described in section 5.1.
The EC behavior of this particular SE SMA material is reproduced due to its availability
in large quantities with consistent thermo-mechanical properties over a large amount of
material, as indicated in literature [10]. Note that this work is not focused on the potential
of EC technology itself in terms of heating and cooling capabilities and e�ciency. The
main focus is to demonstrate the potential and versatility of the developed simulation tool.
It involves investigating and identifying the trends and influences of di�erent design and
operation parameters of the EC HP using the developed parameter comparison tool.
This aggregation contains the dissipated mechanical work during an isothermal cycle, as
well as the ideal material COP for heating and cooling. This allows for a comparison
between NiTiCo and other materials optimized for EC applications.
To illustrate the potential of the EC, this work not only presents the commercially available
SMA material but also conducts a further parameter study using the EC optimized material
NiTiCuV, which was introduced in the literature [93].
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Further, the aggregation includes the time constant of the phase fraction as the material-
specific scaling constant and the characteristic material volume size. Both are material
model-specific parameters, introduced with the MAS in section 2.2.
In addition to these SMA properties, the impact of individual SMA parameters of custom
SMA materials in the EC system can be studied by adjusting the corresponding values in
the parameter set table.

Name Symbol NiTi#3 NiTiCuV
SMA density flsma 6317 kg/m3 6317 kg/m3

Specific heat capacity csma 463 J/(kg · K) 463 J/(kg · K)
Mean of specific latent heat Hmean 9.0 J/g 9.2 J/g
Specific latent heat di�erence ∆H 0.5 J/g 0.17 J/g
Young’s modulus of A EA 45 GPa 35 GPa
Young’s modulus of M EM 20 GPa 20 GPa
Transformation strain Át 0.032 0.024
Transformation stress from A to M ‡A(T ref ,‡A) 645 MPa 372 MPa
Reference temperature of ‡A T ref ,‡A 296.15 K 288.35 K

Temperature dependence of ‡A
ˆ‡A
ˆT 7 MPa/K 7 MPa/K

Transformation stress from M to A ‡M(T ref ,‡M) 515 MPa 300 MPa
Reference temperature of ‡M T ref ,‡M 296.15 K 288.35 K

Temperature dependence of ‡M
ˆ‡M
ˆT 8 MPa/K 7 MPa/K

Characteristic material volume size V char 5 ◊ 10≠23 m3 5 ◊ 10≠23 m3

Time constant of the phase fraction · ›

0 Hz < |f | < 2 Hz 0.001 s 0.001 s
2 Hz < |f | < 10 Hz 0.0001 s 0.0001 s
Dissipated mechanical work W dis,iso 0.96 J/g 0.34 J/g
in isothermal cycle
Adiabatic temperature di�erence ∆T ad +20.5 K +20.2 K

≠18.4 K ≠19.5 K
Ideal material COP for heating COPheat,ideal 9.9 27.6
Ideal material COP for cooling COPcool,ideal 8.9 26.6

Table 5.5: EC system model parameters: SMA model material parameters for
NiTi#3 validated in section 5.4.
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5.5.3 Solver settings

The solver settings are presented in Table 5.6. The size of the time step (tstep) is chosen as
a trade-o� between the amount of data for each simulation and the ability to visualize the
results. The simulation duration (tend) is chosen to achieve a steady operational behavior
of the EC HP and reduce the amount of data. Due to the changing rotation frequency
and flow velocities over all performed simulations, the simulation duration is adapted
automatically by using an error function to detect the stationary operation behavior for
the individual simulation, as described in section 5.3.
The solver type is set to the standard solver ode113 as described in subsection 5.4.4 with
the specified relative and absolute tolerances. The number fluid element is set to the
standard value as described in subsection 5.4.3. This is a trade-o� between the amount of
data for each simulation, accuracy, and computation time.
In addition to these solver settings, one can adjust the individual solver parameters of the
EC system by modifying the corresponding values in the parameter set table.

Name Symbol Standard Variation Study in
value section

Time step tstep
0 Hz < |f | < 5 Hz 0.001 s - -
5 Hz < |f | < 10 Hz 0.0005 s - -
Simulation duration tend 10 s 8–120 s -
Solver type - ode113 ode113, ode15s, 5.4.4

ode23(s/t/tb),
ode45

Relativ tolerance Tolrel 1 ◊ 10≠5 - -
Absolute tolerance Tolabs 1 ◊ 10≠5 - -
Fluid element number Nfld 360 18–2880 5.4.3
discretization

Table 5.6: EC system model parameters: Solver settings.

5.5.4 Design parameter

The design parameters of the EC HP, which can only be changed during the development
process, are presented in Table 5.7.
The standard values from system diameter to total SMA mass are taken from the realized
EC HP system, as described in section 5.1.
The standard cam track is a replica of the realized system. To present the impact on
the thermo-mechanical behavior of the EC HP and the versatile implementation of the
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simulation tool, various cam tracks are studied in this work using linear equations or
mathematical functions, as indicated in Figure 5.6. This feature is particularly useful for
analyzing the thermo-mechanical behavior of a heat engine with a defined load sti�ness,
as discussed in section 5.8.
In addition, the implemented simulation tool is able to study the overall EC HP e�ciency
by considering the friction losses caused by the motion of the mechanical parts, the thermal
losses due to the thermal conductivity of the walls, as shown in Figure 5.10, and the losses
related to the e�ciency of the fans. The parameters to simulate the rolling friction of the
cam rollers and wall’s thermal conductivity are limited to the typical values found in the
literature. To account for the viscous losses of the flow, the resulting pressure drop in the
duct is correlated with di�erent fan types as introduced in Figure 5.15.
To increase the maximum meaningful temperature di�erence of the inlets while keeping
the same EC material, the concept of internal heat recovery is discussed and studied in
subsection 5.6.12. The angular position of the di�erent ducts, described in Figure 5.12, is
selected in an iterative way to demonstrate the potential of this concept.
The cross-flow concept and the internal heat recovery are utilized to demonstrate the
versatile architecture of the implemented simulation tool. The adjustments and their
parameters can be easily managed in the parameter set table to handle fluid flows of
multiple ducts and the interconnection of the flows between these ducts. The ducts are
defined by the rotation angle (Ï) of the inlets and outlets for each duct, its fluid flow
rate (V̇ ), and the individual inlet temperature (T ) as a constant or a depending parameter.
In addition to these design parameters, the impact of individual designs of the EC system
can be studied by adjusting the corresponding values in the parameter set table.
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Name Symbol Standard Variation Study in
value section

System diameter dcam, dchannel 220 mm 25–440 mm 5.6.1
System length lsma 300 mm 75–1200 mm 5.6.2
Number of bundles Nbun 24 1–720 5.6.4
Number of wires Nwpb 30 1–720 5.6.4
per bundle (15x2) 5.6.9
SMA wire air dsma 200 µm 25–1000 µm 5.6.8
diameter water 500 µm 100–5000 µm 5.7.2
Total SMA mass msma 42.9 g 1.4–85.7 g 5.6.9
Layer distance lhlay 3.34 mm - -
in bundle
Wire distance lwlay 0.7 mm - -
in layer
Cam stroke max - (15) in fig. 5.90 (1-8) in fig. 5.90 5.6.16
Cam stroke range - (15) in fig. 5.94 (1-8) in fig. 5.94 5.6.17
Cam geometry - (1) in fig. 5.98 (1-8) in fig. 5.98 5.6.18
Fluid channel height lhchannel 8 mm - -
Fluid duct (Ïhi + Ïho)/2 90¶ - -
midpoint (Ïci + Ïco)/2 270¶ - -
Fluid duct Ïhi ≠ Ïho 140¶ 10–170¶ 5.6.3
length Ïci ≠ Ïco 140¶ 10–170¶ 5.6.3
Friction in cam µcam 0 0–0.01 5.6.13
rollers
Wall heat Ÿwall 0 W/(m · K) 0–0.2 W/(m K) 5.6.14
conductivity
Viscous/Fan losses P fan 0 W see fig. 5.16 5.6.15
Heat recovery Ïhhri 160¶ - -
duct inlet Ïchri 340¶ - -
Heat recovery Ïhhri ≠ Ïhhro 0¶ 0–45¶ 5.6.12
duct length Ïchri ≠ Ïchro 0¶ 0–45¶ 5.6.12
Heat engine I 0 kg/m2 0–0.097 kg/m2 5.8.2
rotational inertia
Heat engine kload 0 Nm/Hz 0–1000 Nm/Hz 5.8.2
load sti�ness

Table 5.7: EC system model parameters: Design parameters.
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5.5.5 Operating parameter

The operating parameters that can be modified during the operation of the EC HP are
summarized in Table 5.8. The inlet temperatures of the hot and cold duct, along with
the temperature span, as well as the rotation frequency, can be utilized to adjust the
operation of the EC HP according to the current environmental conditions. Consequently,
the trends when each parameter is altered are studied and discussed in this work.
The flow rates for hot and cold ducts are chosen based on values from the literature for air
and water applications. Additionally, the flow rate for the EC HP with heat recovery, as
shown in Figure 5.12, demonstrates the capacity of the simulation tool to simulate flow
rates over several magnitudes.
Besides these operating parameters, the impact of individual designs with varying operation
spans of the EC system can be studied by adjusting the corresponding values in the
parameter set table.

Name Symbol Standard Variation Study in
value section

Inlet temperatures (T hi + T ci)/2 20 ¶C 0–40 ¶C 5.6.5
level
Inlet temperatures T hi ≠ T ci 0 K 0–40 K 5.6.6
span
Rotation frequency f

with air 0.5 Hz ≠2 Hz to 2 Hz 5.6.7
with water 5 Hz ≠10 Hz to 10 Hz 5.7.1

Flow rate V̇ h, V̇ c
with air 50 m3

/h 5–200 m3
/h 5.6.7

with water 5 L/min 1–20 L/min 5.7.1

Cross-flow rate V̇ hc, V̇ ch 0 m3
/h 0–25 m3

/h 5.6.11

Heat recovery V̇ hhr, V̇ chr 0 m3
/h 0–500 m3

/h 5.6.12
flow rate

Table 5.8: EC system model parameters: Operating parameters

5.6 Parameter studies using air as fluid

In this section, the calibrated and validated simulation tool, along with its sub-tools, is
utilized to investigate the thermo-mechanical behavior of the EC HP with air as HE and
HT fluid.
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To simulate the presented parameter studies, the fluid properties of Table 5.4, the SMA
properties of Table 5.5, the solver settings of Table 5.6, as well as the design and operating
parameter of Table 5.7 and Table 5.8 are used. The standard values summarized in
section 5.5 are used unless otherwise mentioned. The presented parameter studies follow
the calculation procedure introduced in section 5.3. They are organized in the parameter
set table, simulated with the simulation tool, using the parallel computation tool, and
evaluated using the parameter comparison tool, as well as the visualization tool.
The most of these parameter studies are performed with the commercially available SMA
material NiTiCo. To outline the potential of using an optimized EC material, the last
studie (subsection 5.6.19) is performed with NiTiCuV.

5.6.1 System diameter

In this part, the design parameter, diameter of the EC HP (dchannel), is variated within the
range from 25 mm to 440 mm.
Figure 5.38 presents the resulting temperature evolution for the SMA element as dashed
line and fluid as solid line along the circumference for the di�erent system diameters.
The arrangements of the hot and cold duct are shown in color at the x-axis. The flow
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Figure 5.38: System diameter: Resulting SMA element (dashed) and fluid (solid)
temperature along the circumference for di�erent system diameters.

direction of the fluid is indicated with an arrow, creating a counter-flow in both ducts
due to the clockwise rotation of the SMA arrangement. The temperature of the SMA
element increases during loading and decreases during unloading adiabatically due to the
suppressed HE in the transition zones. During the motion along the ducts, the SMA
elements exchange their thermal energy with the fluid and cool down after loading or heat
up after unloading. Therefore, the fluid heats up during traveling along the hot duct and
cools down during traveling through the cold duct.
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Each temperature curve of the fluid is framed at the edges by triangles that are upturned
at the hot duct and downturned at the cold duct. The triangles at the inlets are empty,
and the triangles at the outlets are filled.
Due to the same amount of SMA material (msma) and the loading or unloading characteristic
related to the rotation angle (Ï), the performed EC cycles leads to nearly the same thermo-
mechanical conditions in the SMA element for each system diameter. Therefore, the
temperature evolution along the circumference is nearly the same for each system diameter.
A closer look shows that the temperature di�erence of the SMA element, due to the HE
in the hot and cold duct, slightly increases with increasing system diameter. The larger
system diameter leads to a higher circumferential speed of the SMA (vsma) at the same
rotation frequency. This results in an increased heat exchange coe�cient (h), following
Equation 5.30, at a constant fluid velocity (vfld) due to the rising relative velocity (vrel),
following Equation 5.27.
The slightly improved HE at a larger system diameter leads to a larger temperature
di�erence of the SMA in each duct. This allows for starting the PT with a lower
temperature for the unloading and with a higher temperature for the loading. As a
result, the total temperature range of the SMA element over the whole EC cycle increases.
Since the temperature di�erence caused by the PT remains constant, and the maximum
temperature of the SMA after loading increases, while the minimum temperature of the
SMA after unloading decreases.
Figure 5.39 shows the thermal and mechanical power, as well as the COP of the EC HP
over the system diameter. The colors for the system diameter correspond to those of
Figure 5.38. The amount of the thermal power at the hot duct, represented by upturned
triangles, and at the cold duct, shown as downturned triangles, slightly increases with
increasing system diameter due to the larger heat exchange coe�cient. Whereas the
mechanical power input also slightly increases by the change of the system diameter due
to the thermal dependence of the transformation stress as introduced in Equation 2.5 and
Equation 2.7. As a result, the COP value of the EC HP slightly increases with increasing
system diameter.
To summarize, this parameter study indicates that the system diameter varies by more than
one and a half orders of magnitude, yet the resulting impact on the thermo-mechanical
behavior of the EC HP is less than 5 %. Therefore, the system diameter does not
significantly influence the behavior of the EC HP. Thus, it should be kept as small as
possible to save design space.
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Figure 5.39: System diameter: Resulting thermal and mechanical power and the
COP of the EC HP for di�erent system diameters.
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5.6.2 System length

In this part, the design parameter, length of the EC HP (lsma), is variated within the range
from 75 mm to 1200 mm.
Figure 5.40 illustrates the loading profile with its stroke along the circumference for various
SMA element lengths in the A state. The arrangements of the hot and cold duct are
shown in color at the x-axis. To maintain the thermodynamic conditions of the performed
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Figure 5.40: System length: Symmetric loading and unloading profiles with
di�erent strokes to reach equal maximum strain (Ámax) of 7.5 % for each SMA
element length.

EC cycle the maximum strain (Ámax) of 7.5 % is kept constant, thus the maximum stroke
is adapted to each SMA length. Therefore, the maximum stroke increases as the system
length grows, resulting in a higher slope of the cam track while maintaining strain rate of
the SMA element.
Figure 5.41 presents the resulting temperature evolution for the SMA element as dashed
line and fluid as solid line along the circumference for the di�erent system lengths. The
colors of the system length correspond to those of Figure 5.40. The flow direction of the
fluid is indicated with an arrow at the bottom, creating a counter-flow in both ducts
due to the clockwise rotation of the SMA arrangement. The temperature of the SMA
element increases during loading and decreases during unloading adiabatically due to the
suppressed HE in the transition zones (no duct). During the motion along the ducts, the
SMA elements exchange their thermal energy with the fluid and cool down after loading
or heat up after unloading. Therefore, the fluid heats up while traveling through the hot
duct and cools down in the cold duct.
Each temperature curve of the fluid is framed at the edges by triangles that are upturned
at the hot duct and downturned at the cold duct. The triangles at the inlets are empty,
and the triangles at the outlets are filled.
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Figure 5.41: System length: Resulting SMA element (dashed) and fluid (solid)
temperature along the circumference for di�erent system lengths.

Due to the same ratio between the amount of SMA material (msma) and width of the fluid
duct, as well as the loading or unloading characteristic related to the rotation angle (Ï),
the performed EC cycles leads to exactly the same thermo-mechanical conditions in the
SMA element for each system length. Therefore, the temperature evolution along the
circumference is exactly the same for each system length. The increased slope of the
loading profile does not influence the temperature di�erence generated by the PT due to
the maintained strain rate in the SMA element.
Figure 5.42 shows the thermal and mechanical power, as well as the COP of the EC HP
along the system length. The colors of the system length correspond to those of Figure 5.40.
The amount of the thermal power at the hot duct, represented by upturned triangles, and
at the cold duct, as downturned triangles, increases with increasing system length. This is
caused by the enlargement of the SMA mass in the EC HP, thereby the amount of released
and absorbed specific latent heat per rotation is increased by larger system lengths. The
higher system length also enlarges the fluid flow rate due to the expanded fluid duct. The
mechanical power input also increases with system length due to the larger stroke. As a
result, the COP remains constant over system length variation.
To summarize, this parameter study shows that the system length varies by more than
one and a half orders of magnitude, significantly a�ecting the thermal power output of the
EC HP by maintaining the COP. The system’s length influences are proportional to the
amount of SMA material, as well as thermal and mechanical performance.
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Figure 5.42: System length: Resulting thermal and mechanical power and COP
for di�erent system lengths.
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5.6.3 Angular fluid duct length

In this part, the design parameter, fluid duct’s length at the hot and cold duct (Ïhi ≠ Ïho

and Ïci ≠ Ïco), is symmetrically variated within the range from 10¶ to 170¶ by maintaining
the midpoint of the ducts.
Figure 5.43 presents the resulting temperature evolution for the SMA element as dashed
line and fluid as solid line along the circumference for the di�erent fluid duct lengths.
The arrangements of the hot and cold duct are shown in color at the x-axis as an overlay.
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Figure 5.43: Fluid duct length: Resulting SMA element (dashed) and fluid (solid)
temperature along the circumference for di�erent fluid duct lengths.

Therefore, only the start and end of the largest ducts are visible. The flow direction of the
fluid is indicated by arrows, creating a counter-flow in both ducts due to the clockwise
rotation of the SMA arrangement. The temperature of the SMA element increases during
loading and decreases during unloading adiabatically due to the suppressed HE in the
transition zones. During the motion along the ducts, the SMA elements exchange their
thermal energy with the fluid and cool down after loading or heat up after unloading.
Therefore, the fluid heats up during traveling along the hot duct and cools down during
traveling along the cold duct.
Each temperature curve of the fluid is framed at the edges by triangles that are upturned
at the hot duct and downturned at the cold duct. The triangles at the inlets are empty,
and the triangles at the outlets are filled.
The temperature di�erence of the SMA element reached by the HE along the hot and cold
duct increases with increasing duct length due to the longer time for HE. This leads to
a smaller SMA temperature when the SMA element exits the hot duct and to a larger
one at the exit of the cold duct. As a result, the maximum temperature of the SMA after
loading increases, while the minimum temperature after unloading decreases, due to the
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same temperature change during PT. Finally, the temperature di�erence of the fluid also
increases with increasing duct length due to the longer time for HE.
Figure 5.44 presents the resulting inlet and outlet temperatures of the fluid at hot and
cold duct along di�erent fluid duct lengths. The colors of the inlet temperature spans
correspond to those of Figure 5.43. The temperature at the hot duct is represented by
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Figure 5.44: Flow rate asymmetry: Resulting inlet and outlet temperature at hot
and cold duct along di�erent fluid duct lengths.

upturned triangles and at the cold duct as downturned triangles. The triangles at the
inlets are empty, and the triangles at the outlets are filled.
The outlet temperature at the hot and cold duct increases with increasing fluid duct length
due to the increasing time for HE, following Equation 5.2 and Equation 5.16. The lower
temperature di�erence at the cold duct is based on asymmetric specific latent heat, which
favors heating, as introduced in Equation 5.44 and Equation 5.45.
Figure 5.45 shows the thermal and mechanical power, as well as the COP along the fluid
duct length. The colors of the fluid duct lengths correspond to those of Figure 5.43. The
amount of the thermal power at the hot duct, represented by upturned triangles, and at
the cold duct as downturned triangles, significantly increases with increasing length of the
fluid ducts due to the longer time for HE, following Equation 5.16. Whereas the mechanical
power input also increases with fluid duct length due to the thermal dependence of the
transformation stress, as introduced in Equation 2.5 and Equation 2.7. As a result, the
COP increases with increasing fluid duct length.
In summary, this parameter study shows that the length of the fluid duct varies by more
than one and a half orders of magnitude, resulting in a significant impact on the thermo-
mechanical behavior of the EC HP. Thereby, the thermal power and COP increases by a
factor of about four. The longer the length of the fluid duct, the better due to the longer
dwell time for HE between SMA element and fluid.
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Figure 5.45: Fluid duct length: Resulting thermal and mechanical power and the
COP of the EC HP for di�erent fluid duct lengths.
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5.6.4 Subdivision in SMA elements

In this part, the design parameter number of bundles in the EC HP (Nbun) is variated
within the range from 1 to 720. To maintain a consistent mass of the SMA material in
the system, the number of wires per bundle in the EC HP (Nwpb) is adjusted inversely,
ranging from 720 to 1.
Figure 5.46 shows a still frame of the EC HP, with a bundle number (Nbun) of 1. In this
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Figure 5.46: Subdivision in SMA elements: Visualization of EC HP cross-section
with 1 bundle consisting of 720 SMA wires.

configuration, only either a hot or a cold thermal power output is generated, depending
on the location of the single bundle during rotation. Two gaps per rotation occur in the
thermal power output when the bundle moves through the transition zones. Additionally,
due to the absence of an antagonist bundle during loading or unloading, the mechanical
power input also exhibits asymmetric behavior.
Figure 5.47 shows a still frame of the EC HP with two bundles symmetrically arranged
around the circumference. In this configuration, a hot and cold thermal power output
is generated at the time when the bundles moves through the ducts. A gap still occurs
in the thermal power output when the bundles moves through the transition zones. The
antagonist bundle enables mechanical energy recovery during the loading or unloading
processes. Consequently, the mechanical power is more symmetric compared to only one
bundle presented in Figure 5.46. Additionally, the maximum of the mechanical power
input is reduced to about a half due to the halved SMA wires number in each bundle.
Figure 5.48 shows a still frame of the EC HP with a bundle number (Nbun) of 4. These
bundles are symmetrically arranged along the circumference. A hot and cold thermal
power output is continuously generated in this configuration. The thermal power output
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Figure 5.47: Subdivision in SMA elements: Visualization of EC HP cross-section
with 2 bundles consisting of 360 SMA wires.
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Wires per bundle: 180
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Figure 5.48: Subdivision in SMA elements: Visualization of EC HP cross-section
with 4 bundles consisting of 180 SMA wires.
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in this SMA arrangement is gapless even when two bundles move through the transition
zones since the two other bundles are still traveling through the ducts. Additionally,
the maximum of the mechanical power input is reduced to about a quarter due to the
quartered SMA wire number in each bundle, compared to the single bundle case.
Figure 5.49 shows a still frame of the EC HP with a bundle number (Nbun) of 720, which
are symmetrically arranged on the circumference. A hot and cold thermal power output is
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Figure 5.49: Subdivision in SMA elements: Visualization of EC HP cross-section
with 720 bundles consisting of 1 SMA wire.

continuously generated in this configuration. The numerous antagonist bundles enable
excellent mechanical energy recovery during loading and unloading. The huge number of
bundles in the transition zones leads to a very smooth behavior of the mechanical power,
compared to four bundles presented in Figure 5.48. Additionally, the maximum of the
mechanical power input is drastically reduced since the SMA element contains only one
wire.
Figure 5.50 presents the resulting temperature evolution for the SMA element as dashed
line and fluid as solid line along the circumference for the di�erent numbers of bundles
in the EC HP. The arrangement of the hot and cold duct is shown in color at the x-axis.
The flow direction of the fluid is indicated with arrows, creating a counter-flow in both
ducts due to the clockwise rotation of the SMA arrangement. The temperature of the
SMA element increases during loading and decreases during unloading adiabatically due
to the suppressed HE in the transition zones. During the motion along the ducts, the
SMA elements exchange their thermal energy with the fluid and cool down after loading
or heat up after unloading. Therefore, the fluid heats up while flowing through the hot
duct and cools down in the cold duct.
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Figure 5.50: Subdivision in SMA elements: Resulting SMA element (dashed) and
fluid (solid) temperature along the circumference for di�erent subdivision of SMA
elements.

For lower bundle numbers, combined with the large thermal energy provided by an
individual SMA element, the HT in the fluid restricts the HE between SMA and fluid. The
small number of bundles heats or cools the surrounding fluid and due to the decreasing
temperature di�erence no further HE occurs until new fluid will surround the SMA element,
following Equation 5.16.
Suppose the number of bundles in the EC HP increases, then the thermal energy in
the SMA arrangement will be more distributed along the circumference. With this, the
thermal energy provided by the individual SMA element will decrease, leading to a smaller
influence of the insu�cient HT in the fluid.
Figure 5.51 shows the resulting average temperature of the fluid during one rotation,
represented by upturned triangles at the hot duct and downturned ones at the cold duct,
for di�erent subdivisions in SMA elements. The triangles at the inlets are empty, and
the triangles at the outlets are filled. The colors correspond to those of Figure 5.50. The
outlet average temperature reaches a constant value at a bundle number (Nbun) greater
than 12.
Figure 5.52 presents in detail the resulting maximal and minimal fluid temperatures of
the hot and cold duct outlets during one rotation in stationary operation for di�erent
subdivisions in SMA elements. The triangles representing the fluid temperature at the hot
duct outlet are empty, and the triangles for the cold duct outlet are filled. The maximal
temperature is represented by upturned triangles, and the minimal temperature is shown
as downturned triangles. The colors correspond to those of Figure 5.50. The temperature
fluctuation at the outlet during one rotation decreases significantly at both ducts with
increasing number of bundles. At a bundle number (Nbun) greater than 24 the temperature
fluctuation dereases below 0.8 K.
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Figure 5.51: Subdivision in SMA elements: Resulting inlet and outlet temperatures
of the hot and cold duct for di�erent subdivisions in SMA elements.
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Figure 5.52: Subdivision in SMA elements: Resulting maximal and minimal fluid
temperatures of the hot and cold duct outlets in stationary operation for di�erent
subdivisions in SMA elements.
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Figure 5.53: Subdivision in SMA elements: Resulting maximal and minimal
torque in stationary operation for di�erent subdivisions in SMA elements.

Figure 5.53 presents the resulting maximal and minimal torque during one rotation in
stationary operation for di�erent subdivisions in SMA elements. The maximal torque is
represented by upturned triangles, the minimal torque by downturned triangles, and the
average torque by circles. The colors correspond to those of Figure 5.50. The configuration
of the system with an SMA mass of 42.9 g requires a stationary mean torque of 9.5 N m.
The torque fluctuation during one rotation decreases significantly with increasing number
of bundles. At a bundle number (Nbun) greater than 12 the torque fluctuation dereases
below 90 N m. Wheras, at a bundle number (Nbun) greater than 24 the torque fluctuation
dereases below 35 N m.
Figure 5.54 shows the thermal and mechanical power, as well as the COP over the number
of bundles. The colors of the number of bundles correspond to those of Figure 5.50. Two
cases must be distinguished in the following:

• First, the thermo-mechanical behavior of the EC HP for a bundle number (Nbun)
up to 12 will be discussed. The amount of the thermal power at the hot duct and
cold duct significantly increases with increasing number of bundles in the EC HP.
This is caused by the improved distribution of the SMA element’s thermal energy,
and the more uniformly HE between SMA and fluid, following Equation 5.16. As
the number of bundles increases, the average mechanical power input also rises,
despite the more e�cient energy recovery. This increase is attributed to the rising
temperature di�erence and the thermal dependence of the transformation stress, as
introduced in Equation 2.5 and Equation 2.7. As a result, the COP increases with
increasing number of bundles.
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Figure 5.54: Subdivision in SMA elements: Resulting thermal and mechanical
power and the COP of the EC HP for di�erent subdivisions in SMA elements.
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• The thermo-mechanical behavior of the EC HP for a bundle number (Nbun) greater
than 12 show no influence on the changing bundle number. At this point, the chosen
parameters of the HE suit each other to perform a reliable EC cycle.

In summary, this parameter study shows that the number of bundles has a significant
impact on the thermo-mechanical behavior of the EC HP, which results in reduced thermal
power and COP for smaller bundle numbers. The subdivision of the SMA material
symmetrically along the circumference reduces the ripple in the mechanical and thermal
power as the number of SMA elements increases. The bundle number must be su�ciently
high to enable uniform thermal energy distribution around the circumference. No further
significant improvements are observed when the number of bundles reaches more than 12.

5.6.5 Inlet temperature level

In this section, the operating parameter inlet temperature level of the EC HP is varied in
the range from 0 ¶C to 40 ¶C by maintaining a temperature span of 0 K between hot and
cold inlet.
Figure 5.55 presents the resulting temperature evolution for the SMA element as dashed
line and fluid as solid line along the circumference for the di�erent inlet temperature levels.
In this parameter study, the temperature level for the hot and cold duct is simultaneously

0 30 60 90 120 150 180 210 240 270 300 330 360
Channel position (°)

-20

0

20

40

60

St
at
.S
M
A
te
m
pe
ra
tu
re
(°
C
)

St
at
.f
lu
id
te
m
pe
ra
tu
re
(°
C
) 0.0
10.0
20.0

30.0
40.0

Stat. inlet mean temperature (°C)

Figure 5.55: Inlet temperature level: Resulting SMA element (dashed) and
fluid (solid) temperature along the circumference for di�erent inlet tempera-
ture levels.

varied. The arrangements of the hot and cold duct are shown in color at the x-axis. The
flow direction of the fluid is indicated with an arrow, creating a counter-flow in both
ducts. The temperature of the SMA element increases during loading and decreases
during unloading adiabatically due to the suppressed HE in the transition zones. The
SMA material undergoes complete PT in the transition zones. During the motion along
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the ducts, the SMA elements exchange their thermal energy with the fluid. Thus, the
fluid heats up during traveling along the hot duct and cools down in the cold duct. The
temperature di�erence of the SMA element reached during PT, as well as at the HE with
the fluid, is independent of the inlet temperature level of the fluid.
Each temperature curve of the fluid is framed at the edges by triangles that are upturned
at the hot duct and downturned at the cold duct. The triangles at the inlets are empty,
and the triangles at the outlets are filled. The temperature di�erence of the fluid is also
independent of the inlet temperature level of the fluid. This leads to the assumption that
the thermo-mechanical conditions are the same for each EC cycle.
Figure 5.56 presents the resulting stress-strain diagram of one SMA element for the di�erent
inlet temperature levels. The colors of the di�erent inlet temperature levels correspond
to those of Figure 5.55. The hysteresis height decreases with higher temperature levels
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Figure 5.56: Inlet temperature level: Resulting stress-strain diagram of one SMA
element for the di�erent inlet temperature levels.

since the transformation stress from M to A rises faster with the temperature than the
transformation stress from A to M, as introduced in Equation 2.5 and Equation 2.7.
However, the hysteresis width increases with temperature due to the di�erence in slopes
for the A and M branche. This is due to the same temperature di�erence of the SMA
achieved during the PTs and HE with the fluid. This consistency is attributed to the
linear temperature dependency of the transformation stress.
Figure 5.57 presents the resulting inlet and outlet temperatures of the fluid at hot and
cold duct along the di�erent inlet temperature levels. The colors correspond to those of
Figure 5.55. The temperature at the hot duct is represented by upturned triangles and at
the cold duct as downturned ones. The triangles at the inlets are empty, and the outlets
are filled. The temperature di�erence remains constant for di�erent inlet temperature
levels due to the similar thermo-mechanical conditions during the EC cycles.
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Figure 5.57: Inlet temperature level: Resulting inlet and outlet temperatures at
hot and cold duct for di�erent inlet temperature levels.

Figure 5.58 shows the thermal and mechanical power, as well as the COP for the di�erent
inlet temperature levels. The colors and triangles correspond to those of Figure 5.55. The
amount of the thermal power at the hot duct and cold duct remains constant for di�erent
inlet temperature levels. This is caused by the same temperature di�erence between the
SMA and the fluid, and the same HE conditions, following Equation 5.16.
The mechanical power input is nearly identical for the di�erent inlet temperature levels since
the e�ects of decreased hysteresis height and increased hysteresis width when increasing
the SMA temperature, cancel each other out for this specific material.
The COP value remains consistent throughout the parameter study because of the equal
thermal and mechanical power for the di�erent inlet temperature levels.
To summarize, this parameter study demonstrates that the variation in the inlet tem-
perature level of the fluid ducts does not a�ect the mechanical power for NiTi#3. The
thermal power output is kept constant when the EC cycles are conducted under similar
thermo-mechanical conditions. This requirement is met if the stress of SMA during FT
does not exceed the material’s tensile strength, and the temperature of the SMA during
BT does not fall below the austenite finish temperature.
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Figure 5.58: Inlet temperature level: Resulting thermal and mechanical power
and COP for di�erent inlet temperature levels.
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5.6.6 Inlet temperature span

In this section, the operating parameter inlet temperature span is varied symmetrically in
the range from 0 K to 24 K, while maintaining a mean temperature level of 20 ¶C for hot
and cold inlet.
Figure 5.59 presents the resulting temperature evolution of the SMA element as a dashed
line and of the fluid as solid line along the circumference for the di�erent inlet temperature
spans. In this parameter study, the temperature span for the hot and cold duct is
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Figure 5.59: Inlet temperature span: Resulting SMA element (dashed) and
fluid (solid) temperature along the circumference for di�erent inlet tempera-
ture spans.

symmetrically arranged around 20 ¶C. The arrangement of the hot and cold duct is
shown in color at the x-axis. The counter-flow of the fluid is indicated with arrows. The
temperature of the SMA element increases during loading and decreases during unloading
adiabatically due to the suppressed HE in the transition zones. The SMA material
undergoes complete PT in the transition zones. During the motion through the ducts, the
SMA elements exchange their thermal energy with the fluid so that the fluid heats up in
the hot duct and cools in the cold duct. The temperature di�erence of the SMA element
reached during FT and BT remains constant by the variation of the inlet temperature
span of the fluid because this temperature change is defined by the specific latent heat
and the specific heat capacity of the SMA. Whereas the temperature di�erence between
the maximum and minimum temperature of the SMA along the EC cycle decreases with
increasing inlet temperature span. This is caused by the decreasing temperature di�erence
between the SMA element and the fluid, along with the reduced HE, as described in
Equation 5.2.
At the hot duct, the SMA can not exchange su�ciently its thermal energy with the fluid;
therefore, the SMA leaves the duct with a high temperature. During the PT from M
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to A, the material temperature drops by the prescribed temperature di�erence but the
reached minimum temperature depends on the start temperature; therefore the minimum
temperature increases with increasing inlet temperature span of the fluid. At the cold duct,
the SMA can not fully exchange its thermal energy with the fluid; therefore, the SMA leaves
the duct with a low temperature. During the PT from A to M, the material temperature
rises, but the reached maximum temperature depends on the start temperature; thus the
maximum temperature decreases with increasing inlet temperature span. The maximum
temperature di�erence of the SMA element along the EC cycle is reached at the minimum
inlet temperature span.
Each temperature curve of the fluid is framed at the edges by triangles that are upturned
at the hot duct and downturned at the cold duct. The triangles at the inlets are empty,
and the ones at the outlets are filled. The temperature di�erence of the fluid along each
duct also decreases by increasing inlet temperature span. This is also caused by the
decreasing temperature di�erence between fluid and SMA and the reduced HE, following
Equation 5.16.
Figure 5.60 presents the resulting stress-strain diagram of one SMA element for the di�erent
inlet temperature spans. The colors correspond to those of Figure 5.59. The hysteresis
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Figure 5.60: Inlet temperature span: Resulting stress-strain diagram of one SMA
element for the di�erent inlet temperature spans.

area decreases with increasing inlet temperature span. This is caused by the decreasing
temperature di�erence between the maximum and minimum temperature of the SMA
element throughout the EC cycle. This leads to a decreased change in the temperature
dependent transformation stress, following Equation 2.5 and Equation 2.7.
Figure 5.61 presents the resulting inlet and outlet temperatures of the fluid at the hot
and cold duct for the di�erent inlet temperature spans. The colors correspond to those
of Figure 5.59. The hot duct is represented by upturned triangles, and the cold duct by
downturned ones. The triangles at the inlets are empty; the outlets are filled. As previously
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Figure 5.61: Inlet temperature span: Resulting inlet and outlet temperatures at
hot and cold duct for di�erent inlet temperature spans.

discussed, the temperature di�erence decreases with increasing inlet temperature spans.
At the point where inlet temperature span exceeds the temperature di�erence of the SMA
reached by the PT, the inlet temperature of the fluid into the hot duct is larger than its
outlet. Respectively, the cold duct’s inlet temperature is lower than its outlet. Thus, EC
HP cools the fluid in the hot duct and heats it in the cold duct.
Figure 5.62 shows the thermal and mechanical power, as well as the COP along the
inlet temperature spans. The colors correspond to those of Figure 5.59. The amount
of the thermal power at the hot duct (upturned triangles), and cold duct (downturned
triangles) decreases with increasing inlet temperature span. This is caused by the smaller
temperature di�erence between the SMA and the fluid, and the downgraded HE conditions,
following Equation 5.16. If the inlet temperature span is too large, thermal power cools
the hot side and heats the cold side.
The mechanical power input also decreases with inlet temperature spans due to the smaller
hysteresis area during the performed EC cycles. As a result, the COP decreases with
increasing inlet temperature spans significantly. If the inlet temperature span is too large,
the COP value can become negative.
To summarize, this parameter study demonstrates that the variation in the inlet tempera-
ture span drastically a�ects the mechanical and thermal power in- and output of the EC
HP. The thermal output power decreases to zero if the temperature di�erence between
both inlets increases up to the adiabatic limit of the SMA material.
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Figure 5.62: Inlet temperature span: Resulting thermal and mechanical power
and COP for di�erent inlet temperature spans.
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5.6.7 Flow rate and frequency with flow direction

In this section, the operating parameter flow rate of the hot and cold duct is varied in the
range from 5 m3

/h to 200 m3
/h, along the rotation frequency of the SMA arrangement in

the range from ≠2 Hz to 2 Hz.
Figure 5.63 presents the resulting inlet and outlet temperatures of the fluid at the hot and
cold duct along the rotation frequency for di�erent flow rates. The temperature at the
hot duct is represented by upturned triangles, and the cold duct is shown as downturned
triangles. The triangles at the inlets are empty, and the ones at the outlets are filled.
The positive values of the rotation frequency combined with the standard arrangement of
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Figure 5.63: Flow rate and frequency: Resulting inlet and outlet temperature at
hot and cold duct along the rotation frequency for di�erent flow rates.

the fluid ducts create a counter-flow between the SMAs and the fluid. During negative
values of the rotation frequency, the SMA arrangement moves counter-clockwise, and a
parallel-flow between SMA and fluid is created for the standard arrangement. Due to the
symmetric load profile, a similar EC cycle is generated during loading and unloading for
both counter-flow and parallel-flow.
The temperature change of the SMA reached during the PT is defined by the specific
latent heat and the specific heat capacity. Therefore, the temperature di�erence of the
SMA element reached during FT and BT remains constant for the variation of the rotation
frequency when similar EC cycles are performed. This is fulfilled as long as the PT is
performed adiabatically, the stress of SMA during FT does not pass over the tensile
strength, and the temperature of the SMA during BT does not fall below the austenite
finish temperature.
The thermal energy of the SMA arrangement, which can be exchanged with the fluid,
following Equation 5.2 and Equation 5.16, increases with increasing rotation frequency due
to growing number of performed EC cycles per time. Therefore, the temperature di�erence
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between inlet and outlet increases with increasing rotation frequency for a specific flow
rate. In the case of high enough flow rates, this temperature di�erence nearly reaches
saturation with further increasing rotation frequency. Whereas, if the dwell-time of fluid
portion in the duct increases at small flow rates, the temperature di�erence along each
duct increases due to the increasing thermal energy exchanged per fluid volume.
The curve shift of the outlet temperatures towards heating is related to the asymmetric
temperature development in the SMA during PT. This is based on the asymmetric specific
latent heat, which favors heating, as introduced in Equation 5.44 and Equation 5.45.
At parallel-flow, the falling-in of the outlet temperature is caused by the diminishing
relative velocity between SMA element and fluid, as described by Equation 5.27. This
reduction in relative velocity leads to a rapid decline in the heat exchange coe�cient,
ultimately approaching zero, which will be explained in detail below.
The comparison between counter-flow and parallel-flow exhibits a higher temperature
di�erence between the inlet and outlet for the counter-flow. Figure 5.64 presents the
resulting temperature evolution for the SMA element as dashed line and fluid as solid line
along the circumference for counter-flow and parallel-flow at the standard flow rate. The
arrangement of hot and cold duct is shown in color at the x-axis. The flow direction of
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Figure 5.64: Flow rate and frequency: Resulting SMA element (dashed) and
fluid (solid) temperature along the circumference for the counter-flow and parallel-
flow at a fluid flow rate of 75 m3

/h.

the fluid is indicated with an arrow. For the positive rotation frequency, as indicated in
orange, a counter-flow in both ducts is created due to the clockwise rotation of the SMA
arrangement. Whereas a parallel-flow in both ducts is created due to the counter-clockwise
rotation of the SMA arrangement for the negative rotation frequency indicated in cyan.
Each temperature curve of the fluid is framed at the edges by triangles that are upturned
at the hot duct and downturned at the cold duct. The triangles at the inlets are empty,
and the triangles at the outlets are filled.
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The temperature of the SMA element increases during loading and decreases during
unloading adiabatically due to the suppressed HE in the transition zones. The SMA
material undergoes complete PT in the transition zones. During the motion along the
ducts, the SMA elements exchange their thermal energy with the fluid and cool down after
loading or heat up after unloading. Therefore, the fluid heats up in the hot duct and cools
down in the cold duct.
The temperature di�erence of the SMA element reached during the FT and the BT
remains constant by the variation of the flow condition because this temperature change
is defined by the specific latent heat and the specific heat capacity of the SMA. Whereas
the temperature di�erence between the maximum and minimum temperature of the SMA
along the EC cycle changes with the flow condition:

• At counter-flow, a SMA element with maximum temperature meets the pre-heated
fluid. Therefore, a nearly constant large temperature di�erence is achieved, leading
to a nearly constant HE along the hot duct. This is also realized for the cold duct
where a SMA element with minimum temperature meets the pre-chilled fluid. The
temperature development of the SMA element and fluid build lines with the same
gradients in this diagram at the counter-flow.

• At the parallel-flow, a SMA with maximum temperature meets the fluid of the
inlet. In the first part, the temperature di�erence is larger than the one of the
counter-flow, leading to a larger HE in this part of the hot duct. But the SMA
rapidly cools down, and the fluid heats up. Therefore, in the second part of the hot
duct, the temperature di�erence is lower than the one of the counter-flow, leading to
a lower HE. Furthermore, at the end of the duct, the SMA temperature is too low to
significantly heat the fluid. The same e�ect is observed in the cold duct with the cold
SMA and the not pre-chilled fluid. Therefore, the fluid temperature at the outlets
does not reach the same values as in counter-flow. The temperature development
of the SMA and fluid build lines with opposite gradients in this diagram at the
parallel-flow. Due to the insu�cient temperature change of the SMA in the ducts,
the temperature span of the SMA element along the EC cycle is reduced.

To sum up, a higher temperature di�erence between inlet and outlet ducts is reached
for counter-flow due to the temperature development in the duct, and the increased
heat exchange coe�cient based on the increased relative velocity for the same rotation
frequency and flow rate. Additionally, the temperature di�erence remains consistent for
the counter-flow across all combinations of rotation frequency and flow rate, allowing for
improved controllability of the EC HP.
Figure 5.65 shows the thermal and mechanical power, as well as the COP over rotation
frequency for di�erent flow rates. The colors correspond to those of Figure 5.63. The
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Figure 5.65: Flow rate and frequency: Resulting thermal and mechanical power
and COP along the rotation frequency for di�erent flow rates.
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thermal power output at the hot duct (upturned triangles) and cold duct (downturned
triangles) increases with increasing flow rate due to the better HE between SMA and
fluid. For a lower rotation frequency, a lower flow rate is su�cient to fully exchange
the thermal energy between SMA and fluid. Therefore, thermal power increases with
increasing rotation frequency up to a specific point for each flow rate where a kind of
saturation starts. At negative rotation frequencies, the misalignment of the curves for
small flow rates is caused by the discontinuous and unsteady relative velocity between SMA
elements and fluid. Additionally, the thermal power output is larger for the counter-flow
for the same combinations of rotation frequency and flow rate.
The mechanical power input increases with increasing rotation frequency due to the
growing number of performed EC cycles per time. The increased HE between SMA and
fluid for increasing flow rate results in a higher maximum and minimum temperature
di�erence of the SMA element during the EC cycle, leading to an increase in mechanical
power input with rising flow rate.
As a result, the COP decreases with increasing rotation frequency and increases with
increasing flow rate.
To summarize, this parameter study demonstrates that the variation of rotation frequency
and flow rate significantly a�ects the mechanical and thermal power in- and output, as well
as the temperature output of the EC HP. In a system of the same size, a higher rotation
frequency can transmit more thermal energy. Increasing the rotation frequency results
in a higher thermal power output when the fluid flow conditions are adapted to meet
the rising demand on HE. If the flow rate remains constant while the rotation frequency
increases, the thermal power output will reach a saturation point. With the rotation
frequency and flow rate, the thermo-mechanical behavior of a defined EC HP can be
controlled. For air as HE and HT fluid and an SMA diameter of 200 µm, the sensible limit
is reached at a rotation frequency of 1 Hz. As an additional outcome, in all cases, counter
flow between SMA element and fluid o�ers better performance and e�ciency than parallel
flow. Parallel-flow does not provide any advantages; therefore, it will be omitted from the
following discussion.

5.6.8 SMA diameter and frequency

In this section, the design parameter SMA diameter is variated in the range from
25 µm to 1000 µm along the rotation frequency of the SMA arrangement in the range
from 0 Hz to 2 Hz.
Figure 5.66 presents the resulting inlet and outlet temperatures of the fluid at hot and
cold duct along the rotation frequency for di�erent SMA diameters. The temperature at
the hot duct is represented by upturned triangles and at the cold duct as downturned
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Figure 5.66: SMA diameter and frequency: Resulting inlet and outlet temperature
at hot and cold duct along the rotation frequency for di�erent SMA diameters.

triangles. The triangles at the inlets are empty, and the triangles at the outlets are filled.
The positive values of the rotation frequency create a counter-flow between SMA and fluid.
The thermal energy of the SMA arrangement, which can exchanged with the fluid, following
Equation 5.2 and Equation 5.16, increases with increasing rotation frequency due to growing
number of performed EC cycles per time. Therefore, the temperature di�erence between
the inlet and outlet of the fluid ducts increases with increasing rotation frequency for a
specific SMA diameter. For each SMA diameter, this temperature di�erence nearly reaches
saturation with further increasing rotation frequency. At this point, the HE between SMA
and fluid reaches the best value for a specific SMA diameter, rotation frequency and fluid
flow rate. An additional increase in rotation frequency does not benefit the temperature
di�erence at the specific SMA diameter.
In addition, the temperature di�erence between the inlet and outlet of the fluid ducts
also increases with decreasing SMA diameters. This is caused by the improved HE,
related to the increasing surface area of the SMA arrangement, following Equation 5.2
and Equation 5.16.
Figure 5.67 shows the thermal and mechanical power, as well as the COP along the rotation
frequency for di�erent SMA diameters. The colors correspond to those of Figure 5.66. The
thermal power output at the hot duct is represented by upturned triangles and at the cold
duct by downturned triangles. The thermal power of the SMA arrangement increases with
increasing rotation frequency due to the growing number of performed EC cycles per time.
The rotation frequency, at which the HE process reaches its saturation, decreases with
increasing SMA diameter. For a lower rotation frequency, a larger SMA diameter is
su�cient to fully exchange the thermal energy between SMA and fluid. Therefore, thermal
power at the ducts increases with increasing rotation frequency up to a specific point for
each diameter where a kind of saturation starts.
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Figure 5.67: SMA diameter and frequency: Resulting thermal and mechanical
power and COP along the rotation frequency for di�erent SMA diameters.
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The mechanical power input increases with increasing rotation frequency due to the
growing number of performed EC cycles per time. The increased HE between SMA and
fluid for decreasing diameter results in a higher maximum and minimum temperature
di�erence of the SMA element during the EC cycle. Due to the temperature dependent
transformation stress, following Equation 2.5 and Equation 2.7, the mechanical power
input increases as the diameter falls.
As a result, the COP decreases with increasing rotation frequency and increases with
decreasing diameter.
To summarize, this parameter study demonstrates that the variation of the rotation
frequency and diameter significantly a�ects the mechanical and thermal power in- and
output, as well as the temperature output of the EC HP. Higher rotation frequency can
transmit more thermal energy within the same system size. This thermal power can be
increased by enlarging the surface area of the defined SMA mass in the EC HP. With the
rotation frequency, the thermo-mechanical behavior of a defined EC HP can be controlled.
For air as HE and HT fluid the SMA diameter should be in the range from 25 µm to 300 µm.

5.6.9 SMA mass and flow rate

In this section, the design parameter SMA mass in the EC HP is varied in the range from
1.4 g to 71.4 g along the flow rate in the hot and cold duct from 5 m3

/h to 200 m3
/h.

Figure 5.68 presents the resulting inlet and outlet temperatures of the fluid at hot and
cold duct over the flow rate for di�erent amounts of SMA material in the EC HP. The
amount of SMA material in the EC HP is variated in this parameter study by changing
the number of SMA wires per bundle (Nwpb). Consequently, the total SMA mass values
are decimal numbers.
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Figure 5.68: SMA mass and flow rate: Resulting inlet and outlet temperature at
hot and cold duct along the flow rate for changing SMA mass.
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The temperature at the hot duct is represented by upturned triangles, and the cold duct
is shown as downturned triangles. The triangles at the inlets are empty, and the ones at
the outlets are filled. The standard values of the rotation frequency combined with the
standard arrangement of the fluid ducts, as introduced in Table 5.8, create a counter-flow
between SMA and fluid.
The thermal energy of the SMA arrangement, which can be exchanged with the fluid,
following Equation 5.2 and Equation 5.16, depends on the released or absorbed specific
latent heat. Therefore, the temperature di�erence of the fluid between inlet and outlet for
the hot and cold duct decreases with increasing flow rate for a specific amount of SMA
material. The asymmetric curve shift towards heating in the cold duct for smaller flow
rates and larger SMA masses is related to the asymmetric temperature development in
the SMA during PT. This is based on the asymmetric specific latent heat, which favors
heating, as introduced in Equation 5.44 and Equation 5.45.
The thermal energy of the SMA arrangement increases with increasing SMA mass. There-
fore, the temperature di�erence between inlet and outlet of the fluid ducts increases with
increasing SMA total mass for a specific flow rate.
Figure 5.69 shows thermal and mechanical power, as well as COP along the flow rate
for di�erent amounts of SMA material. The colors correspond to those of Figure 5.68.
The amount of the thermal power output at the hot duct is represented by upturned
triangles and at the cold duct as downturned triangles. The thermal power of the SMA
arrangement is constant for a specific total SMA mass. The SMA mass, at which the HE
process reaches its saturation, decreases with increasing the flow rate. For a lower total
SMA mass, a lower flow rate is su�cient to fully exchange the thermal energy between
SMA and fluid. Therefore, thermal power at the ducts increases with increasing flow rate
up to a specific point for each total SMA mass where a saturation starts. Additionally,
the thermal power output increases with increasing SMA mass, following Equation 5.2
and Equation 5.16.
The increased HE between SMA and fluid for increasing flow rate results in a higher
maximum and minimum temperature di�erence of the SMA element during the EC cycle.
Due to the temperature dependent transformation stress, following Equation 2.5 and
Equation 2.7, the mechanical power input increases with the flow rate. Additionally, the
mechanical power input increases with increasing SMA mass due to the growing number
of SMA wires per bundle.
As a result, the COP increases with increasing flow rate. Additionally, the COP decreases
with increasing SMA mass for lower flow rates due to the unused mechanical power input
related to incomplete HE between SMA and fluid.
To summarize, this parameter study demonstrates that the variation of the flow rate and
total SMA mass significantly a�ects the mechanical and thermal power in- and output, as
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Figure 5.69: SMA mass and flow rate: Resulting thermal and mechanical power
and COP along the flow rate for changing SMA mass.
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well as the temperature output of the EC HP. Increasing the SMA mass results in a higher
thermal power output while adapting the fluid flow conditions to meet the rising demand
on HE. If the flow rate remains constant while the SMA mass increases, the thermal power
output will reach a saturation point. With the flow rate, the thermo-mechanical behavior
of a defined EC HP can be controlled.

5.6.10 Flow rate asymmetry

In this section, the operating parameter flow rate is variated only in the cold duct in
a range from 5 m3

/h to 200 m3
/h. The flow rate in the hot duct is kept constant at the

standard value.
Figure 5.70 presents the resulting temperature evolution for the SMA element as a dashed
line and fluid as a solid line along the circumference for di�erent flow rates in the cold
duct. The arrangements of the ducts are shown in color at the x-axis. The standard
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Figure 5.70: Flow rate asymmetry: Resulting SMA element (dashed) and
fluid (solid) temperature along the circumference for di�erent flow rates in the
cold duct.

values for frequency and flow directions create a counter-flow between SMA and fluid.
The temperature of the SMA elements changes adiabatically during the complete PT due
to the suppressed HE in the transition zones. During the motion along the ducts, the
SMA elements exchange their thermal energy with the fluid. Therefore, the fluid heats up
during traveling along the hot duct and cools down in the cold duct.
The variation of the flow rate in only the cold duct by maintaining the standard flow rate
of 50 m3

/h in the hot duct leads to an asymmetric fluid flow, resulting in an asymmetric
temperature development along the circumference. The temperature di�erence of the SMA
element reached during the FT and the BT remains constant by the variation of the flow
rate in the cold duct because this temperature change is defined by the specific latent heat
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and the specific heat capacity of the SMA. Whereas the temperature di�erence between
the maximum and minimum temperature of the SMA along the EC cycle increases with
increasing flow rate in the cold duct. This is caused by the increasing HE between SMA
and fluid, following Equation 5.2, resulting in a higher SMA temperature before the FT
starts.
During the PT from A to M, the material temperature rises by the prescribed temperature
di�erence. But the reached maximum temperature depends on the start temperature of
the FT, which increases as the flow rate in the cold duct increases. Consequently, the
maximum temperature increases also. The maximum temperature di�erence of the SMA
element along the EC cycle is reached at the maximum flow rate in the cold duct.
Each temperature curve of the fluid is framed at the edges by triangles that are upturned
at the hot duct and downturned at the cold duct. The triangles at the inlets are empty,
and the outlets are filled. The temperature di�erence of the fluid in the hot duct increases
as the flow rate in the cold duct increases due to the increasing SMA temperature. The
temperature di�erence of the fluid in the cold duct decreases as the flow rate in the cold
duct increases. This is due to decreasing HE time for each portion of the fluid, following
Equation 5.16.
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Figure 5.71: Flow rate asymmetry: Resulting inlet and outlet temperature at hot
and cold duct along the flow rate of the cold duct.

Figure 5.71 presents the resulting inlet and outlet temperatures at the ducts along the flow
rate in the cold duct. The colors correspond to those of Figure 5.70. The temperature
at the hot duct is represented by upturned triangles and at the cold duct as downturned
triangles. The triangles at the inlets are empty, and the triangles at the outlets are filled.
The outlet temperature at the hot duct increases with increasing flow rate in the cold
duct. Whereas the temperature di�erence between the inlet and the outlet of the cold
duct decreases with increasing flow rate in the cold duct. Thus, increasing the flow rate of
the cold duct can shift the preference of the EC HP from cooling to heating.
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Figure 5.72: Flow rate asymmetry: Resulting thermal and mechanical power and
COP along the flow rate in the cold duct.
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Figure 5.72 shows the thermal and mechanical power, as well as the COP along the flow
rate in the cold duct. The colors correspond to those of Figure 5.70. The amount of
the thermal power output at the hot duct is represented by upturned triangles, and at
the cold duct as downturned triangles. The thermal power of the SMA arrangement is
constant due to the constant specific latent heat released or absorbed by the SMA for
each performed EC cycle. Whereas, the thermal power output at the ducts depends on
the SMA temperature and the HE in the ducts, following Equation 5.2 and Equation 5.16.
Therefore, the thermal power increases along the flow rate in the cold duct due to the
increasing HE and the rising SMA temperature. The increased HE between SMA and fluid
for increasing flow rate results in a larger range of maximum and minimum temperature
di�erence of the SMA element during the EC cycle. Due to the temperature dependent
transformation stress, following Equation 2.5 and Equation 2.7, the mechanical power
input increases with the flow rate. As a result, the COP increases with increasing flow
rate in the cold duct.
To summarize, this parameter study demonstrates that the asymmetric variation of the
flow rate significantly a�ects the mechanical and thermal power in- and output, as well
as the temperature output of the EC HP. Applying di�erent flow rates at the hot and
cold duct can be used to produce a higher temperature di�erence between the inlet and
the outlet of the duct with the lower flow rate, but this approach reduces the thermal
power output and e�ciency. With the flow rate, the thermo-mechanical behavior of a
defined EC HP can be controlled. The preference for cooling or heating of the EC HP, in
detail, the temperature di�erence between the outlets, can be adjusted by varying the flow
rate of the ducts asymmetrically. The presented thermo-mechanical behavior is likewise
assignable to the variation of the flow rate in the hot duct. Therefore, in this work, only
one side is presented.

5.6.11 Inlet temperature span with cross-flow

In this part, the design parameter inlet temperature span between the hot and cold
inlet is variated symmetrically in the range from 0 K to 15 K, while maintaining the mean
temperature level of 20 ¶C along a symmetric cross-flow in the range from 0 m3

/h to 25 m3
/h.

Figure 5.73 shows a still frame of the EC HP with additional ducts in the transition zones,
as introduced in Figure 5.11. The duct in the transition zone from the cold to the hot
duct enables the HE during the FT of the SMA but also leads to a direct fluid flow from
the cold inlet to the hot outlet. Similarly, the duct in the transition zone from the hot to
the cold duct enables the HE during the BT of the SMA but also leads to a direct fluid
flow from the hot inlet to the cold outlet. These ducts are referred to in the following as
cross-flow ducts.
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Figure 5.73: Inlet temperature span with cross-flow: Visualization of EC HP
cross-section with additional ducts in the transition zones.
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Figure 5.74: Inlet temperature span with cross-flow: Resulting SMA ele-
ment (dashed) and fluid (solid) temperature along the circumference at an inlet
temperature span of 0 K for di�erent cross-flow rates.
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Figure 5.74 presents the resulting SMA temperature evolution as dashed line and fluid
as solid line along the circumference at an inlet temperature span of 0 K for di�erent
cross-flow rates. The arrangement of hot, cold, and cross-flow ducts is shown in color at
the x-axis. The flow direction of the fluid is indicated with arrows, creating a counter-flow
in the hot and cold duct due to the clockwise rotation of the SMA arrangement. The
cross-flow ducts are shown in black at the x-axis and indicate a parallel-flow.
The temperature of the SMA elements changes during PT, not adiabatically, due to the
enabled HE in the transition zones. The temperature di�erence of the SMA elements
reached during FT and BT is defined by the specific latent heat and the specific heat
capacity of the SMA. In the case of cross-flow, the temperature di�erence of the SMA
elements during PT decreases due to the HE with the fluid, following Equation 5.2.
Therefore, the maximum temperature reached at the end of the FT decreases and minimum
temperature reached at the end of the BT decreases with increasing cross-flow rate.
During the motion of the SMA element along the hot and cold ducts, the SMA elements
exchange their thermal energy with the surrounding fluid. Therefore, the fluid heats up
during traveling along the hot duct and cools down during traveling along the cold duct.
The temperature di�erence of the SMA elements, caused by the HE along the hot and
cold duct, decreases as the cross-flow rate increases. This occurs because the flow rate in
the hot and cold duct reduces in proportion to the cross-flow rate in order to maintain
the same flow rate at the outlets of 50 m3

/h as in the standard EC HP. This leads to
a higher SMA temperature when the SMA elements exit the hot duct and to a smaller
SMA temperature when the SMA element exits the cold duct. As a result, the maximum
temperature of the SMA after loading decreases, while the minimum temperature of the
SMA after unloading increases, due to the same temperature di�erence reached by the
PT. In addition, the temperature changes are a�ected by the HE in each transition zone.
The asymmetry between the hot and cold side is based on asymmetric specific latent heat,
which favors heating, as introduced in Equation 5.44 and Equation 5.45.
Each temperature curve of the fluid is framed at the edges by triangles that are upturned
at the hot duct and downturned at the cold duct. The triangles at the inlets are empty, and
the triangles at the outlets are filled. The cross-flow leads to modified outlet temperatures,
which are calculated using the weighted arithmetic mean at the hot outlet, as introduced
in Equation 5.24 and at the cold outlet, as introduced in Equation 5.25. Consequently, the
triangles showing the resulting outlet temperatures are neither directly located at the ends
of the lines for the hot and cold ducts nor at the ends of the lines for the cross-flow ducts.
The temperature di�erence of the fluid between the inlet and outlet of each duct decreases
as the cross-flow rate increases. This resulting temperature di�erence is influenced by the
HE along the hot and cold duct and the mixture with the cross-flow.
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Figure 5.75 presents the resulting temperature evolution for the SMA element as dashed
line and fluid as solid line along the circumference at a cross-flow rate of 15 m3

/h for
di�erent inlet temperature spans. In this parameter study, the temperature span for the
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Figure 5.75: Inlet temperature span with cross-flow: Resulting SMA ele-
ment (dashed) and fluid (solid) temperature along the circumference at a cross-flow
rate of 15 m3

/h for di�erent inlet temperature spans.

hot and cold duct is symmetrically arranged around 20 ¶C. As known from subsection 5.6.6,
temperature di�erence between the maximum and minimum temperature of the SMA
along the EC cycle decreases with increasing inlet temperature span of the fluid. This is
caused by the decreasing temperature di�erence between SMA and fluid and the reduced
HE, following Equation 5.2. The maximum temperature di�erence of the SMA element
along the EC cycle is reached at the minimum inlet temperature span of the fluid.
The temperature di�erence of the fluid also decreases by increasing the inlet temperature
span of the fluid. This is also caused by the decreasing temperature di�erence between fluid
and SMA and the reduced HE, following Equation 5.16. The cross-flow decreases the outlet
temperatures additionally. At the inlet temperature span of 15 K, the hot side is cooled,
and the cold side is heated. Nevertheless, the maximum temperature output increases,
and the minimum temperature output decreases with increasing inlet temperature span.
Figure 5.76 presents the resulting inlet and outlet temperatures at hot and cold duct along
the cross-flow rate for di�erent inlet temperature spans. The colors correspond to those of
Figure 5.75. The temperature at the hot duct is represented by upturned triangles and at
the cold duct as downturned triangles. The triangles at the inlets are empty, and the ones
at the outlets are filled.
The temperature di�erence between the maximum and minimum temperature of the
SMAs along the EC cycle decreases with increasing cross-flow rate and increasing inlet
temperature span. Therefore, the outlet temperature at the hot duct decreases, and at
cold duct increases with increasing cross-flow rate. Additionally, the outlet temperature
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Figure 5.76: Inlet temperature span with cross-flow: Resulting inlet and outlet
temperature at hot and cold duct along the cross-flow rate for di�erent inlet
temperature spans.

at the hot duct increases and at cold duct decreases with increasing inlet temperature
span for cross-flow rates lower than 15 m3

/h. Beyond this point, the outlet temperature of
the hot duct decreases, and of cold duct increases with increasing inlet temperature span.
The point where the hot side of the EC HP is cooled and the cold side is heated moves to
smaller cross-flow rates with increasing inlet temperature spans.
Figure 5.77 shows the thermal and mechanical power, as well as the COP along the
cross-flow rate for di�erent inlet temperature spans. The colors correspond to those of
Figure 5.75. The amount of the thermal power at the hot duct (upturned triangles)
and cold duct (downturned triangles) significantly decreases with increasing cross-flow
rate and increasing inlet temperature span. The mechanical power input also decreases
with increasing cross-flow rate and increasing inlet temperature span due to the thermal
dependence of the transformation stress, as introduced in Equation 2.5 and Equation 2.7.
As a result, the COP value of the EC HP decreases with increasing cross-flow rate and
increasing inlet temperature span. At the point where the hot side is cooled, and the cold
side is heated, the COP values are negative for the hot side and positive for the cold side,
leading to a negative e�ciency of the EC HP.
In summary, this parameter study shows that the cross-flow rate and inlet temperature
span drastically influences the thermo-mechanical behavior of the EC HP. With increasing
cross-flow rate, the thermal power and COP decreases significantly and leads to uneco-
nomical operating conditions of the EC HP. Each combination of cross-flow rate and inlet
temperature span shows a point where the hot side of the EC HP is cooled and the cold
side is heated. Therefore, the valuable operation span of the EC HP by applying an inlet
temperature span with a cross-flow rate is restricted.
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Figure 5.77: Inlet temperature span with cross-flow: Resulting thermal and
mechanical power and the COP of the EC HP for along the cross-flow rate for
di�erent inlet temperature spans.
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5.6.12 Inlet temperature span with internal heat recovery

In this part, the design parameter temperature span between hot and cold inlet is variated
symmetrically in the range from 0 K to 40 K. The mean temperature level is maintained at
20 ¶C. Additionally, a heat recovery zone is incorporated into the hot and cold duct of the
EC HP system.
Figure 5.78 shows a still frame of the EC HP with ducts for internal heat recovery. These
additional ducts are located between the transition zones and the inlets of the main ducts,
as introduced in Figure 5.12. In the recovery duct at the 11 o’clock position, the cool
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Figure 5.78: Internal heat recovery: Visualization of EC HP cross-section with
additional ducts for internal heat recovery.

SMAs leaving the cold duct are pre-heated by a fluid at an intermediate temperature
level in a counter-flow manner. In the recovery duct at the 5 o’clock position, the warm
SMAs leaving the hot duct are pre-chilled by the same fluid. The two recovery ducts are
interconnected to each other to transfer the excessive thermal energy of the SMAs after
leaving the hot duct to the SMAs with insu�cient thermal energy before FT.
Figure 5.79 presents the resulting temperature evolution of the SMA elements as dashed
line and fluid as solid line along the circumference for the di�erent duct arrangements.
The arrangements of the ducts are shown in color at the x-axis as an overlay. The black
color indicates heat recovery zones, whereas red and blue represent the hot and cold duct.
The flow direction of the fluid is indicated with arrows, creating a counter-flow in all ducts
due to the clockwise rotation of the SMA arrangement. As a result, the SMAs are warmer
before FT and colder before BT, allowing larger temperature di�erence between hot and
cold duct with the same limited adiabatic temperature change during PT.
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Figure 5.79: Internal heat recovery and inlet temperature span: Resulting SMA
element (dashed) and fluid (solid) temperature along the circumference for di�er-
ent duct arrangements at an inlet temperature span of 0 K (a) and at an inlet
temperature span of 16 K (b).
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In the upper part of Figure 5.79, the temperature along the circumference for di�erent duct
arrangements at an inlet temperature span of 0 K is presented. The standard duct with
the type name 20A160S exhibits a HE area ranging from 20¶ to 160¶, that is symmetrically
duplicated at the rotation angle of 180¶ around the circumference using air as HE and HT
fluid. The SMA material undergoes complete and adiabatic PT due to the suppressed HE
in the transition zones. During the motion along the ducts, the SMA elements exchange
their thermal energy with the fluid. Therefore, the fluid heats up in the hot duct and
cools down in the cold duct.
Each temperature curve of the fluid is framed at the edges by triangles that are upturned
at the hot duct and downturned at the cold duct. The triangles at the inlets are empty,
and the triangles at the outlets are filled.
The duct type with the name 20A115S exhibits shortened main ducts ranging from
20¶ to 115¶, that are symmetrically arranged. The temperature di�erence of the SMA
element reached during FT and BT remains constant because this temperature change
is defined by the material’s specific latent heat and specific heat capacity. Whereas the
temperature di�erence between the maximum and minimum temperature of the SMA
during the EC cycle decreases. The temperature development between 20A115S and
20A160S follows the behavior for a smaller duct length described in subsection 5.6.3. The
corresponding shorter duration of the HE results in a higher temperature of the SMA as it
exits the hot duct and a lower temperature as it exits the cold duct, following Equation 5.2.
Therefore, temperature di�erence between the inlets and the outlets of the fluid also
decreases slightly. This is also caused by the decreasing temperature di�erence between
fluid and SMA and the reduced HE, following Equation 5.16.
The gained space can be used for heat recovery ducts. The duct type with the name
20A115R160S has main ducts which ranges from 20¶ to 115¶, symmetrically, and exhibits,
in addition an internal heat recovery zone, introduced in Figure 5.78, which ranges
symmetrically from 115¶ to 160¶. The heat recovery decreases the temperature of the SMA
after it exits the hot duct. At the same time, the heat recovery increases the temperature of
the SMA after it exits the cold duct. This leads to a significant increase of the temperature
di�erence between the maximum and minimum temperature of the SMA along the EC
cycle, resulting in an increased fluid temperature di�erence across each duct.
In the lower part of Figure 5.79 temperature along the circumference for di�erent duct
arrangements at an inlet temperature span of 16 K is presented. The temperature span for
the hot and cold duct is symmetrically arranged around 20 ¶C.
The duct 20A160S and 20A115S can not exchange the thermal energy with the fluid
su�ciently due to the large inlet temperature span, as introduced in subsection 5.6.6.
Therefore, the temperature di�erence between the inlets and the outlets of the fluid is
significantly reduced compared to Figure 5.79 (a).
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The heat recovery in 20A115R160S enables the return of the SMA temperature to nearly
20 ¶C after passing the main and subsequent heat recovery duct. Therefore, the temperature
di�erence between inlets and outlets at an inlet temperature span of 16 K (b) reaches an
almost equal level to that of an inlet temperature span of 0 K (b).
Figure 5.80 presents the resulting inlet and outlet temperatures of the fluid of the main
ducts along the di�erent inlet temperature spans. The colors correspond to those of
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Figure 5.80: Internal heat recovery and inlet temperature span: Resulting inlet
and outlet temperatures at hot and cold duct along the inlet temperature spans
for di�erent duct types.

Figure 5.79. The temperature at the hot duct is represented by upturned triangles and
at the cold duct as downturned triangles. The triangles at the inlets are empty, and the
triangles at the outlets are filled.
As previously discussed, the temperature di�erence between the inlet and outlet tempera-
ture of each duct decreases with increasing inlet temperature spans. At the point where
the inlet temperature span exceeds the temperature di�erence of the SMA reached by
the PT, no meaningfully HE is possible anymore. In this case, the SMA arrangement
cools the fluid in the hot duct and heats it in the cold duct. This is the case for the
duct types 20A160S and 20A115S without heat recovery at an inlet temperature span
of approximately 16 K. The duct arrangement 20A115R160S with internal heat recovery
exhibits a useful inlet temperature span of approximately 32 K.
Figure 5.81 shows the thermal and mechanical power, as well as the COP along di�erent
inlet temperature spans. The colors correspond to those of Figure 5.79. The amount
of the thermal power at the hot duct (upturned triangles) and cold duct (downturned
triangles) decreases with increasing inlet temperature spans. This is caused by the smaller
temperature di�erence between SMA and fluid, and the downgraded HE conditions,
following Equation 5.16. If the inlet temperature span is too large, the hot side is cooled,
and the cold side is heated. However, the internal heat recovery exhibits larger values
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Figure 5.81: Internal heat recovery and inlet temperature span: Resulting thermal
and mechanical power and COP along di�erent inlet temperature spans for
di�erent duct types.
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of the thermal power due to the larger temperature di�erence between SMA and fluid
resulting in an improved HE. In this case, the EC HP can be utilized with an extended
inlet temperature span of up to approximately 32 K.
The mechanical power input also decreases with increasing inlet temperature spans due
to a reduction in hysteresis area within the performed EC cycles. This is caused by the
decreasing temperature di�erence between the maximum and minimum temperature of
the SMA element throughout the EC cycle, a�ecting the dependent transformation stress,
following Equation 2.5 and Equation 2.7.
As a result, the COP decreases with increasing inlet temperature spans. For too large
temperature spans, the COP value can become negative. However, the internal heat
recovery improves the COP significantly.
To summarize, this parameter study demonstrates that the internal heat recovery improves
the thermo-mechanical dependency of the EC HP. The possible inlet temperature range
between both fluid ducts can be significantly enlarged from the adiabatic material limit of
approximately 16 K, following subsection 5.6.6, up to twice that limit, around 32 K, by
applying internal heat recovery concepts. With this concept, the unwanted consequences
of the cross-flow mixture in combination with the inlet temperature span, following
subsection 5.6.11, can be significantly reduced.

5.6.13 Mechanical friction and frequency

In this section, the influence of the design parameter mechanical friction of the cam rollers,
is investigated by varying the friction coe�cient (µcam) in the range from 0 to 0.01, along
the rotation frequency of the SMA arrangement in the range from 0 Hz to 2 Hz. This range
represents the cam roller bearing’s performance under various conditions:

• ideal scenarios with no friction (µ=0)

• involving air bearings (µ=0.0001)

• low-friction ball bearings with metal-to-metal surfaces (µ=0.001)

• ball bearings interacting with polymer surfaces (µ=0.01)

Figure 5.82 presents the resulting inlet and outlet temperatures of the ducts along the
rotation frequency for di�erent friction coe�cients. The temperature at the hot duct
is represented by upturned triangles and the cold duct by downturned triangles. The
triangles at the inlets are empty and filled for the outlets. The positive values of the
rotation frequency combined with the standard arrangement of ducts create a counter-flow
between SMA and fluid.
The exchangeable thermal energy of the SMA arrangement increases with increasing
rotation frequency due to the growing number of performed EC cycles per time. Therefore,
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Figure 5.82: Mechanical friction and frequency: Resulting inlet and outlet tem-
perature at hot and cold duct along the rotation frequency for di�erent friction
coe�cients.

the temperature di�erence between inlet and outlet increases with increasing rotation
frequency for the standard SMA diameter, following subsection 5.6.8. With further
increasing rotation frequency, the slope of the temperature di�erence changes towards
saturation. At this rotation frequency, the HE between SMA and fluid reaches the best
value for a specific SMA diameter, and fluid flow rate. An additional increase in rotation
frequency does not significantly benefit the temperature di�erence.
The friction coe�cient of the cam rollers does not influence the temperature evolution
in the EC HP. Therefore, the resulting temperatures are equal for the di�erent friction
coe�cients.
Figure 5.83 presents the resulting drive torque at a rotation frequency of 0.5 Hz during one
rotation for the di�rent friction coe�cients. The colors correspond to those of Figure 5.82.
The torque evolution enables the identification of each SMA bundle traveling along the
circumference and passing the loading and unloading ramp of the load profile. The
asymmetric shift towards positive values is caused by the dissipated mechanical work of
the SMA material in each bundle, following Equation 1.4. The averaged torque increases
with increasing friction coe�cient due to the higher force during loading and the smaller
returned force during unloading, following Equation 5.10 and Equation 5.14.
Figure 5.65 shows the thermal and mechanical power, as well as the COP along the
rotation frequency for di�erent friction coe�cients. The colors of the friction coe�cients
correspond to those of Figure 5.82. The amount of the thermal power output at the hot
duct is represented by upturned triangles, and at the cold duct is shown as downturned
triangles. The thermal power of the SMA arrangement increases with rotation frequency
due to a growing number of performed EC cycles per time. The thermal power at the
ducts increases with increasing rotation frequency up to a specific point where a kind of
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Figure 5.83: Mechanical friction and frequency: Resulting drive torque over one
rotation at a rotation frequency of 0.5 Hz for di�rent friction coe�cients.

saturation starts. At this rotation frequency, the HE between SMA and fluid reaches the
optimal value for a specific SMA diameter, and fluid flow rate.
The mechanical power input increases with increasing rotation frequency due to the
growing number of performed EC cycles per time. The increased required torque elevates
the mechanical power for a certain rotation frequency as the friction coe�cient rises.
As a result, the COP decreases with increasing rotation frequency and also decreases with
increasing friction coe�cient.
To summarize, this parameter study demonstrates that the variation of the rotation
frequency and friction coe�cient significantly a�ects the mechanical power input of the
EC HP. When using low friction ball bearings with metal-to-metal surfaces with a friction
coe�cient of 0.001 or lower, the mechanical friction of cam rollers only marginal influence
the system e�ciency. Using bearings with higher friction significantly reduces the COP as
the rotational frequency rises.
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Figure 5.84: Mechanical friction and frequency: Resulting thermal and mechanical
power and COP along the rotation frequency for di�erent friction coe�cients.
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5.6.14 Thermal wall losses and frequency

In this section, the influence of the design parameter thermal losses through the wall,
is investigated by varying the thermal conductivity of the wall (Ÿwall) in the range from
0 W/(m K) to 0.2 W/(m K), along the rotation frequency of the SMA arrangement in the
range from 0 Hz to 2 Hz. The ambient temperature of the EC HP is set to 20 ¶C. This
range represents the thermal performance of the duct walls under various conditions:

• ideal scenarios with no thermal losses through the walls (Ÿwall=0)

• vacuum insulation panels (Ÿwall=0.005)

• expanded polystyrene (Ÿwall=0.04)

• uninsulated acrylic glass (Ÿwall=0.2)

Figure 5.85 presents the resulting temperature evolution for the SMA element as dashed
line and fluid as solid line along the circumference at a rotation frequency of 1.0 Hz for
di�rent thermal conductivities. In this parameter study, the thermal conductivity of the
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Figure 5.85: Thermal wall losses and frequency: Resulting SMA element (dashed)
and fluid (solid) temperature along the circumference at a rotation frequency of
1.0 Hz for di�rent thermal conductivities.

walls from both ducts is symmetrically variated, following Figure 5.10. The arrangement
of the ducts is shown in color at the x-axis. The flow direction of the fluid is indicated with
an arrow, creating a counter-flow in both ducts. The temperature of the SMA element
increases during the full PT adiabatically due to the suppressed HE in the transition zones.
During the motion along the ducts, the SMA elements exchange their thermal energy with
the fluid. Therefore, the fluid heats up in the hot duct and cools down in the cold duct.
Each temperature curve of the fluid is framed at the edges by triangles that are upturned
at the hot duct and downturned at the cold duct. The triangles at the inlets are empty
and filled at the outlets.
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The temperature di�erence of the SMA element reached during the FT and the BT remains
constant in this study since this temperature change is defined by the SMA’ material
properties.
The HE between fluid, wall, and environment tries to equalize the fluid temperature to
the ambient temperature following Equation 5.16. Therefore, the temperature di�erence
between SMA and fluid increases sightly, following Equation 5.2. Finally, the temperature
di�erence between the maximum and minimum temperature of the SMA along the EC
cycle slightly increases with increasing thermal conductivity of the wall.
Figure 5.86 presents the resulting inlet and outlet temperatures of both ducts along the
rotation frequency for di�erent thermal conductivities. The colors correspond to those of
Figure 5.85. The temperature at the hot duct is represented by upturned triangles, and
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Figure 5.86: Thermal wall losses and frequency: Resulting inlet and outlet
temperature at hot and cold duct along the rotation frequency for di�erent
thermal conductivities.

the cold duct is shown as downturned triangles. The triangles at the inlets are empty, and
the triangles at the outlets are filled.
Similar to subsection 5.6.8, the temperature di�erence between the inlet and the outlet of
the fluid ducts increases with increasing rotation frequency for the standard SMA diameter.
With further increasing rotation frequency, the temperature di�erence nearly reaches
saturation.
The increasing thermal conductivity of the wall reduces the resulting inlet and outlet
temperature di�erence at hot and cold duct.
Figure 5.87 shows the thermal and mechanical power, as well as the COP along the
rotation frequency for di�erent thermal conductivities. The colors correspond to those of
Figure 5.85. Upturned triangles represent the thermal power output at the hot duct and
downturned triangles at the cold duct. The thermal power at the ducts exhibits the same
behavior as the outlet temperature since the flow rate is kept constant.
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Figure 5.87: Thermal wall losses and frequency: Resulting thermal and mechanical
power and COP along the rotation frequency for di�erent thermal conductivities.
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Therefore, the thermal power output at the hot and cold duct decreases with increasing
thermal conductivity of the wall.
The mechanical power input increases with increasing rotation frequency due to the
growing number of performed EC cycles per time. The slightly increased temperature
di�erence of the SMA along the EC cycle leads to a slight increase in the mechanical
power as the thermal conductivity of the wall rises.
As a result, the COP decreases with increasing rotation frequency and also decreases with
increasing thermal conductivity of the wall.
To summarize, this parameter study demonstrates that the variation of the rotation
frequency and thermal conductivity of the wall marginal a�ects the mechanical and
thermal power in- and output, as well as the temperature output of the EC HP. Higher
wall losses reduce the thermal power output and e�ciency of the EC HP slightly. Even
when using uninsulated acrylic glass, it only has a marginal influence on system COP.

5.6.15 Viscous losses and flow rate

In this section, the design parameter viscous losses is studied by using di�erent fan types
and flow rates from 5 m3

/h to 200 m3
/h for both ducts.

The characteristics and electrical power consumption of the di�erent fan types are in-
troduced in Figure 5.15 and Figure 5.16. Figure 5.88 presents the resulting inlet and
outlet temperatures of the fluid at hot (upturned triangles) and cold duct (downturned
triangles) along the flow rate for di�erent fan types. The colors of the di�erent fan types
are consistent for all figures in this section and correspond to those of Figure 5.15 and
Figure 5.16.
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Figure 5.88: Viscous losses and flow rate: Resulting inlet and outlet temperature
at hot and cold duct along the flow rate for di�erent fan types.
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The triangles at the inlets are empty and filled at the outlets. The standard values for
rotation frequency and fluid duct arrangement create a counter-flow condition.
The thermal energy of the SMA arrangement, which can be exchanged with the fluid,
following Equation 5.2 and Equation 5.16, depends on the released or absorbed specific
latent heat. Therefore, the fluid temperature di�erence across each duct decreases with
increasing flow rate for a specific amount of SMA material. The asymmetric curve shift
towards heating of the cold outlet for smaller flow rates is related to the asymmetric
temperature development in the SMA during PT. This is based on asymmetric specific
latent heat, which favors heating, as introduced in Equation 5.44 and Equation 5.45.
The viscous losses influence neither the thermo-mechanical properties of the EC cycle nor
the temperature of the fluid. Therefore, the fluid temperatures for the di�erent fan types
are equal.
Figure 5.89 shows the thermal and input power, as well as the COP along the flow rate
for di�erent fan types used in the EC HP. The colors correspond to those of Figure 5.88,
Figure 5.15 and Figure 5.16. The thermal power for hot duct (upturned triangles) and
cold duct (downturned triangles) is independent of the viscous losses and remains constant.
The thermal power at the ducts increases with increasing flow rate up to a specific point
where a kind of saturation starts. At this rotation frequency and flow rate, the HE between
SMA and fluid reaches the optimal value for the selected SMA diameter. An additional
increase in flow rate can not transport more thermal energy at this rotation frequency.
Whereas the mean input power increases with increasing flow rate due to the growing
electrical power consumption of the fans, following Figure 5.16.
As a result, the COP of the EC HP system decreases with increasing flow rate and
decreasing e�ciency of the di�erent fan types.
To summarize, this parameter study demonstrates that the variation of the flow rate and
fan types significantly a�ects the total power input of the EC HP and its e�ciency. With
increasing flow rate, the flow resistance in the duct increases and reduces significantly
the e�ciency of the system, following subsection 5.6.15. Therefore, flow rates larger than
75 m3

/s while using air as HE and HT fluid should be avoided. Fans with higher electrical
power consumption reduce the COP of the EC HP significantly in addition to the viscous
losses.
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Figure 5.89: Viscous losses and flow rate: Resulting thermal and mechanical
power and COP along the flow rate for di�erent fan types.
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5.6.16 Maximum strain

In this section, the design parameter maximum cam stroke and therefore the maximum
strain of the SMA elements, is varied from 0.5 to 7.5 % in 0.5 % steps.
Figure 5.90 illustrates the 15 loading profiles and the corresponding M+ phase fraction in
the SMA elements along the channel position. The arrangements of the hot and cold duct
are shown in color at the x-axis. The colors used for the simulation number are consistent
for all diagrams in this section. The load profile is symmetrically adjusted for loading and
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Figure 5.90: Maximum cam stroke: Symmetric loading and unloading profile with
di�erent maximum stroke and resulting M+ phase fraction in the SMA elements
along the circumference.

unloading by modifying the slope for each simulation, ensuring that the strain change of
the SMA element begins with entering the transition zone and ends with exiting it. The
resulting di�erent strain rates do not influence the thermo-mechanic boundaries of the EC
cycle during loading and unloading due to the adiabatic condition in the transition zone.
After loading the SMA material exhibits in simulation number 3 to 13 a post-PT, indicated
by the increasing M+ phase fraction of the SMA during the holding phase.
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Figure 5.91 presents the resulting temperature evolution for the SMA element as dashed
line and fluid as solid line along the circumference for the 15 di�erent maximal cam
strokes. The arrangement of the hot and cold duct is shown in color at the x-axis. The
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Figure 5.91: Maximum cam stroke: Resulting SMA element (dashed) and
fluid (solid) temperature along the circumference for di�erent maximum cam
strokes.

flow direction of the fluid is indicated with an arrow, creating a counter-flow in both
ducts. Each temperature curve of the fluid is framed at the edges by triangles that are
upturned at the hot duct and downturned at the cold duct. The temperature of the SMA
element increases during loading and decreases during unloading adiabatically due to the
suppressed HE in the transition zones.
In the simulations with number 14 and 15, the SMA material undergoes complete PT in
the transition zones, resulting in a purely adiabatic EC cycle, as introduced in Figure 1.2
and Figure 1.3. During the motion along the ducts, the SMA elements exchange their
thermal energy with the fluid and cool down after loading or heat up after unloading.
Therefore, the fluid heats up in the hot duct and cools down in the cold duct.
From simulation number 3 and 13, the SMA material performs a part of its PT in the
ducts, due to the post-PT, resulting in a hybrid EC cycle, as introduced in Figure 1.5.
The post-PT explains the shallower temperature decay of the SMAs compared to the
simulation with the fully transformed material. Therefore, in simulation number 15, the
temperature change of the SMA caused by the PT with the suppressed HE is larger than
the others.
The largest temperature change of the SMA element during PT and HE is achieved in
the simulations with full PT. The maximum temperature di�erence of the fluid correlates
with the applied strain change. The triangles at the inlets are empty, and the triangles at
the outlets are filled.
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Figure 5.92: Maximum cam stroke: Resulting stress-strain diagram and tempera-
ture-strain diagram of one SMA element for the di�erent maximum cam strokes.
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Figure 5.92 presents the resulting stress-strain diagram and the temperature-strain diagram
of a SMA element for the di�erent maximum strains. As expected, the hysteresis height
increases with increasing maximum strain due to the corresponding increase in temperature
di�erence of the SMA element during PT. In addition to the temperature di�erence between
maximum and minimum SMA temperature, the start temperature of the FT decreases
and the start temperature of the BT increases, due to the incomplete HE between SMA
and fluid. Therefore, the position of the upper plateau decreases and the hysteresis height
increases with increasing maximum strain due to the temperature dependent transformation
stress as introduced in Equation 2.5 and Equation 2.7.
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Figure 5.93: Maximum cam stroke: Resulting thermal and mechanical power and
COP for di�erent maximum cam strokes.
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Figure 5.93 shows the thermal and mechanical power, as well as the COP along the
simulation number of the parameter study. The colors correspond to those of Figure 5.90.
The amount of the thermal power at the hot duct (upturned triangles) and cold duct
(downturned triangles) increases with increasing maximum strain change. This is caused
by the increasing release and absorption of specific latent heat and increasing temperature
di�erence between SMA and fluid with increasing maximum strain change, following
Equation 5.2 and Equation 5.16. The mechanical power input also increases with increas-
ing hysteresis area. The COP slightly decreases with rising maximum strain since the
mechanical power increases faster than the thermal power.
To summarize, this parameter study shows that the variation of the strain change by
adapting its maximum value significantly a�ects the mechanical and thermal power in-
and output of the EC HP. The thermal power depends on the amount of transformed
SMA material activated by the applied strain change.

5.6.17 Strain range

In this section, the design parameter cam stroke range, and thereby the SMA’s strain
range, is varied from 0.5 to 7.5 % while maintaining its mean value at 3.75 %, in steps of
0.5 %.
Figure 5.94 illustrates the loading profile in relation to the stroke and the corresponding
M+ phase fraction in the SMA elements along the channel position for the 15 di�erent
simulations. The arrangement of the hot and cold duct is shown in color at the x-axis.
The colors used for the simulation numbers are consistent in all diagrams of this section.
The load profile is symmetrically adjusted for loading and unloading by modifying the
slope for each simulation, ensuring that the strain change of the SMA element begins with
entering the transition zone and ends with exiting it. The resulting di�erent strain rates
do not influence the EC cycle during loading and unloading due to the adiabatic condition
in the transition zone.
After loading, the SMA material exhibits in the simulation numbers 2 to 12 a post-PT,
indicated by the changing phase fraction of the SMA during the holding phases.
Figure 5.95 presents the resulting temperature evolution for the SMA element as dashed
line and fluid as solid line along the circumference for the di�erent cam strokes. The
arrangement ducts is shown at the x-axis indicating counter-flow. The temperature of the
SMA element increases during loading and decreases during unloading adiabatically due
to the suppressed HE in the transition zones. The SMA’s in simulation number 1 exhibit
almost no PT and thus no temperature change, as the applied strain change is so small
that only elastic deformation takes place.
In the simulation number 13 to 15, the SMA material undergoes complete PT in the
transition zones, resulting in a purely adiabatic EC cycle, as introduced in Figure 1.2 and
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Figure 5.94: Minimum and maximum cam stroke: Symmetric loading and unload-
ing profile with di�erent minimum and maximum cam stroke and resulting M+
phase fraction in the SMA elements along the circumference.
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Figure 5.95: Minimum and maximum cam stroke: Resulting SMA element (dashed)
and fluid (solid) temperature along the circumference for di�erent Minimum and
maximum cam strokes.



5 System simulation tool 245

Figure 1.3. During the motion along the ducts, the SMA elements exchange their thermal
energy with the fluid. Therefore, the fluid heats up in the hot duct and cools down in the
cold duct.
From simulation number 2 to 12, the SMA material performs a part of its PT in the ducts,
due to the post-PT, resulting in a hybrid EC cycle, as introduced in Figure 1.5. During
the motion along the ducts, the SMA elements exchange its thermal energy with the fluid
while the ongoing PT releases or absorbs of thermal energy. This explains, amongst other
things, the shallower temperature decay of the SMAs compared to the simulation with
full PT in the transition zone. Therefore, in simulation number 13 to 15, the temperature
change of the SMA caused by HE is larger than the others.
Each temperature curve of the fluid is framed at the edges by triangles that are upturned
at the hot duct and downturned at the cold duct. The triangles at the inlets are empty,
and the triangles at the outlets are filled. The temperature di�erence of the fluid between
in- and outlets correlates with the strain change prescribed by the parameter study.
Figure 5.96 presents the resulting stress-strain diagram and the temperature-strain diagram
of a SMA element for the di�erent strain amplitudes. As expected, the hysteresis height
increases with increasing strain change and the corresponding increasing temperature
di�erence of the SMA element during the PT. In addition to the di�erence between the
maximum and minimum SMA temperature, the start temperature of the FT decreases
and the start temperature of the BT increases, due to the incomplete HE between SMA
and fluid.
Figure 5.97 shows the thermal and mechanical power, as well as the COP along the
simulation number of the parameter study. The amount of the thermal power at the hot
duct (upturned triangles) and cold duct (downturned triangles) increases with increasing
strain change. This is caused by the increasing release and absorption of specific latent
heat during the EC cycle and increasing HE between SMA and fluid with increasing strain
change, following Equation 5.2 and Equation 5.16.
The mechanical power input also increases with increasing strain change due to the
increasing SMA’s temperature di�erence and the thermal dependence of the transformation
stress as introduced in Equation 2.5 and Equation 2.7.
The COP slightly decreases throughout the parameter study due to the steeper increase
in mechanical than the thermal power.
To summarize, this parameter study shows that the variation of the strain amplitude
significantly a�ects the mechanical and thermal power in- and output of the EC HP. The
comparison between partly loading the SMA material with internal hysteresis loops in the
stress-strain diagram indicates that the thermal power output depends on the amount of
transformed SMA material similar to subsection 5.6.16.
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Figure 5.96: Minimum and maximum cam stroke: Resulting stress-strain diagram
and temperature-strain diagram of one SMA element for the di�erent minimum
and maximum cam strokes with a mean strain of 4 %.
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Figure 5.97: Minimum and maximum cam stroke: Resulting thermal and mechan-
ical power and COP for di�erent minimum and maximum cam strokes with a
mean strain of 4 %.
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5.6.18 Cam track geometry

In this section, the design parameter cam track geometry, as shown in Figure 5.6, is varied
in eight simulations.
Figure 5.98 illustrates the loading profile and the corresponding M+ phase fraction in the
SMA elements along the channel position for the di�erent simulations. The arrangement
of the hot and cold duct is shown in color at the x-axis. The colors used for the simulation
number are consistent in all diagrams of this section. The loading and unloading profile is
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Figure 5.98: Cam track geometry: Symmetric loading and unloading profile with
di�erent slopes and resulting M+ phase fraction in the SMA elements along the
circumference.

symmetrically altered by adjusting the slope, beginning at the same point in the transition
zone for each simulation. This adjustment results in a variation of the endpoint along
each semicircle for both loading and unloading. A full FT during loading and a full BT
during unloading is reached approximately at the midpoint of the corresponding duct for
the shallowest load profile.
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Figure 5.99 presents the resulting temperature evolution for the SMA element as dashed
line and fluid as solid line along the circumference for the di�erent simulations. The

0 30 60 90 120 150 180 210 240 270 300 330 360
Channel position (°)

5

10

15

20

25

30

35

40

St
at
.S
M
A
te
m
pe
ra
tu
re
(°
C
)

St
at
.f
lu
id
te
m
pe
ra
tu
re
(°
C
) 1

2
3

4
5
6

7
8

Nr (-)

Figure 5.99: Cam track geometry: Resulting SMA element (dashed) and fluid
(solid) temperature along the circumference for di�erent loading profiles.

arrangement of the duct is shown at the x-axis. The flow direction of the fluid creates a
counter-flow in both ducts. Each temperature curve of the fluid is framed at the edges by
triangles that are upturned at the hot duct and downturned at the cold duct. The triangles
at the inlets are empty, and the triangles at the outlets are filled. The temperature of the
SMA element increases during loading and decreases during unloading in the transition
zones adiabatically due to the suppressed HE.
In the simulation number 1, the SMA material undergoes complete PT in the transition
zones, resulting in a purely adiabatic EC cycle, as introduced in Figure 1.2 and Figure 1.3.
During the motion along the ducts, the SMA elements exchange their thermal energy with
the fluid and cool down after loading or heat up after unloading. Therefore, the fluid heats
up during traveling along the hot duct and cools down during traveling along the cold
duct.
From simulation number 2 to 8, the SMA material performs a part of its PT in the ducts,
resulting in an hybrid EC cycle, as introduced in Figure 1.5. During the motion along the
ducts, the SMA elements exchange their thermal energy with the fluid while the ongoing
PT releases or absorpts specific latent heat. Therefore, in the first part of the ducts after
PT, the SMA still heats up after loading and still cools down after unloading. After
reaching the state of full PT, the SMA temperature follows the pure exponential decay.
The fluid heats up during traveling along the hot duct and cools down in the cold duct.
The largest temperature di�erence of the SMA element is achieved during the purely
adiabatic EC cycle. The temperature di�erence of the fluid is very similar for all simulations.
However, the maximum temperature di�erence of the fluid is also reached during this
purely adiabatic EC cycle. Whereas, in the hybrid EC cycles, the SMA temperature
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di�erence during PT, and HE, decreases with shallower load profiles. This trend correlates
with the decreasing temperature di�erence of the fluid, with longer load profiles. Therefore,
the minimum temperature di�erence of the fluid is also reached during EC cycle with the
largest portion of PT during HE in the ducts.
Figure 5.100 presents the resulting stress-strain diagram of a SMA element for the di�erent
EC cycles. As expected, the hysteresis area decreases shallower load profiles due to the
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Figure 5.100: Cam track geometry: Resulting stress-strain diagram of one SMA
element for the di�erent EC cycles.

corresponding decreasing temperature di�erence of the SMA element.
Figure 5.101 shows the thermal and mechanical power, as well as the COP along the
simulation number of the parameter study. The amount of the thermal power at the hot
duct (upturned triangles) and cold duct (downturned triangles) slightly decreases with
longer load profiles. This is caused by the decreasing temperature di�erence between SMA
and fluid and resulting reduced HE, following Equation 5.16. The change in the HE is
also indicated by the crossing of the lines for the di�erent simulation numbers.
The mechanical power input slightly decreases with increasing PT portion in the ducts
due to the smaller hysteresis area in the stress-strain behavior, seen in Figure 5.100.
The COP of the EC HP remains consistent throughout the parameter study because of
the equal reduction in thermal and mechanical power.
To summarize, this parameter study shows that the variation of the EC cycle a�ects the
mechanical and thermal power in- and output of the EC HP. An adiabatic-isothermal
combined EC cycle can reduce the requiered mechanical power.
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Figure 5.101: Cam track geometry: Resulting thermal and mechanical power and
COP for di�erent loading proflies.
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5.6.19 EC-optimized material

In this section, a parameter study using the optimized EC material NiTiCuV [93], with its
properties in Table 5.5 is performed. The operating parameter flow rate of the ducts is
varied in the range from 5 m3

/h to 200 m3
/h. Additionally, the rotation frequency of the

SMA arrangement is adjusted in the range from ≠2 Hz to 2 Hz.

Figure 5.102: EC-optimized material: Stress-strain diagram (upper) and temper-
ature-strain diagram (lower) of the simulation results as dashed line, and the
experimental data as solid line for the isothermal cycle, NiTiCuV colored in blue,
NiTiCo colored in gray.

Figure 5.102 compares the thermo-mechanical properties of the isothermal cycle be-
tween NiTiCo, colored in gray, and NiTiCuV, colored in blue, while using two diagrams:
stress-strain diagram (upper) and temperature-strain diagram (lower). The results of the
calibrated material model are represented as dashed lines, while the experimental data are
shown as solid lines. The stress-strain relationship shows that the mean stress is lower, as
well as the hysteresis width and height is smaller for the NiTiCuV. The temperature-strain
shows that the almost isothermal PT occurs at a lower temperature for the NiTiCuV.
The following diagrams of this subsection are presented for NiTiCuV, comparable diagrams
for NiTiCo are presented in subsection 5.6.7.
Figure 5.103 presents the resulting inlet and outlet temperatures at the hot and cold duct
along the rotation frequency for di�erent flow rates. The temperature at the hot duct is
represented by upturned triangles, and the cold duct is shown as downturned triangles.
The triangles at the inlets are empty, and the triangles at the outlets are filled. The
positive values of the rotation frequency combined with the standard arrangement of the
fluid ducts create a counter-flow between SMA and fluid. At negative values of the rotation
frequency, the SMA arrangement moves counter-clockwise, resulting in a parallel-flow
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Figure 5.103: EC-optimized material: Resulting inlet and outlet temperature at
hot and cold duct along the rotation frequency for di�erent flow rates.

between SMA and fluid. Due to the symmetric load profile, a similar EC cycle is generated
during loading and unloading for both the counter-flow and parallel-flow.
The temperature change of the SMA reached during the PT is defined by its specific
latent heat and specific heat capacity. Therefore, the temperature di�erence of the SMA
element reached during FT and BT remains constant by the variation of the rotation
frequency when similar EC cycles are performed. This is fulfilled since the PT is performed
adiabatically, and the stress during FT does not pass over the tensile strength, as well as the
temperature of the SMA during BT does not fall below the austenite finish temperature.
The thermal energy of the SMA arrangement, which can be exchanged with the fluid,
following Equation 5.2 and Equation 5.16, increases with increasing rotation frequency due
to growing number of performed EC cycles per time. Therefore, the temperature di�erence
between inlet and outlet of the fluid ducts increases with increasing rotation frequency for
a specific fluid flow rate. In the case of high enough flow rates, this temperature di�erence
nearly reaches saturation with further increasing rotation frequency. Whereas, if the
dwell-time of a fluid portion in the duct increases, with small flow rates, the temperature
di�erence of the fluid increases due to the increasing HE with the fluid.
The curve shift towards heating of the outlet temperatures is related to the asymmetric
temperature development in the SMA during PT. This is based on the asymmetric specific
latent heat, which favors heating, as introduced in Equation 5.44 and Equation 5.45. The
falling-in of the outlet temperature at parallel-flow is caused by the diminishing relative
velocity between SMA and fluid, following Equation 5.27, resulting in a rapidly decreasing
heat exchange coe�cient down to zero.
The comparison between the counter-flow and the parallel-flow exhibits a higher temper-
ature di�erence between inlet and outlet for the counter-flow, as discussed in detail in
Figure 5.64. A higher temperature di�erence between the inlet and the outlet of the fluid
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ducts is reached for counter-flow due to the temperature development in the duct, and
the increased heat exchange coe�cient based on the increased relative velocity for the
same rotation frequency and flow rate. Additionally, the temperature di�erence remains
consistent for the counter-flow across all combinations of rotation frequency and flow rate,
allowing for improved controllability of the EC HP.
Figure 5.104 shows the thermal and mechanical power, as well as the COP along the
rotation frequency for di�erent flow rates. The colors of the flow rates correspond to those
of Figure 5.103. The amount of the thermal power output at the hot duct (upturned
triangles) and cold duct (downturned triangles) increases with increasing flow rate due to
the better HE between SMA and fluid. For a lower rotation frequency, a lower flow rate
is su�cient to exchange the complete thermal energy provided by the SMAs. Therefore,
thermal power at the ducts increases with increasing rotation frequency up to a specific
point for each flow rate where a kind of saturation starts. At the negative rotation
frequency, the misalignment of the curves for small flow rates is caused by the unsteady
relative velocity between SMA and fluid.
Additionally, the thermal power output is larger at counter-flow for the same combination
of rotation frequency and flow rate compared to the parallel-flow. The mechanical power
input increases with increasing rotation frequency due to the growing number of performed
EC cycles per time. The increased HE between SMA and fluid for increasing flow rate
results in a higher maximum and minimum temperature di�erence of the SMA element
during the EC cycle, leading to an increase in mechanical power input with rising flow
rate. As a result, the COP decreases with increasing rotation frequency and increases
with increasing flow rate.
To summarize, this parameter study demonstrates that the variation of the rotation
frequency and flow rate significantly a�ects the mechanical and thermal power in- and
output, as well as the temperature output of the EC HP. The comparison between
Figure 5.65 and Figure 5.104 demonstrates that the same EC HP, utilizing an optimized
EC material such as NiTiCuV, can reduce the mechanical power requirement by over 50 %
while maintaining its thermal power output. As a result, the e�ciency can be more than
doubled, significantly increasing the COP from 6.5 to 13.
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Figure 5.104: EC-optimized material: Resulting thermal and mechanical power
and COP along the rotation frequency for di�erent flow rates.
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5.7 Parameter studies using water as fluid

In this section, the calibrated and validated simulation tool, along with its sub-tools, is
utilized to investigate the thermo-mechanical behavior of the EC HP with water as HE
and HT fluid.
As known from the foregoing section, use the fluid properties of Table 5.4, the SMA
properties of Table 5.5, the solver settings of Table 5.6, as well as the design and operating
parameters of Table 5.7 and Table 5.8. The standard parameter from section 5.5 are used
unless otherwise mentioned.
Di�erent parameter studies following the calculation procedure introduced in section 5.3
will be discussed. They are organized in the parameter set table, simulated with the
simulation tool, using the parallel computation tool, and evaluated using the parameter
comparison tool, as well as the visualization tool.
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Figure 5.105: Comparison of di�erent approaches for calculating the heat exchange
coe�cient between SMA and fluid.

Figure 5.105 compares the heat exchange coe�cient of air and water as HT medium
for di�erent relative velocities. This relationship is based on the calculation method by
Whitaker, as outlined in Equation 5.30 and Equation 5.26. The values of the heat exchange
coe�cient increase as the relative velocity between the SMA arrangement and the fluid
increases, with a degressive dependency. Using a single wire or a bundle in the SMA
arrangement, water exhibits a significant advantage compared to air. The relationship
between heat exchange coe�cient and relative velocity for air is presented at an appropriate
scale in Figure 5.14. The heat exchange coe�cient in cross-flow for single wires is larger
for both SMA diameters than for SMA bundles with the same SMA diameter.
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In the following subsections, the potential for water as HE and HT fluid is discussed in
various parameter studies.

5.7.1 Flow rate and frequency with flow direction

In this section, the operating parameter flow rate of the hot and cold duct is varied in
the range from 1 L/min to 20 L/min. Additionally, the rotation frequency of the SMA
arrangement in the EC HP is adjusted in the range from ≠10 Hz to 10 Hz. The material
used is the commercially available NiTiCo, with the material parameter in Table 5.5.
The following diagrams of this subsection are presented for water as HE and HT fluid,
comparable diagrams for air are presented in subsection 5.6.7.
Figure 5.106 presents the resulting inlet and outlet temperatures at the hot and cold
duct along rotation frequency for di�erent flow rates. The temperature at the hot duct
is represented by upturned triangles and at the cold duct as downturned triangles. The
triangles at the inlets are empty, and the triangles at the outlets are filled. The positive
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Figure 5.106: Flow rate and frequency using water: Resulting inlet and outlet
temperature at hot and cold duct along the rotation frequency for di�erent flow
rates.

values of the rotation frequency combined with the standard arrangement of the fluid
ducts create a counter-flow between the SMA and the fluid. At the negative values
of the rotation frequencies, the SMA arrangement moves counter-clockwise, creating a
parallel-flow between SMA and fluid. Due to the symmetric load profile, a similar EC
cycle is generated for counter-flow and parallel-flow.
The temperature change of the SMA reached during the PT is defined by the specific
latent heat and specific heat capacity. Therefore, temperature di�erence of the SMA
element reached during FT and BT remains constant by the variation of the rotation
frequency when similar EC cycles are performed. This is fulfilled as the PT is performed
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adiabatically, the stress of SMA during FT does not pass over the tensile strength, and the
temperature of the SMA during BT does not fall below the austenite finish temperature.
The thermal energy of the SMA arrangement, which can be exchanged with the fluid,
following Equation 5.2 and Equation 5.16, increases with increasing rotation frequency due
to growing number of performed EC cycles per time. Therefore, the temperature di�erence
between inlet and outlet increases with increasing rotation frequency for a specific fluid flow
rate. In the case of low flow rates, this temperature di�erence nearly reaches saturation
with further increasing rotation frequency. Whereas, if the dwell-time of the fluid portion
in the duct increases, at small flow rates, the temperature of the fluid increases due to the
increasing HE with the fluid.
The curve shift towards heating of the outlet temperatures is related to the asymmetric
temperature development in the SMA during PT, based on asymmetric specific latent
heat, as introduced in Equation 5.44 and Equation 5.45. Due to the large relative velocity
between SMA and fluid, no falling-in of the outlet temperature at parallel-flow is observed
in comparison to Figure 5.63.
In the case of the two lowest flow rates, the outlet temperatures decreases with increasing
rotation frequency at a certain point. At this point, the small fluid flow can not extract
the thermal energy out of the ducts. Therefore, the temperature di�erence of the SMA
while traveling along the ducts decreases. Following, the SMA starts the FT at a low
temperature and the BT at a high temperature, resulting in a lower output temperature
of the hot duct and a higher output temperature of the cold duct, visible in Figure 5.107.
This diagram presents the resulting temperature evolution for the SMA element as a
dashed line and fluid as a solid line along the circumference for counter-flow and a fluid
flow rate of 1 L/min. The arrangements of the hot and cold duct are shown in color at the
x-axis. The flow direction of the fluid is indicated with an arrow. For the positive rotation
frequency, a counter-flow in both ducts is created due to the clockwise rotation of the
SMA arrangement. Each temperature curve of the fluid is framed at the edges by triangles
that are upturned at the hot duct and downturned at the cold duct. The triangles at the
inlets are empty, and the triangles at the outlets are filled.
The temperature of the SMA element increases during loading and decreases during
unloading adiabatically due to the suppressed HE in the transition zones. The SMA
material undergoes complete PT in the transition zones. During the motion along the
ducts, the SMA elements exchange their thermal energy with the fluid and cool down after
loading or heat up after unloading. Therefore, the fluid heats up during traveling along
the hot duct and cools down during traveling along the cold duct.
The temperature di�erence of the SMA element reached during FT and BT remains
constant by the variation of the flow condition because this temperature change is defined
by the specific latent heat and the specific heat capacity of the SMA. Whereas the
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Figure 5.107: Flow rate and frequency: Resulting SMA element (dashed) and
fluid (solid) temperature along the circumference for the counter-flow at a fluid
flow rate of 1 L/min.

temperature di�erence between the maximum and minimum temperature of the SMA
along the EC cycle changes with the flow condition. This is the case of rotation frequencies
lower than 2 Hz. In these simulations, the temperature evolution of the SMA and fluid
build lines with the same gradient.
With further increasing rotation frequency, the amount of the fluid per time is not su�cient
to extract the thermal energy from the SMA arrangement. Therefore, the SMA temperature
does not reach the inlet temperature before the PT starts, leading to a reduced maximum
after FT and minimum after BT. Due to the insu�cient temperature change of the SMA
in the ducts, the temperature span of the SMA element along the EC cycle is reduced.
Figure 5.106 presents also the comparison between counter-flow and parallel-flow. A higher
temperature di�erence between inlet and outlet is reached at counter-flow due to the
advantageous temperature development in the duct, and the increased heat exchange
coe�cient based on the increased relative velocity for the same rotation frequency and
flow rate.
Figure 5.108 shows the thermal and mechanical power, as well as the COP along the
rotation frequency for di�erent flow rates. The colors correspond to those of Figure 5.106.
The amount of the thermal power output at the hot duct (upturned triangles) and cold
duct (downturned triangles) increases with increasing flow rate due to the better HE
between SMA and fluid. For a lower rotation frequency, a lower flow rate is su�cient
to exchange the complete thermal energy between SMA and fluid. Therefore, thermal
power at the ducts increases with increasing rotation frequency up to a specific point for
each flow rate where a kind of saturation starts. Additionally, the thermal power output
is larger for counter-flow at the same combination of rotation frequency and flow rate
compared to parallel-flow.
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Figure 5.108: Flow rate and frequency using water: Resulting thermal and
mechanical power and COP along the rotation frequency for di�erent flow rates.
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The mechanical power input increases with increasing rotation frequency due to the growing
number of performed EC cycles per time. The increased HE between SMA and fluid for
increasing flow rate results in a higher maximum and minimum temperature di�erence of
the SMA element during the EC cycle, leading to an increase in mechanical power input.
As a result, the COP decreases with increasing rotation frequency and increases with
increasing flow rate.
To summarize, this parameter study demonstrates that the variation of the rotation
frequency and flow rate significantly a�ects the mechanical and thermal power in- and
output, as well as the temperature output of the EC HP. The comparison between
Figure 5.65 and Figure 5.108 demonstrates that the same EC HP using water can provide
a thermal power that is approximately 25 times higher than the system using air. This is
due to the improved heat exchange coe�cient, which leads to a faster HE and allows for
higher rotation frequencies. Using water and an SMA diameter of 500 µm, the sensible
limit for the rotation frequency is reached at 10 Hz due to the approximately 100 times
larger heat exchange coe�cient compared to air, following Figure 5.14 and Figure 5.105.

5.7.2 SMA diameter and frequency

In this section, the design parameter SMA diameter is variated in the range from
100 µm to 5000 µm along the rotation frequency of the SMA arrangement in the range from
0.1 Hz to 10 Hz.
The following diagrams of this subsection are presented for water as HE and HT fluid.
The comparable diagrams for air are presented in subsection 5.6.8.
Figure 5.109 presents the resulting inlet and outlet temperatures of the fluid at hot and cold
duct along the rotation frequency for di�erent SMA diameters. The temperature at the
hot duct is represented by upturned triangles, and the cold duct is shown as downturned
triangles. The triangles at the inlets are empty, and the ones at the outlets are filled. The
positive values of the rotation frequency create a counter-flow between SMA and fluid.
The thermal energy of the SMA arrangement, which can be exchanged with the fluid,
following Equation 5.2 and Equation 5.16, increases with increasing rotation frequency
due to growing number of performed EC cycles per time. Therefore, the temperature
di�erence between the inlet and outlet of the ducts increases with increasing rotation
frequency for a specific SMA diameter. For the larger SMA diameters, this temperature
di�erence nearly reaches saturation with further increasing rotation frequency. At this
point, the HE between SMA and fluid reaches the best value for a specific SMA diameter,
rotation frequency and fluid flow rate. An additional increase in rotation frequency does
not benefit the temperature di�erence at the specific SMA diameter.
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Figure 5.109: SMA diameter and frequency using water: Resulting inlet and
outlet temperature at hot and cold duct along the rotation frequency for di�erent
SMA diameters.

In addition, the temperature di�erence between inlet andoutlet of the ducts also increases
with decreasing SMA diameters. This is caused by the improved HE, related to the
increasing surface area of the SMA arrangement, following Equation 5.2 and Equation 5.16.
Figure 5.110 shows the thermal and mechanical power, as well as the COP along the
rotation frequency for di�erent flow rates. The colors correspond to those of Figure 5.109.
The amount of the thermal power output at the hot duct is represented by upturned
triangles and as downturned triangles for the cold duct. The thermal power of the SMA
arrangement increases with increasing rotation frequency due to a growing number of
performed EC cycles per time. For a lower SMA diameter, a larger rotation frequency can
be applied to fully exchange the thermal energy between SMA and fluid. The thermal
power at the ducts increases with increasing rotation frequency up to a specific point for
each diameter where a kind of saturation starts.
The mechanical power input increases with increasing rotation frequency due to the
growing number of performed EC cycles per time. The increased HE between SMA and
fluid for decreasing diameter results in a higher temperature di�erence of the SMA element
during the EC cycle. Due to the temperature dependent transformation stress, following
Equation 2.5 and Equation 2.7, the mechanical power input increases as the diameter falls.
As a result, the COP decreases with increasing rotation frequency and increases with
decreasing diameter.
To summarize, this parameter study demonstrates that the variation of the rotation
frequency and diameter significantly a�ects the mechanical and thermal power in- and
output, as well as the temperature output of the EC HP.
The comparison between Figure 5.67 and Figure 5.110 demonstrates that the same EC HP
using water can e�ciently use SMA wires with a diameter that is approximately 10 times
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Figure 5.110: SMA diameter and frequency using water: Resulting thermal and
mechanical power and COP along the rotation frequency for di�erent SMA
diameters.
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higher than the system using air. This is due to the improved heat exchange coe�cient,
which leads to a faster HE. For water as HE and HT fluid the SMA diameter should be in
the range from 200 µm to 1000 µm. This practical range is up to four times higher than
that of air, following subsection 5.6.8.

5.8 Parameter studies as heat engine

Heat engines are the fundamental technology from which the EC HP is developed, based
on the thermodynamic behavior of SMAs as actuators, as introduced in section 1.1. In
a heat engine, the reverse EC e�ect is used to generate mechanical work from thermal
energy.
In contrast to the prescribed homogeneous motion behavior of the EC HP, the motion
and thus the rotation frequency of the heat engine is not constant. It strongly depends on
the temperature of the fluid in the ducts, the HE between SMA and fluid, as well as on
the mechanical load. Therefore, the first derivative of the rotation angle (Ï̇) is variable,
and the second derivative of the rotation angle (Ï̈) is unequal to zero.
In section 5.3 the state vector is introduced in Equation 5.41. To simulate the thermo-
mechanical behavior of a heat engine, the second derivative of the rotation angle (Ï̈) is set
by Equation 5.46.

Ï̈ = (M load ≠ M sma)
I

(5.46)

This calculation involves the sum of the torques that either accelerate or decelerate the
rotational part of the heat engine and its rotational inertia (I). The extracted torque (M load)
describes the characteristics of the mechanical load, for example an electrical generator.
For a load with a linear characteristic, it can be calculated using Equation 5.47.

M load = kload ·
3

f load ≠ Ï̇

2fi

4
(5.47)

The nominal rotation frequency (f load) of the load is the frequency, where the load generates
no torque. In this work, the nominal frequency is set to zero. The load sti�ness (kload)
descrips the change of the load torque when the load is forced to a rotation frequency
unequal its mechanical frequency. In the case of the EC HP, a positive load torque
is required to move the SMA arrangement along the load profile. In the case of the
heat engine, the motion is induced by a negative SMA torque (M sma), calculated using
Equation 5.6, generated from di�erent transformation stress of the SMAs at di�erent
temperatures. The produced mechanical power is consumed by the negative torque of the
mechanical load.
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In the following section, the simulated setup of the heat engine is introduced and completed
with parameter studies.

5.8.1 Mechanical setup

Figure 5.111 shows a still frame of the heat engine with a hot and cold duct and no HE in
the transition zones. The simulated cam track geometry consists of a loading ramp in the
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Figure 5.111: Heat engine: Visualization of heat engine, a cross-section with
symmetric loading and unloading profiles along the circumference.

cold duct and an unloading ramp in the hot duct.
Figure 5.112 illustrates the loading profile as stroke of the SMA elements along the channel
position, based on Figure 5.6 (b). The arrangement of the hot and cold duct is shown in
color at the x-axis. The flow direction of the fluid is indicated with an arrow, creating
a counter-flow in both ducts for clockwise rotation of the SMA arrangement. The load
profile is symmetrically adjusted for complete loading and unloading in the ducts while
providing an area for preheating and precooling.
The upper part of Figure 5.113 presents the resulting temperature evolution for the SMA
element as dashed line and fluid as solid line along the circumference. Whereas the lower
part of Figure 5.113 illustrates the corresponding M+ phase fraction in the SMA elements
along the channel position. The hot and cold duct are shown in color at the x-axis and
indicate the flow direction of the fluid by an arrow. The temperature curve of the fluid is
framed at the edges by triangles that are upturned at the hot duct and downturned at
the cold duct. The triangles at the inlets are empty, and the triangles at the outlets are
filled. The SMA elements in the hot duct are heated by the fluid, following Equation 5.2.
After reaching the austenite start temperature, the SMA material starts the PT from M
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Figure 5.112: Heat engine: Symmetric loading and unloading profile along the
circumference.

to A. This induces an increase in tensile force in the elements, which leads, in combination
with the slope of the load profile, to a tangential force, as introduced in Equation 5.14,
resulting in a torque, following Equation 5.6. This torque induces a clockwise rotation
of the SMA arrangement, as indicated by the black arrow in the SMA arrangement on
the left side of Figure 5.111. To enable an e�cient HE between SMA and fluid with a
minimum needed fluid temperature for the hot side, the fluid is guided counter-clockwise,
resulting in a counter-flow. The end of the unloading slope and the completion of the PT
from M to A match with the inlet of the hot duct.
The SMA elements are cooled as they enter the cold duct, following Equation 5.2. The
loading slope in the cold duct leads to a PT from A to M. To enable an e�cient HE
between SMA and fluid, with the highest possible fluid temperature for the cold side, the
fluid is guided counter-clockwise, resulting in a counter-flow. The end of the loading slope
and the completion of the PT from A to M match with the inlet of the cold duct.
During the motion of the SMA elements along the ducts, the SMA elements exchange
their thermal energy with the fluid while the ongoing PT releases or absorbs the specific
latent heat. The temperature of the SMA element stays constant in the transition zones
due to the suppressed HE.
The following presents an exemplary parameter study of the heat engine using the simula-
tion tool.



5 System simulation tool 267

0 30 60 90 120 150 180 210 240 270 300 330 360
Channel position (°)

5

10

15

20

25

30

35

40

45

50

St
at
.S
M
A
te
m
pe
ra
tu
re
(°
C
)

St
at
.f
lu
id
te
m
pe
ra
tu
re
(°
C
)

0 30 60 90 120 150 180 210 240 270 300 330 360
Channel position (°)

0

0.2

0.4

0.6

0.8

1

St
at
.M
+
ph
as
e
fra
ct
io
n
(-
)

Figure 5.113: Heat engine: Resulting SMA element (dashed) and fluid (solid)
temperature (a), and resulting M+ phase fraction in the SMA elements (b) along
the circumference at an inlet temperature span of 35 K.
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5.8.2 Inlet temperature span and mechanical load

In this section, the operating parameter inlet temperature span is varied in the range
from 0 K to 70 K, while maintaining a cold inlet temperature of 10 ¶C. The maximum
temperature is chosen not to exceed the permissible tensile stress in the SMA material.
Figure 5.114 shows the resulting rotation frequency in the upper part, and the generated
torque in the lower part, along the inlet temperature spans for di�erent load sti�nesses.
When the inlet temperature di�erence between hot and cold duct exceeds 30 K, the heat

0.0 10.0 20.0 30.0 35.0 40.0 50.0 60.0 70.0
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Stat. inlet temperature difference (K)

St
at
.m
ea
n
fre
qu
en
cy
(H
z) 0 10

25 50
100 250
500 2500

Load stiffness (Nm/Hz)

0.0 10.0 20.0 30.0 35.0 40.0 50.0 60.0 70.0
-25

-20

-15

-10

-5

0

Stat. inlet temperature difference (K)

St
at
.m
ea
n
dr
iv
e
to
rq
ue
(N
m
)

0 10
25 50
100 250
500 2500

Load stiffness (Nm/Hz)

Figure 5.114: Inlet temperature span and mechanical load: Resulting rotation
frequency and torque of the load along the inlet temperature spans for di�erent
values of load sti�ness.

engine begins to rotate. The reached rotation frequency increases, with decreasing load
sti�ness due to the lower load torque, following Equation 5.47. The rotation frequency
increases with increasing inlet temperature spans for a specific load sti�ness due to the
reduced time required for the SMA material to reach the austenite start temperature after
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entering the hot duct. Due to the higher temperature di�erence between fluid and SMA,
the HE is speeds up, the time for PT decreases, and a higher rotation frequency is reached.
With increasing load sti�ness, the SMA element has to provide more torque for rotation.
Therefore, the temperature, at which the SMA material starts the PT, increases with
increasing load sti�ness, following Equation 5.2. The increasing time span between two
torque events results in a decreasing rotation frequency of the heat engine for increasing
load sti�ness. Following Equation 5.46 and Equation 5.6, the torque generated by the
heat engine, introduced in Figure 5.114, increases with increasing temperature span at a
specific load sti�ness due to the increasing rotation frequency.
Figure 5.115 presents the resulting inlet and outlet temperatures of the ducts for the
di�erent inlet temperature spans. The colors correspond to those of Figure 5.114. The
temperature at the hot duct is represented by upturned triangles and the cold duct as
downturned triangles. The triangles at the inlets are empty, and the triangles at the outlets
are filled. The outlet temperature di�erence increases with increasing inlet temperature
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Figure 5.115: Inlet temperature span and mechanical load: Resulting inlet and
outlet temperatures at hot and cold duct along the inlet temperature spans for
di�erent values of load sti�ness.

spans at a specific load sti�ness, due to the nearly constant thermal energy required for
PT of the SMA elements, following Equation 5.2.
With larger load sti�ness, the heat engine rotates more slowly. As a result, the number
of PT per time decreases. This reduction leads to a lower HE between SMA and fluid,
which, in turn, causes a smaller temperature di�erence between inlet and outlet of a duct.
Figure 5.116 shows the thermal and mechanical power, as well as the e�ciency of the heat
engine along the inlet temperature spans. The colors correspond to those of Figure 5.114.
The amount of the thermal power absorbed by the SMA elements at the hot duct,
represented by upturned triangles, and released at the cold duct, shown as downturned
triangles, increases with increasing inlet temperature spans at a specific load sti�ness.
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Figure 5.116: Inlet temperature span and mechanical load: Resulting thermal and
mechanical power and e�ciency along the inlet temperature spans for di�erent
values of load sti�ness.
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This is caused by the larger numbers of PTs, following Equation 5.2. If the load sti�ness
increases, the value of the thermal power decreases due to the decreasing rotation frequency,
following Equation 5.47.
The mechanical power output also increases with increasing inlet temperature spans at a
specific load sti�ness due to the increasing rotation frequency and the higher generated
torque. At a specific inlet temperature span, the value of the mechanical power reaches
a maximum dependent on the load sti�ness. With lower values of the load sti�ness, the
value of the mechanical power decreases due to low consumed torque. For larger values
of the load sti�ness, the value of the mechanical power decreases also, since the reached
rotation frequency is low. The highest mechanical output power is reached at a load
sti�ness between 50 N m/Hz and 100 N m/Hz for all inlet temperature spans.
The e�ciency describes the relation between the outputed mechanical power and the
absorbed thermal power of the heat engine. This value increases for high load sti�nesses,
and decreases for low load sti�nesses with increasing inlet temperature spans. In this
parameter study, the best e�ciency for all inlet temperature spans is reached at a load
sti�ness of 500 N m/Hz.
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Figure 5.117: Inlet temperature span and mechanical load: Resulting stress-strain
diagram of one SMA element for the di�erent values of load sti�ness at an inlet
temperature span of 70 K.

Figure 5.117 presents the resulting stress-strain diagram of one SMA element for the
di�erent load sti�nesses at an inlet temperature span of 70 K. The colors correspond to
those of Figure 5.114. With larger values of the load sti�ness, the hysteresis height of
the stress - strain behavior gets larger, since the generated torque, and thus the required
di�erence in transformation stress between FT and BT increases. Therefore, the mechanical
power output increases.
To summarize, this parameter study demonstrates that the variation in the inlet tempera-
ture span significantly a�ects the thermal and mechanical power in- and output of the
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heat engine. The generated mechanical power and e�ciency exhibit a strong dependency
from the load sti�ness. The maximum e�ciency and maximum performance do not occur
at the same operating point, but optimization can be achieved through adjusting the
operational parameters. The parameter study of the low-temperature heat engine using
NiTi#3 enables an energy conversion from thermal energy to mechanical energy at a
temperature di�erence of 35 K or higher. The e�ciency of the heat engine achieved in this
parameter study reaches up to 7 %, which aligns with typical values for SMAs in actuation
systems.
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Conclusion and outlook

This chapter summarizes the most important insights of this work in the conclusion and
focuses on the future implications and potential applications of this work in the outlook.

Conclusion

In this work, a fully coupled thermo-mechanical system-level simulation tool based on
a physics-motivated SMA model is developed, implemented in the numerical computing
environment MATLAB [74], and validated. This compact simulation tool is qualified for
massively parallel computation of di�erent parameter sets on modern multi-core computers,
which allows fast and comprehensive parameter scans using the parameter comparison and
visualization tools [62, 40]. The material model of the system simulation tool is calibrated
to a commercially available SE SMA material, which is available in large quantities for
predicting the thermo-mechanical behavior of the realized EC HP. The validation of the
SE SMA wires made from NiTiCo, manufactured by Fort Wayne Metals under the name
NiTi#3 is presented in detail in section 5.4. In addition, the model is calibrated to a novel
EC optimized material to highlight its advantages in the EC applications. The validation
and the results of the EC optimized material made from NiTiCuV [93] are presented in
subsection 5.6.19.
To demonstrate the versatility of the simulation tool, di�erent parameter studies, charac-
terizing a multi-element EC HP system, using air (section 5.6), and water (section 5.7) as
HE and HT fluid are discussed in terms of thermo-mechanical behavior, performance, and
e�ciency. The following key aspects are identified:

• The system’s diameter at which the SMA elements are arranged has no impact; thus,
it should be kept as small as possible to save design space, following subsection 5.6.1.

• The system’s length influence is proportional to the amount of SMA material.
Consequently, mechanical and thermal performance scales linearly with the length,
following subsection 5.6.2.

• The thermal power scales proportionally to the SMA mass, as long as the fluid flow
rate is adapted to the required HE, following subsection 5.6.9.

• The angular length of the fluid duct influences the performance and e�ciency. The
longer the duct, the higher the transferred thermal energy due to the longer dwell
time for HE, following subsection 5.6.3.
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• The subdivision of the SMA material uniformly along the circumference reduces the
ripple in mechanical and thermal power as the number of SMA elements increases,
following subsection 5.6.4. No further significant improvement is observed above 12
bundles.

• The inlet temperature level of the fluid ducts does not a�ect the mechanical and
thermal performance for similar thermo-mechanical conditions during the performed
EC cycles, following subsection 5.6.5.

• The inlet temperature span of the fluid ducts strongly influences the thermo-
mechanical performance and e�ciency. The thermal output power decreases to
zero if the temperature di�erence between both inlets reaches the adiabatic limit
of the SMA material, following subsection 5.6.6. To expand the potential inlet
temperature range, heat recovery methods can be utilized, allowing the range to be
increased to twice the adiabatic material limit, following subsection 5.6.12.

• Counter-flow between the SMA element and fluid consistently o�ers better perfor-
mance and e�ciency than parallel-flow, following subsection 5.6.7.

• Higher rotation frequency can transfer more thermal energy within the same system
size if the fluid flow rate is adapted to the required HE, following subsection 5.6.7.
For air as HE and HT fluid at an SMA diameter of 200 µm, the sensible limit is
reached at a rotation frequency of 1 Hz. Whereas, for water and an SMA diameter
of 500 µm, the sensible limit is reached at a rotation frequency of 10 Hz, following
subsection 5.7.1. These increases in SMA diameter and rotation frequency are
possible due to the approximately 100 times larger heat exchange coe�cient of water
compared to air, following Figure 5.14 and Figure 5.105.

• In general, thinner SMA diameters ensure better performance and e�ciency of the
system due to the better surface-to-volume ratio. For air as HE and HT fluid the SMA
diameter should be in the range from 25 µm to 300 µm, following subsection 5.6.8.
Whereas, for water the SMA diameter should be in the range from 200 µm to 1000 µm,
following subsection 5.7.2.

• Asymmetry in flow rate between hot and cold duct can be used to produce a higher
temperature di�erence between inlet and outlet of the duct with the lower flow
rate, but this approach reduces the thermal performance and e�ciency, following
subsection 5.6.10.

• During the investigation of system losses, it was observed that even a slight crossflow
in the transition zones between hot and cold ducts leads to a significant reduction
in performance, especially as the inlet temperature di�erence between both ducts
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increases, following subsection 5.6.11. Therefore, crossflow should be avoided to
enable high thermal performance and e�ciency.

• The mechanical friction of cam rollers has a marginal influence on the system
e�ciency when using low friction ball bearings with metal-to-metal surfaces and
a friction coe�cient of 0.001 or lower, following subsection 5.6.13. Using bearings
with higher friction significantly reduces system e�ciency as the rotation frequency
increases.

• The thermal losses through the duct walls only have a marginal influence on the
system e�ciency, even when using an uninsulated acrylic glass, following subsec-
tion 5.6.14.

• With increasing flow rate, the flow resistance in the duct increases and reduces
significantly the e�ciency of the system, following subsection 5.6.15. Therefore, flow
rates larger than 75 m3

/h should be avoided while using air as fluid. Because viscous
and electrical losses significantly a�ect the system e�ciency, fans with high e�ciency
should be chosen.

• The thermal power depends on the amount of transformed SMA material, following
subsection 5.6.16 and subsection 5.6.17. An adiabatic-isothermal combined EC cycle
can reduce the requiered mechanical power, following subsection 5.6.18.

• The use of EC optimized SMA material can reduce the mechanical power requirement
by more than half, while maintaining the thermal power output. As a result, the
e�ciency can be more than doubled, significantly increasing the COP from 6.5 to
13, following subsection 5.6.7 and subsection 5.6.19.

Finally, the developed simulation tool is used to simulate a heat engine (section 5.8),
demonstrating its full capabilities. The parameter study of the low-temperature heat
engine using the NiTi#3 enables an energy conversion from thermal energy to mechanical
energy at a temperature di�erence of 35 K or higher, following subsection 5.8.2. The
generated mechanical power and the e�ciency exhibit a strong dependency from the load
sti�ness. The e�ciency of the heat engine achieved in the performed parameter study
reaches values up to 7 %, which aligns with typical values for SMAs in actuation systems.
Preliminary work was necessary to enable the e�cient implementation and real-material-

based validation of the simulation tool, saving time and cost in calculations. The physics-
based localized model based on the MAS model [80] is presented in chapter 3. The 1D
model enables the prediction of heterogenic nucleation behavior in materials with nearly
perfect CLS and is developed and implemented in the FE software package COMSOL.
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This part of the work accurately predicts the PT of thin-film SMAs over two magnitudes
of strain rates and, therefore, supports the understanding of the PT behavior. These
results enable the economic and scientific selection of the SMA model’s complexity in the
simulation tool and call for an extended test bench.
The work on the developed scientific test setup is presented in chapter 4 [74, 11]. It enables
the thermo-mechanical investigation of macroscopic material samples like SMA wires,
including the e�ects of local strain and temperature distribution along the SMA element.
Therefore, it allows for the complete characterization of the thermo-mechanical material
parameters in a single experiment under similar load conditions as the realized EC HP
system will provide. These experimental results are used to support the implementation and
validation of the system-level simulation tool, for example, to choose the suited modeling
approaches for the kinematics, SMA model, and fluidics. Thermo-mechanical investigations
of the SE SMA wires made from NiTiCo, manufactured by Fort Wayne Metals under
the name NiTi#3 show that the local PT behavior changes from an inhomogeneous to a
homogeneous within the first 100 loading cycles. This enables, due to the homogeneous
HE along the SMA element in the EC HP the implementation of the simplified MAS in
the system simulation tool.
The presented work focuses on utilizing the material properties of the commercially
available SMA material, NiTi#3. The objective is to replicate and predict the heating
and cooling characteristics of the engineered EC HP system introduced in section 5.1
using the developed simulation tool. This specific SE SMA material is selected due to its
availability in large quantities and its consistent thermo-mechanical properties, as indicated
in the literature [10]. It is important to note that this work does not focus on evaluating
the potential of the EC technology itself regarding its heating and cooling capabilities
or e�ciency. This is caused by the currently fast development of new SMA material
compositions with enhanced EC properties. Therefore, the primary goal is to showcase
the potential and versatility of the developed simulation tool. This involves investigating
and identifying trends, as well as influences of di�erent design and operational parameters
of the EC HP using the developed parameter comparison tool.

Outlook

In addition to the parameter studies, the presented simulation tool can be used to examine
the EC HP system according to the status of a national standard for heat pumps and air
conditioning units [15]. For this purpose, specific thermal loads for the hot and cold duct
are entered in the parameter set table as constant, formula, or time-dependend values.
These parameter studies can be simulated directly using the parallel computation tool
and evaluated using the parameter comparison tool as well as the visualization tool.
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The parameters studies of subsection 5.6.12 present that the possible inlet temperature span
between hot and cold duct can be significantly enlarged by using heat recovery concepts
in the EC HP. A further approach for increasing the application range while maintaining
the system specification is to cascade or parallelize numerous EC HPs. The simulation
tool’s object-oriented and modular implementation allows for the easy implementation and
interconnection of the combined devices in the favored modality. Multiple combinations of
mechanical arrangements, combined with multiple SMA material combinations, can be
simulated directly with the presented simulation tool to find key values and optimized
combinations.
In the parameter studies presented in this work, the SMA element is implemented with
a single transformation stress leading to a single crystalline material behavior. However,
implementation enables the combination of di�erent SMA geometries, sizes, and quantities,
as well as the adaption of the thermo-mechanical material behavior for each SMA element.
Therefore, parameter studies with the polycrystalline material behavior can be easily
performed due to the modular structure of the simulation tool.
Regarding the application of the EC HP while using air as HE and HT fluid, humidity is
one of the most important operating parameters in the field of Heating, Ventilation and
Air Conditioning (HVAC). Due to the strong temperature dependency of the humidity, the
water trapped in the air condenses in the cold duct at the surface of the SMA elements.
This e�ect significantly changes the thermal characteristics of EC HP, and with this, the
system performance and e�ciency. The modularity of the simulation tool enables easy
implementation of the absolute humidity as an additional transport variable in the fluid
model and the expansion of the SMA energy balance regarding the specific latent heat
of water condensation and vaporization, as well as the additional mass balance of the
condensate [3].
Besides the listed suggestions for future work, the modularity of the simulation tool
supports any further ideas.
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pc2 parabola coe�cient two



296

pc3 parabola coe�cient tree
Q thermal energy
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Subscripts Description
≠ compression martensite
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0 initial
A austenite

ab absorbed
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ad adiabatic
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air air
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AS austenite start

bun bundle
c cold

cam cam track
ch cold to hot

channel channel
char characteristic
chr cold heat recovery

chri cold heat recovery input
chro cold heat recovery output
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co cold output

cool cooling
crit critical
dis dissipated
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duct duct
elast elastic
elec electrical
end end

ex extremum
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fan fan
fld fluid
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h hot

hc hot to cold
heat heating
hhr hot heat recovery

hhri hot heat recovery input
hhro hot heat recovery output

hi hot input
ho hot output

hyd hydraulic
i index
i input

ideal ideal
inner inner

iso isothermal
j index of SMA element
k index of fluid element

lay layer
load load

M martensite
max maximum

me mechanical
mean mean

MF martensite finish
min minimum
MS martensite start

N normal
n index of duct
o output

outer outer
rc recovered
re released

ref reference
rel relative

s start
sim determined by simulation
sma shape memory alloy
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t transformation
tan tangential
th thermal

tot total
vis viscous

wall wall
water water

wpb wires per bundle
x horizontal direction
y vertical direction
– source phase fraction
— target phase fraction
› phase fraction
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Zusammenfassung

Deutsch
Diese Arbeit entwickelt ein Multiphysik-Simulationspaket für mehrelementige, elastokalorische
Wärmepumpen (ekWP), basierend auf dem thermo-mechanisch gekoppelte Verhalten von
Formgedächnislegierungen (FGL).
Zum Verständnis der Phasentransformation in FGL, wird ein physikbasiertes, ortsaufgelöstes
Modell auf der Grundlage von Müller-Achenbach-Seelecke entwickelt und anhand von
Dünnfilmexperimenten validiert.
Der entwickelte Materialprüfstand erlaubt die Kalibrierung anwendungsbezogener Mate-
rialmodelle durch Messung der ortsaufgelösten Dehnungs- und Temperaturverteilung im
Probekörper. Dadurch wird die vollständige Charakterisierung der thermo-mechanischen
Materialparameter in einem einzigen Prüfstand unter ähnlichen Bedingungen wie in realen
ekWP möglich.
Das Systemmodell für ekWP wird entsprechend der Kinematik und Fluidik des realen
Systems in MATLAB implementiert. Um den Einfluss unterschiedlicher Parameter system-
atisch zu untersuchen und auszuwerten, wird das Berechnungsmodell in eine Steuerungs-
und Datenvisualisierungsumgebung eingebettet.
Mit dem entwickelten Simulationspaket wird das Systemverhalten der ekWP unter ver-
schiedenen Lastprofile, Systemabmessungen, Rotationsfrequenzen, Durchflussraten, Dehnun-
gen und Systemverluste für verschiedene FGL und Wärmeträger simuliert, verglichen und
interpretiert. Abschließend wird die Vielseitigkeit des Simulationspakets durch die Ver-
wendung des Systems als Niedertemperatur-Wärmekraftmaschine demonstriert.
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Englisch
This work develops a multi-physics simulation tool for multi-element elastocaloric (EC)
heat pumps (HPs), based on the thermo-mechanical coupled behavior of shape memory
alloys (SMAs).
To understand the phase transformation behavior of SMAs, a physics-based localized model
adapted from the Müller-Achenbach-Seelecke is developed and validated using thin-film
experiments.
The developed material test bench enables the calibration of application-related material
models by measuring the specimen’s local strain and temperature distribution. Therefore,
it enables the complete characterization of the thermo-mechanical material parameters in
a single test bench under similar conditions as in real EC HPs.
The EC HP system simulation model is implemented in MATLAB according to the
kinematics and fluidics of a real system. To systematically investigate and evaluate the
influence of di�erent parameters, the calculation model is embedded in a control and data
visualization environment.
Using the developed simulation tool, the EC HP system behavior is simulated, compared,
and interpreted under various load profiles, system dimensions, rotation frequencies, flow
rates, strains, and system losses for di�erent SMA materials and heat exchange fluids.
Finally, the versatility of the simulation tool is demonstrated by performing a parameter
study using the system as a low-temperature heat engine.
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