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A quantum walk on a lattice is a paradigm of a quantum search in a database. The database qubit strings are
the lattice sites, qubit rotations are tunneling events, and the target site is tagged by an energy shift. For quantum
walks on a continuous time, the walker diffuses across the lattice and the search ends when it localizes at the
target site. The search time T can exhibit Grover’s optimal scaling with the lattice size N, namely, T ~ /N,
on an all-connected, complete lattice. For finite-range tunneling between sites, instead, Grover’s optimal scaling
is warranted when the lattice is a hypercube of d > 4 dimensions. Here, we show that Grover’s optimum can
be reached in lower dimensions on lattices of long-range interacting particles, when the interaction strength
scales algebraically with the distance r as 1/7* and 0 < « < 3d/2. For o < d the dynamics mimics the one of a
globally connected graph. For d < o < d + 2, the quantum search on the graph can be mapped to a short-range
model on a hypercube with spatial dimension d; = 2d /(o — d), indicating that the search is optimal for d, > 4.
Our work identifies an exact relation between criticality of long-range and short-range systems, it provides a
quantitative demonstration of the resources that long-range interactions provide for quantum technologies, and

indicates when existing experimental platforms can implement efficient analog quantum search algorithms.

DOI: 10.1103/cv26-dk1q

I. INTRODUCTION

Grover’s quantum search algorithm is a paradigm of
quantum computing advantage as it holds the promise of a
quadratic speedup with respect to a classical search [1-3]. In
fact, for an unstructured search the computational time scales
with the number of entries N of a database as Ty ~ /N,
which shall be compared with the classical counterpart, where
Te ~ N. The quantum algorithm thus ideally belongs to a
more favorable time complexity class. The latter refers to the
scaling of the time needed to run an algorithm with the size
of the database, and is a central concept of complexity theory
in computer science. Practical overheads of digital quantum
circuits can severely reduce the advantage with respect to
the classical counterpart [4]. In this context, analog quan-
tum platforms—such as those leveraging continuous-time
quantum walks—may exhibit reduced overhead and inherent
resilience to certain types of noise, allowing one to fully
exploit the speedup provided by quantum mechanics.

The analog implementation of Grover’s quantum search
in continuous time realizes a quantum walk on a complete
graph, whose vertices are the elements of the database and
in which the target state is tagged by an energy shift [5].
Starting from a uniform superposition of all the graph’s ver-
tices, the dynamics localizes the walker in the target site
over a computational time 7 ~ +/N. Global connectivity is a
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sufficient but not necessary condition: Grover’s optimal scal-
ing can be achieved in strongly regular graphs [6-9], random
graphs satisfying certain requirements on the edges’ probabil-
ity distribution [10,11], and in spatial searches on hypercubes
with dimension d > 4 and nearest-neighbor coupling between
vertices [12,13]. In the latter case, hypercubes with d < 4 fail
to realize the Grover speedup.

Spatial searches on hypercubes establish a direct con-
nection between quantum search algorithms and dynamical
localization on lattices, implemented in photonic architec-
tures [14—16] and dipole traps [17-19]. The requirement of
d > 4 spatial dimensions, however, is a demanding condition.
Yet, most physical implementations are based on particles
whose interactions are longer-ranged and scale with the dis-
tance r as 1/r* with o > 0 [20]. These systems can realize
long-range XY models, where a single excitation performs
a quantum walk with the tunneling amplitude scaling as
1/r® [21,22]. The resulting graph is all-connected, whereby
the edge capacities decrease with the Euclidean distance
between the connected vertices, as illustrated in Fig. 1. In
abstract terms, the exponent « of the edges’ algebraically de-
caying capacity interpolates between two very distinct limits
of the time complexity of the spatial search: the nearest-
neighbour case (0« — o0), where Grover speedup is found
for hypercubes of dimension d > 4, and the complete graph
(o = 0), where the notion of spatial dimension is lost. Clari-
fying under which conditions long-range interacting systems
are a resource for quantum algorithms, and what the intimate
connection between graph connectivity and dimensionality
is, would permit to assess the computational resources of
these systems and to identify advantageous experimental
implementations.
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FIG. 1. (a) Illustrative graphic of search on a cubic lattice (hyper-
cube with d = 3) with nearest-neighbor couplings (¢« — 00). Target
node is depicted in red. (b) Schematic of the power-law scaling of
the connectivity of a single site 7 in a two-dimensional cubic lattice.

In this work we show that simple arrays of long-range
interacting atoms or molecules, in which interactions scale
algebraically with the distance r as 1/r%, can implement an
optimal analog quantum search [23]. We identify the con-
dition on the exponent o and on the spatial dimension d,
for which Grover optimal scaling can be realized. This is
done by performing a formal mapping between a long-range
quantum walk on a cubic lattice of dimension d < 3 and a
short-range quantum walk on a lattice in spatial dimension
ds; = dy(d, o), corresponding to the spectral dimension of the
graph. In doing so, we also provide a formal demonstration of
the role of the spectral dimension in connecting criticality of
long-range systems with the corresponding short-range ones
for a dynamics that is central to several quantum algorithms.

II. SEARCH BY QUANTUM WALK IN CONTINUOUS TIME

The database comprises N sites on a d-dimensional hy-
percube, with vertices (nodes) identified in space by the
d-dimensional vector i = (@1, ...,ig)withi; =1,...,n and
n = N4 The states {|ij, ..., is)} form a basis of the Hilbert
space of the single walker. Denoting by |w) the target state,
the dynamics is governed by the dimensionless Hamiltonian

A

Hy = —yoLo — [w)(w], ey

with the Laplacian L, encoding the graph’s properties. In
the formulation of Ref. [5], the graph is complete. Cor-
respondingly, the Laplacian is Ly = N|s)(s|, where |s) =
of the database. Preparing the database in the extended
state |s) reduces the dynamics to a two-dimensional Hilbert
space, consisting of the state |r) = Zil’___’l.ﬁéw |7)/«/N —1
and the localized state |w). In the reduced Hilbert
space the eigenvalues of H, have an energy gap AE =
\/ 4y0(1 — N) + (»oN + 1)? and the transfer amplitude at time
t, A(t) = (w|e‘iﬁ“’ |s), is a rotation in the two-dimensional
subspace. We denote by T the minimal time at which the
fidelity F(T) = |A(T)|?> reaches unity. This time scales as
T  1/AE = +/N/2 when y, is set at the critical point y, =
1/N separating the extended ground state |s) from the local-
ized ground state |w). Next, we address the open question
of the conditions under which such a dramatic reduction in
the dynamically explored Hilbert space dimension occurs in
long-range tunneling models of arbitrary dimension d.

A. Power-law tunneling

Assume now that the Laplacian of Eq. (1) has the form

1 e
Li=) = = (D41 +Hee) = el 2
=g~
i#]
with | ... | the Euclidean norm of the vector, « > 0 the tunnel-

ing power-law exponent, and &, a real scalar, multiplying the
identity / and to be determined. With this Laplacian, Hamil-
tonian (1) generalizes the dynamics to all-connected graphs
but with edge capacities that decay algebraically with the
Euclidean distance, as illustrated in Fig. 1(b). This family of
graphs includes the complete graph in the limit @ — 0. In the
opposite limit, @ — 00, the corresponding graph is a hyper-
cube with nearest-neighbor coupling in d spatial dimensions:
Grover’s optimum is reached for d > 4 after setting &g = 0
and choosing yy at the critical point of the phase transition
between the extended ground state |s) and the localized state
lw) [12].

We now determine the time complexity class as a function
of o and N, namely, the scaling of the time 7 with N and «,
where T now is the time at which the transfer probability am-
plitude A(T") reaches its first maximum [24]. For this purpose,
we first generalize the derivation of Ref. [12] to power-law
Laplacians (2). This is achieved by decomposing the transfer
amplitude A(r) using the eigenstates |v/;) of H, at eigenvalue
E,'Z

N
At = Z W, Sre il ~ Z W, Sfe i, (3)

i=1 i=0,1

where W, = (w|y;) and S; = (s|y;) are the overlaps of the
eigenstate |1;) with the target and extended state, respectively.
We now identify the conditions for which the sum in Eq. (3)
can be reduced to the sole contribution of ground and first
excited states.

B. Conditions for reduction in Hilbert space

Information about the scalar products W; and S; in Eq. (3)
is extracted from the projections (j|H,|¥;) = E;(j|y:). It
is convenient to make use of the transcendental equa-
tion F,(E;) = 1, whose roots are the eigenvalues E; [12].
The transcendental equation is derived by recasting the time-
independent Schrodinger equation for the search Hamiltonian
H, as

[¥i) = Wi(—yoLe — ED " w),

and taking the projection onto |w) [25]. It reads

1 1
FulB)= =Y ————, )
N #eBZ V()ga(k) —E
where &, (1_5) = Z#O cos(l_é . f)/|f|“ — ¢go are the eigenval-
ues of the Laplacian L, and the sum runs over the
first Brillouin zone. The expression for the overlap W; is
found from the normalization condition (y;|y;) = 1, giving
IWi> = 1/ F/(E;), with FL(E;) = dF,(E)/dE|g=k,. More-
over, |S;|> = |W;|*/NE?, and the probability amplitude takes
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FIG. 2. Participation ratio 1/ Zj [{jl¥o)]* for the ground state
[¥0) vs yo, with the critical value y, = y. separating the extended
from the localized ground state. Inset shows scalar products |S;—g,;|*
and |[W—o.1|? and the energy gap E, — E, as a function of parameter
yo. We set d = 1 and o = 0.6; qualitatively similar results hold for
other dimensions and tunneling exponents.

the compact form

_ L 1 —iE;t
AD=T75 Z ENFE) ©)

The behavior of the transcendental function permits to iden-
tify the condition when the sum can be reduced to the first
two terms. We first assume that |Ey|, |E;| < yOEa(ﬁ) for all
k#0, namely, that there is an energy gap between the two
lowest eigenvalues and the rest of the spectrum. This requires
setting &g = Z; 20 1/ |f|"‘ — &,(0). To find an expression for
the overlaps, we perform the Taylor expansion of F(E) and
of its derivative:

—1 S(Ol) S(Ot) 1 S(a)

FaE) N o+ —— + 2B F(E) ™ s + =,
NE;  w Yo NE; Yo

(6)

with i =0, 1 and S = Y7 5[, (k)] /N, Eq. (8). Using
that the overlap |W;|? = 1/F/(E;), then Wy ~ W), and Sy ~
S). Together with the truncated expression for F,(E;—.1),
this provides an equation connecting the two lowest energy
eigenvalues:

N LI TP (IR 8 P
—Ey — 1 — | = 0.
NE§ ¢ NE} v

Solving for yy gives yo = v EoElNSzw. To make the ex-
pression explicit, one must insert the energies, which
themselves depend on the parameter y,. We extract the
energies from the truncated form of transcendental equa-
tion F(E)=1 in Eq. (6): Ei=p/Q2S¥)y —S\¥ +
V(S™ — 10)* + 45 /N1. Inserting this into the expression
for yy gives the trivial solution yy = 0 and the critical value
Yo = Ve = Si“), separating the extended from the localized
ground state; see Fig. 2.

This analysis shows that the sum in Eq. (3) can be reduced
to the sole contribution of ground and first excited states, |1)
and |y ), respectively, after setting &g = Z] 20 1/171% — & (0)

and y, to the value y, = Si"‘). Here,

S =Y [N, ®)
k40
where the sum runs over the first Brillouin zone of the hyper-

cube and &, (l?) are the eigenvalues of the Laplacian L, (2). For
Yo = ¥, the two lowest energies read £} = —Ey = X/ VN,

where
Xa =S\ /1S5, )

with | x,| < 1. The transfer amplitude is approximated by the
expression A(f) = xg Sin(xq! /+/N) and the first maximum
is reached at T ~ 7w+/N/(2xq) with fidelity F(T) = | x>
Grover’s optimum is reached when x, — 1.

C. Time complexity and spectral gap

The scaling T ~ \/N is obtained when the two lowest en-
ergies are well separated from the rest of the spectrum. For the
choice of parameters in which the ground state of the Lapla-
cian is almost degenerate with the target state, this condition
can be reformulated as E; — Ey < 84, where 8, = Ey(k;) —
&,(0) is the spectral gap of the Laplacian, namely, the energy
difference between the Laplacian’s ground state and the first
excited eigenstate at |k;| = 27 /N'/4_ The spectral gap is pro-
portional to the algebraic connectivity a(G) = &, (l_él) of the
graph G [26,27], whose magnitude provides indications on
the graph’s robustness. Increases of the algebraic connectivity
have been linked to shorter characteristic path lengths between
sites, resulting in faster propagation [28,29]. Interestingly, the
condition for the optimal search sets a lower bound on the
spectral gap:

S > ca/\/ﬁ, (10

where ¢, is a positive constant and we have used that E; —
Ey = 2xo/+/N at the optimal value y, = y.. We note that
the same condition has been found for the optimal search in
a random graph [30], suggesting that this is the necessary
requirement that a generic graph shall satisfy for achieving
Grover’s optimum.

We now derive the asymptotic scaling of the spectral gap.
To provide a scaling behavior with a well-defined thermody-
namic limit, we analyze the rescaled gap A, = &, /5a(l;max)
with |kmax| = ~/d7. This rescaling corresponds to the op-
eration L, — L; = a/got(]_émax) and Yo — V(; = yOga (]_émax),
which does not change the Hamiltonian but now makes the
rescaled bandwidth and critical value independent of N. In the
rescaled framework, y, = y.& (%max) is finite for N — oo and
is the critical point of the quantum phase transition separating
the extended from the localized ground state. We restrict our
analysis to spatial dimensions d < 4 and find that

1-¢") o €0,d)
Ay G (@N'"1  aed,d+2)f, (D
G (a)N 24 a>d+2

with «o-dependent constants ng‘(jl),z,s(a) of order 1 and ac-
curate up to a factor C € [1, d*/?]. The detailed derivation,
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FIG. 3. Search optimality diagram illustrating the connection
between the spatial dimension d € Z, in which the hypercube is
embedded, and the power-law tunneling exponent «, and how it
relates to the time complexity. The critical exponent o, = 3d/2,
represented by the white points, separates regimes in which we have
optimal (d; > 4, light blue) and suboptimal (d, < 4, dark blue) quan-
tum spatial search, distinguished by the critical spectral dimension
d; =4.

including the explicit functional behavior of the coefficients, is
relegated to Appendixes A and B. Three distinct cases emerge.
(i) For @ < d, the gap A, is independent of N. Therefore,
condition (10) is satisfied for sufficiently large N. Using other
words, for o < d the power-law tunneling becomes suffi-
ciently long-ranged to mimic a globally connected graph. (ii)
For a € (d, d + 2) the spectral gap scales as N'~*/? and the
condition on optimality depends on the value that o takes
within the interval (d, d 4 2). Finally, (iii) for « > d + 2 the
spectral gap scales as N~/¢ and the quadratic speedup is
provably lost. This includes the nearest-neighbor tunneling of
Ref. [12] in the limiting case ¢ — o0.

Case (ii) is peculiar, since it identifies an additional ex-
ponent «, = 3d/2 separating the behavior of the gap: For
d +2 > a > «a, the quantity 8y~/N decreases with N, while

for ., > a > d it exhibits the opposite behavior [cf. Eq. (11)].
Hence, at fixed dimension d < 4, when o < @, condi-
tion (10) holds asymptotically, and the Grover optimum is
attainable. For o > «,, instead, the gap condition is violated,
and the search time 7 reverts to the suboptimal scaling.
Equation (11) permits to establish an insightful connection
between « and d in determining the time complexity of the
quantum search, which we summarize in Fig. 3. This behav-
ior is linked to the Lieb-Robinson bound, namely, with the
maximal speed at which information can propagate across the
lattice [31-33]. It proves that the critical exponent o, = 3d /2
is associated with a phase transition in the time complexity
of the search problem. The order parameter is ., Eq. (9),
its squared value is the fidelity, that quantifies the occupation
of the two lower energy eigenstates and is reminiscent of the
order parameter of Bose-Einstein condensation in interacting
systems [34]. The dependence of x, on « and d is reported
in Figs. 4(a)—4(c) for a range of values of N. The asymptotic
limit, for N — oo, is displayed in Fig. 4(d) as a function of
a/d. The value o, = 3d/2 separates the regime at o > «,,
where the search dynamics spans over a size of the Hilbert
space with dimension of the order N, from the condensed
regime at o < o, where the search occurs in the subspace
consisting of the extended state |s) and the target state |w). As
such, at o« = o a phase transition occurs, separating regimes
with different time complexities. This result applies to hyper-
cubes with spatial dimension d < 4 and arbitrary sizes. It thus
also encompasses the specific limitd = 1, where it rigorously
proves and generalizes conclusions drawn in Ref. [22] for
finite one-dimensional chains.

III. SPECTRAL DIMENSION AND CRITICALITY

We now focus on the regime where o € (d,d + 2) and
perform a formal mapping of the long-range model of Eq. (1)
to an effective short-range model with a higher dimension D
that exhibits the same critical behavior. The existence of this
kind of mapping has been conjectured in the context of criti-
cality of long-range systems [20,35,36]. We now prove it for
the extended-localized quantum phase transition of Hamilto-
nian (1). To proceed, it is convenient to introduce the concept

Xa
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FIG. 4. Upper bound to the search fidelity: x, as a function of the number of lattice sites N and long-range tunneling exponent o for
(a)d =1, (b) d =2, and (c) d = 3. Vertical lines correspond to o = d (solid) and « = o, = 3d/2 (dashed). Contours are shown for x, =
0.999, 0.99, 0.9. (d) Asymptotic behavior of x,, Eq. (9), in the limit N — oo as a function of «/d. In Appendix C we show that, for0 < o« < d,
X« = 1, while ford < a < 3d/2 it decreases monotonically to zero as x, = +/3 — 2a/d/(2 — a/d).
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of spectral dimension d; € R* [37,38], which characterizes a
fictitious diffusion process on the search space. This quantity
can be interpreted as the dimension perceived by the quantum
walker and, as we now demonstrate, coincides with the effec-
tive dimension D of an equivalent model that only includes
nearest-neighbor couplings.

The spectral dimension d; can be extracted when the den-
sity of states scales as a power-law in the low-energy limit.
Denoting by X = &, (E)/sa(imax) the rescaled eigenvalues,
then for A < 1 the density of states scales as p(L) ~ A#. The
associated cumulative distribution pcp(A) according to the
relation is

A
pCD(A)=/ dA p(A) ~ 1472,
0

which defines the spectral dimension d; = 2(8 + 1). This
connects the finite-size scaling of the gap with the spec-
tral dimension: In fact, for a gap A that vanishes in the
thermodynamic limit, pcp(A) = 1/N ~ A%/2. Assume now
a nearest-neighbor model. In this case, the gap vanishes as
N2/ and pep(A) ~ AP/2. This establishes a direct link
between D and d;, and thus between the universal critical
behavior of the short-range and of the long-range model.
In the regime o € (d, d + 2), by means of the spectral gap
scaling (11) we can extract the spectral dimension:

2d  2d

a—d o

ds = , (12)
with 0 = o — d. For « € (d, d + 2), the spectral dimension
d; =4 is the upper critical dimension of the long-range
quantum walk. This identifies the critical exponent o = «, =
3d/2, such that for @ > «, at y, the ground state ceases to
transition to a truly localized ground state.

Equation (12) provides a simple means to assess the time
complexity of the quantum walk for lower-dimensional lat-
tices, d < 4. For algebraically decaying interactions with
exponent o € (d, d + 2), the long-range model in d dimen-
sions can be mapped to a short-range model in D = d;
dimensions. One can then use the predictions of Ref. [39]
valid for continuous walks on a hypercube with short-range
hopping, and Grover’s optimal search is achieved for d; > 4.
We note that in the limit « — d* the spectral dimension (12)
diverges: In this limit, in fact, the power-law tunneling be-
comes sufficiently long-ranged to mimic a globally connected
graph with o« = 0. In contrast, at« = d 4+ 2 we obtaind; = d,
and the effective dimension D reduces to the real spatial
dimension d.

IV. EXPERIMENTAL IMPLEMENTATIONS

The relations of Sec. III have practical implications on
identifying physical platforms for analog quantum searches.
In fact, XY Hamiltonians are simulated by arrays of Rydberg
atoms [40,41]. Spin models with long-range coupling coeffi-
cients are being realized in chains of trapped ions [42-44], as
well as in ultracold atoms in optical cavities [45]. Individual
atom addressing permits to “tag” a target qubit and to perform
local measurements [23,44,46,47]. Our work demonstrates
that these platforms can realize an efficient analog quantum
search provided that the spatial dimensionality of the lattice

satisfies the relation o < 3d/2 < 6. For instance, Rydberg
interactions («¢ = 6) [40,46] might realize an efficient ana-
log search provided that the lattice geometry has the same
connectivity as a hypercube in four dimensions. Figure 4,
moreover, suggests that a quantum advantage can be reached
for databases of finite size. For dipolar interactions Grover’s
time complexity can be reached in a simple-cubic lattice
in three dimensions [48,49], while any scalable Coulomb
crystalline structure, from three dimensions down to the
Coulomb chain [50,51], can warrant Grover’s optimum. In
light of the fact that in certain platforms the interaction ex-
ponent is tunable [44,45], one could perform a constrained
optimization of exponent and lattice dimensionality (12) tak-
ing into account the experimental overhead.

V. OUTLOOK

In this work we have determined the time complexity of
quantum searches on a lattice with long-range tunneling. We
have considered tunneling amplitudes scaling with the dis-
tance r as 1/r* and identified the relation between exponent
o and dimensionality d for which Grover optimal scaling is
achieved, o < 3d/2. We have focused here on lattices with
cubic geometries, however we anticipate the bound d; = 4 to
apply more generally to other search spaces. The results could
also be further extended to search on fractals, where it has
been conjectured that the spectral dimension, as opposed to
the fractal dimension, is the appropriate metric to quantify the
search’s optimality [52-54].

From a broader perspective, this study brings to the fore
the tight connection between criticality and quantum search
algorithms. A key concept is the spectral dimension d;: The
value d; = 4 is the upper critical dimension of the localized-
extended quantum phase transition and of the dynamical
phase transition to the quadratic scaling of Grover’s opti-
mum. The critical exponent «. = 3d /2 separates an ergodic
to a localized phase. Since the spectral dimension d; has
been conjectured to govern universality in nonhomogeneous
systems [36,55,56], this study can additionally offer valu-
able insights into search optimality on diverse structures.
One interesting question is whether similar critical behavior
appears in other complexity measures, such as Solomonoff
Kolmogorov Chaitin (SKC) complexity, which quantifies the
shortest algorithmic description of a problem [57-59]. A
highly compressible search space with structured spectral
properties (low SKC complexity) may correspond to more
efficient quantum evolution and faster search times.

These concepts could be key for other kinds of dynamics
based on quantum searches, such as optimization problems
like, for instance, active learning agents [60]. Our insights
allows to quantitatively assess the resources that long-range
interactions offer for quantum search algorithms, and might
provide a key to determine the resource they can offer for
quantum information processing and quantum technologies in
general [20,31].
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APPENDIX A: ASYMPTOTIC SCALING
OF THE LAPLACIAN SPECTRAL GAP

The asymptotic scaling of the spectral gap A, = [&, (ky) —
E, (0] /& (Emax) of the rescaled Laplacian is reported in
Eq. (11). Here we provide analytic expressions for the pref-
actors Cﬁi(jl)_z(oc) for d =1,...,4, and compare the results
with exact numeric data. First, note that &, (12) => 740 cos(lz .
D/1J1* — o is the eigenenergy of the Laplacian L, in the
unscaled framework, with gy = Z; 20 1/ |]_"|“ — &,(0) a con-
stant energy shift. The momentum vector Kmax is defined by
its magnitude |%max| = /d. It follows that

D cos(ky - J)/171” — ko
Eo(Rmax) Eo(Rmax)

where 8, = &, (121) — &,(0) and ky = &9 + E,(0). The scaling
behavior of A, is determined by analyzing the numerator
and denominator of Eq. (Al) independently. To make the
calculations analytically tractable, we describe the distance
between the hypercube graph vertices using the Manhattan

. (AD

o

norm, a p-norm |[|X||, = (Z?zl |xi|P)1/p with p = 1. This
gives the length of the shortest path constrained to move along
the graph’s edges (i.e., a “grid distance”), compared to the
Euclidean norm |X| = ||X||, which was used in the main text
and describes the shortest distance between the two vertices.
Since all norms in finite-dimensional spaces are equivalent,
we can make a statement about the scaling and prefactor
of the spectral gap independent of the norm that is chosen.
To make this more concrete, using the Cauchy-Schwarz and
Holder’s inequality, we find the relation between p-norms as
%11, < NIEIl, < d=P)I%]],, 0 < r < p. Therefore, |j] <
17111 < ~/d|J), and the scaling of the spectral gap (A1) is evi-

dently unaffected by the choice of norm. We proceed by using
the Manhattan norm. Constants ‘é(jl) ,2(05) reported in Table II
are accurate up to a factor C € [1, d*/?] when implementing
the Euclidean norm.

In Table I we summarize the large-N asymptotic results for
8y and &, (Emax) of Eq. (A1), with detailed derivations and nu-
meric checks provided in Appendix B. With these results, we
extract the scaling behavior with N of the spectral gap. Two
regimes need to be considered: ¢ <d and d <o <d + 2.
For o < d, both the numerator and denominator of Eq. (A1)
diverge in the limit N — oco. Applying I’Hdpital’s rule, we
evaluate the N — oo limit. Previously of an indeterminate
form, the asymptotic limit of the spectral gap is converted into
a limit that can be evaluated directly. This leads to explicit ana-
Iytic expressions for the constants ‘gl(d)(a) of the main text, all
of which are independent of N, see Eqgs. (A15), (A17), (A19),
and (A21) of Table II.

To extract the scaling in the regime d <o <d +2 we
require a different approach. Note that for « > d the term scal-
ing as ~N'~%/¢ in k, asymptotically satisfies cN'~%/¢ « 1,
with ¢ an a-dependent prefactor, as reported in Table I [see
Egs. (AS), (A8), (Al1), and (A14)]. Defining x = ¢cN'~%/,
we expand the spectral gap (A1) around x = 0. Generically,
the spectral gap (Al) written in terms of x takes the form
A, ~ ”;rié‘z‘al;') with f(a, N) ~ N'=%/? and g(a) simply an
a-dependent constant. Performing now the small-x expansion,
we obtain

NS CE)

. 2t o),

(A2)

where the first term f/g is the leading-order contribu-
tion. From Table I we insert the appropriate functions
f(a,N) and g(a), leading to the asymptotic results for the
spectral gap, A, =~ f/g. These results give the analytic ex-
pressions for the prefactors Cﬁz(d)(oz) of the main text, see
Eqgs. (A16), (A18), (A20), and (A22) of Table II.

To benchmark our analytic results for the spectral gap,
see Table II, we perform comparisons with exact numeric
results, refer to Figs. 5-8. In all cases, subfigure (a) demon-
strates the agreement between the analytic spectral gap A, ~
1— ‘51(‘{)(01) with « € [0,d) and the exact numeric results.
Close to the transition point « = d, finite-size effects become
apparent and the accuracy of our analytic approximations
deteriorates. To recover the analytic behavior of the gap in
the limits @ — d* and @ — d~, system sizes exceeding those
that are numerically tractable would be required. In subfig-
ures (b) we provide comparisons for the second asymptotic
regime, o € (d, d + 2). Overall, good agreement is observed
between analytic and numeric results. As before, toward the
edges of this region in o« we observe deviations from the
analytic predictions. We expect these errors to decrease with
increasing N, see subfigures (c). Figures 5-8 indicate that the
asymptotic results of the main text, together with the constants
of Table II, provide a realistic, quantitative description of A,
in the large-N limit.
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(a) (b) s ()
1.04 °
0.8 0.15F ® Numeric, N=3x10° 0.100
° = Asymptotics
0.6 ymp 0.010
0.10p 0.001
0.4 ” a=0.5
@® Numeric, N=3x103 0,05k 10 a=125
02 A ot 105t A =175
= Asymptotics
ymptotic & =25 = Asymptotics
L L L (03 L = - o L - - - 1\/
0.2 0.4 0.6 0.8 1.0 1.5 2.0 2.5 3.0 10 100 1000 10*

FIG. 5. Spectral gap A, of a one-dimensional hypercube as a function of (a) the power-law exponent o € [0, 1), (b) the power-law exponent
o € (1,3), and (c) the system size N, i.e., the number of vertices in the hypercube graph. Data points correspond to exact numeric results,
while solid curves represent the asymptotic results in Eq. (11) of the main text, with the constants %2?2 defined in Table II; see Egs. (A15)
and (A16).

(a) (b) 4 ()
1.0m L] | g ————— g g————t
0.8 0151 = B Numeric, n=100 o L -
0.6 - — Asymptotics 0-100
.0
0.10 -
0.4 0.010F @ =05
W Numeric, n=100 0.05f m =225
02F A a=2.75
— A ics 0.001 ¢
Asymptotics 4 =325 = Asymptotics
. . . o . L - o n
0.5 1.0 1.5 2.0 2.5 3.0 3.5 10 20 50 100 200 500

FIG. 6. Spectral gap A, of a two-dimensional hypercubic lattice as a function of (a) the power-law exponent « € [0, 2), (b) the power-law
exponent o € (2, 4), and (c) the system size n = N'/2, i.e., the number of vertices along each dimension in the hypercube graph. Data points
correspond to exact numeric results, while solid curves represent the asymptotic results in Eq. (11) of the main text, with the constants %,512
defined in Table II; see Egs. (A17) and (A18).

A A
(a) (b) A (c)
1.0 0.14 14
» T.\\ 012 , A Numeric, n=40 :
0.10f =— Asymptotics 0-100%
0.6F 0.08F R

0.010

04F 0.06 A
A Numeric, n=40 0.04F
02¢ 0.001 ¢
=—— Asymptotics S 0.02F )
= Asymptotics
. . . . . o . . s, . . . . n
0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 45 5 10 50 100

FIG. 7. Spectral gap A, of a three-dimensional hypercube as a function of (a) the power-law exponent « € [0, 3), (b) the power-law
exponent « € (3, 5), and (c) the system size n = N'/3, i.e., the number of vertices along each dimension in the hypercube graph. Data points
correspond to exact numeric results, while solid curves represent the asymptotic results in Eq. (11) of the main text, with the constants ‘KISIZ
defined in Table II; see Egs. (A19) and (A20).

: @ ® - ©
1.04 0.08, S
Numeric, n=40 "
038 0.06F * ¢ 0. 1068 ..
= Asymptotics ’ 2
0.6 .

0.04
@=0.5

0.4 0010y @
& Numeric, n=40 B a=45
oak _ 0.02 A a=475
= Asymptotics 0.001 F Q=50 e— Asymptotics
L L n o a - . + - n
1 2 3 4 5 10 50 100

FIG. 8. Spectral gap A, of a four-dimensional hypercube as a function of (a) the power-law exponent « € [0, 4), (b) the power-law
exponent « € (4, 6), and (c) the system size n = N'/4, i.e., the number of vertices along each dimension in the hypercube graph. Data points
correspond to exact numeric results, while solid curves represent the asymptotic results in Eq. (11) of the main text, with the constants %@S{z
defined in Table II; see Egs. (A21) and (A22).
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TABLE 1. Asymptotic scaling of the (unscaled) spectral gap &,, the largest eigenenergy Ea(l;max) for normalization, and the energy
shift kg = g9 + &, (6). Results are reported for d € [1,4] and o < d + 2 to leading-order in N, with subdominant contributions of order
O(N'~1/d4-a/d) being neglected. For compactness, we introduced the following N-independent function: i, (z) = E, (inz) + E,(—imz), where
E, (x) is the exponential integral function. Note that ¢ (s), I'(s) and ,F;(a; b; z) denote the Riemann ¢ function, I' function, and generalized
hypergeometric function, respectively. For a > d + 2 the well-established asymptotic scaling of the gap 8, ~ N~2/¢ is recovered and is not
reported in this table.

Dimensiond =1 a<3

Unscaled spectral gap:

80 A —ko + 20 (cr) + 2% ' sin (’T;)r(l —a)N'™ (A3)

Largest eigenenergy:

Eulknax) & —g0 + (277 = 2)¢ (@) (A4)

Constant energy shift:

—Z Nl (A5)

ko~ 20 0) + ——

Dimensiond = 2 a<4 (x#1)

Unscaled spectral gap:
— —Q T[z
2 1F2<2T; 3 47?—7)
(¢—2)(ax—1)

0o ~ —ko+4L(x— 1) —

2K 1(2) — 2271 IC, 1 (1
+ 1( ) l( ) Nl—oz/2 (A6)
(@ —1)
Largest eigenenergy:
Eallmax) ~ =50 + (27 — )¢ (@ — 1) (A7)
Constant energy shift:
_ 2a+1 a2
~ 4 -1 — N ¢ A8
Ko AT = Dt e (A8)
Dimensiond = 3 a<5 (x#1,2)

Unscaled spectral gap:

2% 1F2<3fTa; %, 5%“;—%2)
(@ =3)a—=2)a—-1)

8o = —ko + 45 (@ —2) + 20 () + | —

+2°‘ICO,,2(1) — 4y 2(2) — 2°71337KC, »(3) YT (A9)
(¢ = 2)(e — 1)
Largest eigenenergy:
Ealkma) ~ —e0 + (277 = 4)¢(@ = 2) + (27 = 2)¢ (@) (A10)

Constant energy shift:

N 3174(9(2%) = 8(3*) +6%) 1 up
Ko X 4L (o —2) + 28 (o) — @ 3@ DD N (A11)
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TABLE 1. (Continued.)

Dimensiond = 4 a<6 (x#1,2,3)

Unscaled spectral gap:
o l1:2(470(. 1 G%a;_ﬁ>

2 02 4

(@ —4)(ax —3)(a—2)(a—1)

1
80,%—/(0—!—2((01—3)—}—?6{(01—1)—

3277 Kums(1) = 234K 3 (3) — 27 K3 (4)
(@ =3)(a—2)(a—1)

N1-o/ (A12)

Largest eigenenergy:
- 1 1
Eulkmax) ~ —&0 + 5(27_“ -2 (a—3)+ 5(26_" —2Y¢(a — 1) (A13)
Constant energy shift:

4(—267% 427 4 2034 _ 24)
(@—4)@—-3)a—-2)a—1)

Ko ~ 2¢(a—3)+?c(a— - N (ALY

TABLE 1I. Analytic expressions for the constants %,-(:dl),z(a) appearing in the asymptotic scaling of the spectral gap: A, ~ 1 —
‘@”l(d)(oe), o €[0,d), and A, & ‘K;d>(a)N1*"‘/", o € (d,d+2); see Eq. (11) of the main text. For compactness, we introduced the follow-
ing N-independent functions: h(a) = (2> — 4)¢(a), fla) = 2% —8)¢(a — 1), gla) = (257% — 8)¢(a — 2) + (227 — d)¢ (), j(a) =
—37124((2* — 8)¢ (o — 3) +2(2% — 2)¢ (e — 1)), and K, (z) = E,(inz) + E,(—imz), where ¢(s) is the Riemann ¢ function and E,(x) is
the exponential integral function. The notation I'(s) and ,F;(a; b; z) is used to denote the I" function and generalized hypergeometric function,
respectively. Constants ‘5};’1)_2(0:) are exact (asymptotically) for d = 1, and accurate up to a factor C € [1, d*/?] ford = 2,3, 4.

Dimensiond =1 a <1 l<a<3
V(@) = (1 — )7 sin(ra/2)T( —a)  (Al5) () = [za”m_l(“ — Dsin(ra/2T(1 - o) + 20[} (A16)
ha) (@ — 1)
Dimensiond =2 a <2 2<a<4
—o —a ., 7T2
55(2)( )_ 1172(27,%7 47’_7) (5(2)(a): L 2a+l -4 _ 2’Ca71(2)_2a_]lca71(1)
1= 22 ’ f@ | (@=2)@—1 (@—1)
_(05 - 2)Ke12) | (a —ﬁ)’caq(l) (A17) e le(zga; % 4—Ta; _%2>
22 23— 4 - (A18)
(@ —=2)a—1)
Dimensiond =3 a <3 3<a<S5
— ., — ., T[z o — ., — ., 7'[2
Oy B4, 5 -0 X Sy | 2 1B(55 5 55 -0 auc, (1) — 4K, 2)
O = S ey @) =l T e e 2@ =1 -1
( +1) g(a) (@ =3)a—2)(a—1) (@ =2)(a—1)

2 Ky a(1) = 8Ky 2(2) = 372K 2(3)

201339k, ,(3)  3174(9(2%) — 8(3%) + 69)
6(322% + 29 —8) -

(A19) T @—2@-1) " (@-3)a-2)a-1

(A20)
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TABLE IL. (Continued.)

Dimensiond =4 a <4

4<a<6

-2 4—a. 1 6-a._ n2
2 'FZ(T 33 s 4)

@ () = 2
V(@)= T3 5en a0 g 4 300

_34%(a =D (Ka—s(1) — 54 37Ka—3(3))
8(_3 Da+3 + 4 — 43 + 34—a 401)

1
G @) = —

32971 KC,5(1)
(@ —3) (o —2)(a—1)

j@)| (= —=3)a-2)a—1)

a 4.1 6=a. 72
|: 21F2(2,2,2, 4)

67738l 4Ko—3(3) + 128 39/C,_3(4))
(@ =3)a—2)(a—-1)

28(0{ — 4)’(:&73(4) 6—a o a4—a
+ — - 5 —— (A2]) 4(=27% 4 2% 4 293%% — 24) A2
B(—3 2413 4o — 43 4 34 4) (@ —4)(a —3)a—2)a—1) (A2
APPENDIX B: DETAILED DERIVATIONS asymptotic behavior of k to leading order:
OF 8, AND &, (Kmay) 2%
Ko ~ 2¢(a) — 1N T+ OWNT). (B3)
a—

Here, we provide in-depth calculations of the spectral gap
scaling with N, see Appendix A for the final results. For
clarity, we separate the computations according to the hyper-
cubic lattice dimension, with Appendixes B 1-B 4, containing
derivations for the constant energy shift «¢, the unscaled spec-
tral gap 8., and the eigenenergy &, (Kmax) With the largest
magnitude. For our analysis we assume, without loss of gen-
erality, that lattices comprise an even number of sites in each
dimension, such that n = N'/? € {2x|x € N}, and we drop
the o subscript for convenience. Moreover, the Hurwitz ¢
function ¢(n,x) =) - (n+x)~" for Re(n) > 1, and ex-
tended by analytic continuation to other n # 1, will be of
central importance [62]. For future reference, we state its
large-x asymptotic series expansion as follows [63]:

=1 I=n

(. x) ~ % + +OEm,

B1

— (B1)
where 1 # 1 and x > 1. Finally, note that we use the Man-
hattan norm in all the derivations of this section. Refer to
Appendix A for a detailed discussion on this matter.

1. One-dimensional hypercube (d = 1)

Constant energy shift. The energy shift k is expressed as
N/2

>
j=—N/2+1;
J#0
N/2

- 2;j"’ - (%)a

= 2H) — 2°N™*,

Ko =

(B2)

where HIE,’) = Zf’: , 1/i" is the harmonic number of order
r [62]. For a # 1, the harmonic number in Eq. (B2) can
be recast in terms of the Hurwitz and Riemann ¢ functions,
leading to kg = 2¢ (o) — 24 (e, N/2 + 1) —2*N~%. Asymp-
totically ¢ (o, N/2 + 1) =~ ¢ (o, N/2), and we use the series
expansion of the Hurwitz ¢ function, Eq. (B1), to extract the

For o > 1, the N-dependent terms decay as a power-law,
approaching zero for large N, and «( thus tends toward
the real scalar value 2¢(«). In contrast, for o < 1, ko will
scale as ~N!=®. This behavior is depicted in Fig. 9(a),
together with the absolute percentage deviation (APD) of
approximation (B3).

Scaling of § and € (Emax). A rigorous treatment of § and
& (Emax) is provided in the Supplemental Material of Ref. [22].
Following their approach, we recover the asymptotic expres-
sions to leading-order as

o_a—1 _: To 1—a
~ —kKko+ 2¢ () + 2% sin - 'l —oa)N

oo _9; ' .
+2 21: m’(‘z—j)!”(zm)%v—zf,
]:

<c:(]_émax) ~ —&+ (22—(x - 2);(0[),

provided N > 1. The accuracy of these expressions is as-
sessed through a comparison to exact numeric results; see
Fig. 9.

(B4)

2. Two-dimensional hypercube (d = 2)

Constant energy shift. For the two-dimensional hypercubic
lattice, kg is defined as

n/2
ko= YIIIY = D Uil +12h™ (B5)
j#0 Jisja=—n/2+1;
[ 11412170

where |[|...[|[; denotes the Manhattan norm (geodesic/
shortest-path distance), n = N 1/d " and Jj = (ji1, j2). Equa-
tion (B5) can be recast into the following equivalent form:

n/2—1
ko=[1+2"0— D™+ > [4j'7 +4j(n— )™,

j=1

(B6)
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“ (a) O+Ko (b) Ehkmar) +50 (c)
100k —— xo (numeric) e 0702 T Asymptotes 50 100 150 200 250 300
Y - =0.5 ok
01 ‘\ 2((”)7;1“\” ‘ 10 a=0.75 1.0 °
Y ’ APD =125 / 1 R O O O S S S T T T T S T
“ 107 5t & a=25 e ®, 14 f
\ 5
g N 10733 ' ~16f
.
st . ~186
(2
Sao - 1 23456 1 ) ey
L L il L - N
1 2 3 4 5 6

FIG. 9. (a) Comparison of the exact numeric value (solid curve) of «y (B2) with the asymptotic result (B3) (dashed). Inset shows the
absolute percentage deviation, APD = 100 x |(E — A)/E|, of the asymptotic result A from the exact result £ as a function of «. We set
N = 100. (b) Scaling of the spectral gap § (B4) (solid curves) with N, and a comparison to exact numeric results (data points). (c) A comparison
between analytic (B4) (solid curves) and exact numeric results (data points) for £ (imax). In both (b) and (c) dashed horizontal lines represent
the case of nearest-neighbor hopping (¢« — 00).

which is amenable to an asymptotic analysis. The leading-order contribution of the first term is O(n!~%). To understand the
limiting behavior of the second term of Eq. (B6) as n — oo, we express the summations in terms of the Hurwitz ¢ function
¢ (n, x), and then use the asymptotic series expansion of Eq. (B1). After some algebra, we obtain

n/2—1 oo 0 o
Do ajle =4 =4 (4 n/2) T =40 — D)= 40(a — 1,n/2) AL (e — 1)= 20" — ———n> " + O(n™®),
B7)
n/2—1 n—1
Do 4in—H =4 Y [nj = =4n[z<a 24 1) — ¢ n)} —4[:(0: ~104 1) — a1 n)]
: . 2 ’ 2 ’
j=1 j=n/2+1
_ 2% —3)+4 , -
%201 l—« 2—a O oy B8
"t e—oe-n” T (B9
Substituting the results of Egs. (B7) and (BS8) into Eq. (B6) leads to
bl — 1)+ —2= 2 +0(m'™) (B9)
~ 4 (o — T —— .
A @-2@-D" "

As observed for the one-dimensional case in Appendix B 1, there are two important regimes: (i) When « < 2, the n-dependent
term dominates such that kg ~ n>~%, and (ii) for @ > 2, ky is approximated by the real constant 4¢ (@ — 1). Due to the suppression
of contributions from the terms scaling as ~n*, x < 0, this approximation improves as n becomes larger. The accuracy of the
asymptotic result (B9) is assessed in Fig. 10(a).

Scaling of § and € (Emax ). By definition, the unscaled spectral gap is

n/2
> =2 2« . . N—a .
§=—ro+ Y _costk- D/IJIIY =—ko+ Y (i1l + Lj2l)™ cos 2 ji /), (B10)
j#0 J.jp=—n/2+1;
Lj1l+1721#0
0 (@ oo (0)  tkar+eo (c)
1000 ,\‘ — () (numcricj . - Z i?? — Asymptotics 2‘0 4‘0 6‘0 8‘0 160 n
500 f “ 4(a-1)+ D M”“‘ 50t a=1.5 1k
\‘ APD a=2.1
=3.
100+ \‘ 0.05 10k a=3.5 b
so0p s 5 e e
A 0.025 4
A
\;~ A -3r
10 .. 5 4 5 3 @ 0.5F o
L i, S S “ g n B i
2 4 6 8

FIG. 10. (a) Comparison of the exact numeric value (solid curve) of ko (BS) with the asymptotic result (B9) (dashed). Inset shows the
absolute percentage deviation, APD = 100 x |(E — A)/E|, of the asymptotic result A from the exact result E as a function of «. We set
n = N4 = 40. (b) Scaling of the spectral gap 8 (A6) (solid curves) with n, and a comparison to exact numeric results (data points). (c) A
comparison between analytic (A7) (solid curves) and exact numeric results (data points) for £ (l?max). In panels (b) and (c) dashed horizontal
lines represent the case of nearest-neighbor hopping (¢ — ©0).
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which can be written in the equivalent form:

5= ot 4 % cos (27 ji/n) 2%} +2§( +]2)a+ f COS(Z‘ﬂjl/n) B "2/2: cos.(27tj’11/z)
Jroi=1 Gy jr=1 j=1 [y, SETRR VL ey SN (V)
J17#0 J17#0
n/2
~ =g +A(@) +4 Y cos i /m)(i + o) + O ™). (B11)
Juj2=1

()

Simplification was performed by noting that the final two terms, treated in the one-dimensional case, give 2¢ () and terms of
order n'~®. Now, focusing on the term denoted by (x) in Eq. (B11), we recast the summation exactly as

n/2 n/2
(x)=4 Y cosQmji/m(ji + j2) " =4 cos @ ji/mlt (e, ji+1) = ¢, ji+n/2+ D] (B12)
ji =1 Ji=l

To evaluate the finite sum (B12) containing the Hurwitz ¢ functions, we approximate it in terms of an integral and subsequently
use the machinery of calculus to extract the asymptotic result. For this purpose, we implement the Euler—Maclaurin formula

Lp/2]

By
Z flh) = / f(x)dx+—[f(a) QIR Z 201 (D) — fH* V(@) + Ry, (B13)
k=a+1

where a, b are natural numbers and f : R — R is a continuous function for real k € [a, b]. Provided f (k) is p times continuously
differentiable on the interval [a, b] for p € Z7, the difference between the summation and integral depends on terms containing
the k-th Bernoulli number, By, as well as the error term R),. Disregarding the error terms, which we later numerically show to
have negligible impact on the final results, see Fig. 10(b), the summation of Eq. (B12) is approximated as
n/2 n/2
F)~4dt(a—1)—4¢(x) + 4/ dx cosQmx/n)¢ (o, x + 1) — 4/ dx cosQRmx/n)¢ (o, x +n/2+1). (B14)
0 0

Performing a change of variable x — ny/2, followed by a series expansion of the Hurwitz ¢ function (B1), Eq. (B14) simplifies
to

o

1 1
] |:/ dy cos(my)y' ™% — / dy cos(my) (y + 1)1“i|n2°‘ +0Om'™), (B15)
— 0 0

(*)&’4§(a—1)—4§(a)+a

where only leading-order terms are explicitly written. The integrals (B15) can be computed analytically, and written in terms of
the generalized hypergeometric function ,F,(a; b; z) [62] and the exponential integral function E,(x) [62] as

, for o <2, (B16)

1 B(l—9 1o o =
—w 12
fdy Cos(ny)y1 = — ( 202 — 2 4)
0

1 1
f dy cos(my) (y + 1) = =5 [Eamt (i) + Eae (i) — 27 E, 1(=2im) + Eq—1(2im)}]. (B17)
0

For the first integral we require « < 2 to ensure convergence. This restriction on the range of « is not problematic, since the
O(n>~*) term of Eq. (B15), to which the integrals are a prefactor, is asymptotically suppressed when o > 2 and the term (k)
tends to the constant 4¢ (o« — 1) — 4¢ (). Thus, in the regime where the O(n>~*) term is dominant, the integral is guaranteed to
converge. Finally, Eq. (B15), together with the intregrals (B16) and (B17), is substituted back into Eq. (B11) to give the scaling
of 8, see Eq. (A6). This asymptotic result is in close agreement with exact numeric results for large n; see Fig. 10(b).

To determine the scaling of £ (I;max), we start with the definition

n/2
E(kmax) = =20 + Y _ cos(kmax - D/IJIIF =—e0+ Y (Lt +1j2])"* cos G ji + 7 jo). (B18)
j#0 Jija=—n/2+1;
[711+1217#0

Since j; + j» € Z, we perform the replacement cos(r j; + 7 j») — (—1)/"*72 and shift the summation indices such that the
absolute values may be dropped. After some algebra, we arrive at

n/2 n/2 n/2—1 n/2—1
Ehma) = =0+ Y (=G4 +2) 3 (=D 2Gi+ )+ D (DG + ) (B19)
J1:72=0; J1=0 jx=1 Juj2=1
J1+i2#0
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The second term of Eq. (B19) can be recast in terms of two summations, each running over a single summation index:

n/2 n/2 n/2
DTG4 ) =) =G+ DY (= A DT T R (227 = D — D+ Q7 = 1D (@),
J1:j2=0; j=l1 j=1
Ji+j2#0
(B20)
where the final step assumes n >> 1. The third term (B19) can be treated similarly. To leading-order, we find
n/2 n/2—1 ( 1)/] - n/2—1 n/2—1 '
Z Z = Z =1 +2( ) (- 1)””( -~ 1) +2 ) = =1
— — Ui+ S 2 —
]7 j=
n—1
= (27 = 2)¢ (a0 — 1)+ (=12 (2%n' ™ —2"Fn7*) 42 Z Y=Y m—j) (B2
j=n/2+1
~ 27 =)@ — D+ 0@, (B22)

where the second term of line (B21) is sub-leading-order, and the third term is negligible when 7 is large. The latter statement
can be verified by writing the summation explicitly in terms of Hurwitz ¢ functions, ¢ (7, x), yielding

j 2-am n 1 n ixn n 1
2 E (-1yYyn—j=2 [{(a—l,z—i—z)—{(a—l,z—i—l)—ke {{(a—l—)—{( §+§>
Jj=n/2+1
n 1 n n 1 n n | B3
_—§< >+ §< 2+§> —§§<a,z+§>+§§<a,z+>- (B23)

Now, note that n/4 +1/2~n/4+1 and n/2 ~n/2+ 1/2 for large n. This implies that, asymptotically, ¢{(n, 7 + %) ~
¢, 3+ Dand¢(n,5)~ ¢, 5+ %) for both n = o« and n = o — 1, and the entire summation tends to zero in large-n limit.
Determining the asymptotic behavior of the final term of Eq. (B19) follows the procedure taken in Eq. (B20). We simply state
the result as

n/2—1

DTG+ ) A Q7 = Dia — 1) = 217 = DE(@). (B24)

Jrj2=1
Substituting Egs. (B20), (B22), and (B24) into Eq. (B19), we recover the asymptotic result (A7), provided in Table I. Figure 10(c)
provides an assessment of the accuracy of this asymptotic result for &9 = 0 and a range of « values.

3. Three-dimensional hypercube (d = 3)

Constant energy shift. In hypercubic lattices of three dimensions, ko may be treated via an expansion into a series of
summations, followed by various approximations and simplifications. Recalling that ||...||; denotes the Manhattan norm,
n=N'3and j = (ji, j2, j3), the definition of the energy i leads to

n/2 n/2—1 n/2—1 —a
2« . . . n—a . . . —a . . n
ko= L= > Uil+ll+1aD =8 Y G+t +12 Y (11 +]2+§)
j#0 Jiojasjz=—n/2+1; Jisjasja=1 Jinja=1

[jtl+121+1731#0
n/2—1 n/2—1 n/2—1 n —a n/2—1

+12 ) i) +6 Y GiAm ™ +12 ) (j1 + 5) +6 > (U +0m™). (B2
Ji.j2=1 J1=1 Ji=1 Ji=1

We proceed by performing an asymptotic expansion of each term in Eq. (B25) independently, after which we combine the results
to obtain the scaling of ko (A11). Starting with the first term in Eq. (B25), we reformulate the triple summation over indices j,
J» and j3 as a collection of summations with single indices:

n/2—1 n/2+1 n/2+n/4
8 Y (i+h+i) =4 (G-DG-2i+ > [-8j*+12jn—3n(n+2)+8]j™
Jirjasja=1 j=1 Jj=n/2+2

(a) (c)
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n/2—1

3 —
+4Zj<j+1>[7”—j—2}

J=1

(b)

n/2+n/4-3 3n —a
+ Yy [6(2j+3)n—8(j+1)(j+3)—3n2]|:7—j—2i| . (B26)
j=n/2

(d)

Note that the summation upper bounds in (c) and (d) contain the fraction n/4. For convenience, we hereafter assume that
mod(n, 4) = 0, where mod is the standard modulo operation giving the remainder on division of n by 4. In the limit of large n,
our results apply to lattices with any number of sites. Now, terms (a) and (c) can be rewritten exactly in terms of the difference
of infinite sums, giving expressions in terms of the Hurwitz ¢ function ¢ (7, x) and Riemann ¢ function ¢ (7). After some algebra,
these terms exhibit the following asymptotic behavior:

(a):—4[§<a—2,g+2> —3;<a—1,g+2>+2g<a,g+2> —§(a—2)+3§(a—1)—2§(a)]

2Ga—7) ., 2 'a-8) ,, 2¢7
N B I 2

3—«a —1—«a
a—1 a—2 a—3" +0( )

~4g(a —2) — 12¢(a — 1) + 8¢ () — 2%~ +

(B27)
n 3n n 3n
(c):—8{(a—2,§+2> +8§<a—2,Z+1) +12n§<a—1,§+2> —12n{<a—1,Z+1>

n 3n

— @Bnn+2)— 8)|:§<ot, - +2> — C(ot, —+ 1)i|
2 4
AN a o a7 a—22—a o _ o _

~ 2a+23—a(3a _ 2a)n—o( + ('5) [3 2 (O[ 3) +3 (7 30[)]”1—0( _ 2 3 (3 2 23 )(O[ 7)n2—a
a—1 o—1
a—32—a o _ _ o _
n 20723744 3% a —4)(a+ 1) — 9 2%« S)a]n37a —i—(’)(n*l*”‘). (B28)

(@ =3)(a—=2)(a—-1)

To evaluate terms (b) and (d) of Eq. (B26) we shift the summation indices, such that the denominator undergoes the
transformation [37" — j—2]7% — j 7. In their new form, summations (») and (d) can be written as the differences of the
Hurwitz ¢ function infinite summations. Applying this, we find the asymptotic expansions

3n/2-3
(by= Y (2j—3n+2)2j—3n+4);"
j=n—1
3n 3n
= _4;(a—2, > —2> +4c@—2,n— 1)+ 12(n — 1);<a -1 —2>

—12n— 1) (e —1,n—1)+ 3n—4)(3n — 2)[§(a,n —1)— ;(a, 37n - 2>i|

—a R _ a+2 —oRo _ _ _ a+1
~ 2% 3703 _ peyp 373“Ba — 11)+ 32 ]nl_“—i— 37¢3% — 10)(a — 5) =27 2%F] ,_,
a—1 2 =2) (e —1)
3730 — 9o +26) — 27 2%) 5, ew
@321 %+ O ), (B29)
n—2
d) = Z [—8j% + 12jn —3n(n+2) + 8] * = —8{(0[—2,3—’14- 1) +8(—2,n—1)+ 1211{(0{— 1, 3_n+ 1)
J=3n/44+1 4 4
—R2n¢(a—1,n—1)— Bnn+2)— 8)|:§(a, %Tn + 1) —¢(a,n— 1)]
~ 2234 (4e 3 37M3*Ba — 11) — 34%(a — 3)]111"" n 373 4% a —7) — 2 3%(ax — 13)] e
a—1 4o —1)
—a o _ _ a2
379 4% (@ — S)a — 8 3%(« 9a+2)]n3_°‘ +Om), (B30)

8(a — 3)(a — 2)(a — 1)
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Combing the results of Eqs. (B27)-(B30), we arrive at an asymptotic expression for the first term of Eq. (B25):

n/2—1 1—
e N B 37927 83" 46%) 4, -
8 ) Gititin™ 4@ —2) =120~ D+8@) - mmgra—sre—n ™ £ 0, (B3D)

Jisj2.j3=1

where we keep only leading-order terms in n and constants. Determining the large-n behavior of the remaining terms in Eq. (B25)
is more straightforward. For the second term we find

n/2—1 n/2 n/2-2

—a — 3 —a
23 <j1+j2+g> =122<j—1)(j+f) +12;j(7”—j—1)

J12=1 J=1

=12 Ly nana (1= S 1
et 3 )t (3]

|
B —I—C(oe —1, g) —fa—1,n+1)— §(n+2)|:§(ot, g) — (o n+ 1)H

2zx+13170t(3ot _ 3) | 31704(9 20 83« 4 601) )
X — “ 4+ Om™Y). B32
o—1 " @—2a-1 " ToweT (B32)

[\

~

Since the leading-order contribution scales as ~n°~%, see Eq. (B31), the result above indicates that the contribution of the second

term to ko, see Eq. (B25), is negligible for n >> 1. We can determine the asymptotic behavior of the third term in Eq. (B25)
following a similar sequence of steps:

n/2—1 n/2 n—2
123 G+ =12) G-Dj*+12 > m—j-1);™
Jisj2=1 Jj=1 j=n/2+1

—12[2{(0{—1,%—}-1)—{(0{—1,n—1)—n§<ot,g—i—l)—l-(n—1)§(a,n—l)—§(a—l)+§(a):|

%

12¢(a — 1) — 120 () + inm + 6" ~2) 2= + O(m™). (B33)

oa—1 (a—=2)a—1)
Crucially, the expansion contains two n-independent terms, which will contribute to the value of k) when @ > 3. The dominant n-
dependent term in the expansion scales as ~n>~¢, inferring that the contribution will be sub-leading-order in the final expansion.
The final three terms in Eq. (B25) can each be directly reformulated in terms of the difference of two appropriate infinite sums.
This allows us to express the summations in terms of the well-known Hurwitz ¢ function, and expand using the asymptotic result
of Eq. (B1), as before. The calculations are summarized as follows:

e > 6 i 3\ ¢ 3n
= -6 1+ =) =6l(a,n+1)—6¢(a, =
; G Z;)(jl+n+1)a 2)(11+ 2) Cla,n+1) ;<a 2)
J1= J1=! ji=
l—a o _ ay,,l—o
L3233 —32%n T B34)
a—1
n/2—1 n —a o) n — 00
122(j1+§> =12 Z<j1+§+1> =Y G+
Ji=1 J1=0 J1=0
B 12[4 (“’ it 1) — (e, n>] ~ D o), (B35)
2 a—1
n/2—1 oo 00 n —a n 62a—1
- c - . " — . i P _ l—a -
6 g () —6;@1) 6jIZ:0<]1+ 2) 6¢ (@) 6¢<a, 2) 6¢(e) = ——n'" + O™, (B36)

The scaling n' = is sub-leading-order in all of the above expressions. We therefore disregard these subdominant contributions in
the full expansion of k where the leading-order contribution scales as ~n*~%. Finally, combining Eqs. (B31)—(B36), the energy
Ko (B25) takes the form

N 3@ 2w — 8 3% 4 67) , ey
Ko 4L (a —2) + 20 (a) — @@ _2@_D % 4+ 0%, (B37)
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FIG. 11. (a) Comparison of the exact numeric value (solid curve) of ko (B25) with the asymptotic result (B37) (dashed). Inset shows
the absolute percentage deviation, APD = 100 x |(E — A)/E|, of the asymptotic result A from the exact result E as a function of «. We set
n = N3 =32. (b) Scaling of the spectral gap § (A9) (solid curves) with n, and a comparison to exact numeric results (data points). (c) A
comparison between analytic (A10) (solid curves) and exact numeric results (data points) for £ (%max). In both (b) and (c) dashed horizontal
lines represent the case of nearest-neighbor hopping (¢ — ©0).

as reported in Table 1. For o < 3, ko ~ n3~%, meanwhile  is well-approximated by the a-dependent constant 4¢ (o — 2) +

2¢(a) in the regime o > 3. Figure 11(a) provides an indication of how well the asymptotics of Eq. (B37) describe «y, even for
comparatively small n.

Scaling of § and € (Kmay). For three spatial dimensions, the (unnormalized) spectral gap is given by

n/2
§=—ro+ Y coski- D/ =—ko+ Y (il + L2l + ljaD) ™ cos 2 ji /). (B38)
Jj#0 Juyjasjz=—n/241;
[jil+1i2 113170

Omitting intermediate steps, we shift the summation indices in Eq. (B38) such that j; € Z > 0 fori = 1, 2, 3, leading to

n/2—1
8= —ko+120( — 1) = 6£(@) +8 Y cosQmji/m)(ji + jo + j3) ™ + O*™). (B39)

Jisj2sj3=1

(%)

A complete understanding of the scaling requires an asymptotic analysis of the term denoted by (). Since the argument of the
cosine is independent of j;_» 3, we can compute

n/2—1 n/2 n/2-2
DG+ =) G-DG+iD "+ Y ja—1—j+j)™
J2.J3=1 j=1 j=1

ZC(Oé—1,1'1+2)—(jl+1)§(Oé,jl+2)—2§<0l—1,j1+g+1>+§(0!—1,j1+n—1)

+@2j +n)¢ (ot,jl + g + 1) —(i+n—D¢(a, j1 +n—1). (B40)

Evidently, Egs. (B39) and (B40) lead to

= 27 jy . . . . n .
(x)=8 )" COS<T>[C(0!— Lji+2) = (i + Dé(a, ji +2)—2§<a— L, Ji +§+1> +ila—1ji+n=1)
ji=1
+ @2 +n)§<a,j1 + g + 1) — (i +n=D(a, ji+n— 1)] (B41)

The scaling analysis is identical for each term of the above expression, therefore we simply state the steps, followed by the
results for the six terms. As in the two-dimensional case, see Appendix B 2, we first approximate the summation by an integral
using the Euler-Maclaurin formula (B13). Disregarding the error terms, we perform a change of variable j, — ny/2, followed
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by the Hurwitz ¢ series expansion (B1). With some algebra, we obtain the six asymptotic results, written to leading-order in n:

n/2—1

o 1
8 Z ( );(a —1,1+2) ~8(x—2)—8c(x—1) + - 2 U dy cos(rry) y2“i|n3a, (B42a)
Ji1=1 -2 0

n/2—1

: o 1
~8 3" cos (ﬂ)(jl 4 1@, i +2) ~ —4¢ (o — 2) — 4¢ (e — 1)+ 8¢ (@) — — U dy cos(y) y“]n“,
n o — 0

1

=1

(B42b)
n/2—1 a+l 1
. o . n ~ 2—a |, 3—a B42
16}21 He(a—tii+3+1)~ -2 [ dy costey) v+ 1P [, (B42¢)
1
n/2—1 o 1
_ _ ~ 2 2—a |, 3—«a
8 Z cos| — J¢(a—1,j1+n—1) dy cos(my) (y + 2) n Y, (B424d)
=l oa—2 0
n/2—1 2a+1 1
5y cos( )(211 -y (a fan 1) [ / dy cos(ry) (v + 1>“]n“, (B42e)
=l 2 a—1 0
n/2—1 . 1
2 2¢
-8 Z cos <—]l>(jl +n—1¢(@, ji4+n—1)~— [/ dy cos(y) (y+2)2_“:|n3_°‘. (B42f)
e n a—11Jo
The integrals (B42), contributing to the a-dependent prefactors of the O(n*~%) terms, are computed exactly, with
! B(3_el s _a =
/ dy cos(my) y* % = — ! 2(2 2022 27 4 ), for o <3, (B43a)
0 a—3
1
/ dy cos(my) (v + 1™ = =27 Kyoa(1) + 27" Ka2(2), (B43b)
0
1
/ dy cos(my) (y +2)*7% = 227K, »(2) — 271337 K, 5 (3). (B43c)
0

Here we use the compact notation K,(z) = E,(inz) + E,(—inz), with E,(%inz) the exponential integral function [62].
Substituting the asymptotic results (B42), together with the prefactors (B43), into Eq. (B41) leads to

N 2B (5% 5, 5% =) 29K (1) — 4Ke 2(2) — 2971370, 5(3)] 5
(*)~4g(a—2)—12;(a—1)+8§(a)—[ - Da-2a-1 @—Da—D n

(B44)
Finally, by replacing the term denoted by (x) in Eq. (B39) by the above expression, we determine the scaling of the spectral gap;
see Eq. (A9). Refer to Fig. 11(b) for a comparison of this asymptotic result (A9) to exact numeric results.
The final quantity to evaluate is € (kp,x ). We start from the definition

n/2
Ekmax) = —£0 + »_ cos(kmax - D/ = —&0 + D il + 12l + 173D ™ cos (rji + 7 jo + 7 j3). (B45)
j#0 1.2, j3=—n/2+1;
\11\+\le+|/3|¢0

Noting that cos(r j; + 7 jo + 7 j3) = (=1)' 245 for j + j, + j3 € Z, we expand Eq. (B45):

n/2 n/2—1
Ehma) = =0+ D i+ ja+ ) (=D 4 3" (4 o+ ja) (=1
Ji.J2,73=0; Jisj2.j3=1
Jitia+i3#0
n/2 n/2—1 n/2 n/2—1
330 D G+t =D 33N (4 o+ jy) (=1 R, (B46)
J1,J2=0 j3=1 J1=0 j2,j3=1
A

To analytically extract the scaling, we express the first and second term of Eq. (B46) as a series of summations that contain only
a single summation index. An identical strategy is implemented in the treatment of two-dimensional hypercubic lattices, see
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Appendix B 2. We obtain

n/2 S n/2 n/2+1 1 3n —a
Yo G+ h+ i) (=)= (DO 4 3 4 20 > S (DM 1)(7 —x+ 1)
JisJ2,j3=0; x=1 x=1
Ji+j2+j3#0
el n 1 n e
+ Z (=12 [—xz +ox g(” +2)(n + 4)} (5 +x) , (B47)
x=1

and similarly for the second term of Eq. (B46). From the more transparent structure of Eq. (B47), it is possible to derive the
asymptotic results

n/2

D Uit i+ i) (=D A (22-“ - %)g(a —2)+ (3 2l ;)g(a D+ Q"= (@),  (B4Y)

J1.02:73=0;
Jitja+j3#0

n/2—1
L 1 3
D0 G+ jat i) (=)t (22—“ - E);(a -2)— (3 2l — 5)g(a - D+ Q2" = Di(a). (B49)
Jisj2.J3=1
In fact, this asymptotic behavior comes solely from the first term of Eq. (B47), since the other terms tend toward zero for

an increasing number of lattice sites n. See, for example, the calculation of Eq. (B23) for the two-dimensional lattice and the
discussion thereof. Now, we reformulate the final two terms of Eq. (B46), denoted by A, as

n/2—1 n/2
A=3 ; X~ (—1)x(x+1)+§§x_ (—=1)x(x—1)+C, (B50)

where C — 0 for large n. As a result, A can be approximated by
A~ =327°[2% = 8)¢ (¢ —2) +i"(a+ D)], (B51)
with a =2¢(a —2,7) —4¢(a =2, 7 + %) +20(e—2,5+1) and b=¢(a—1,7) —¢(a—1,7+1). As argued in Ap-

pendix B 2, for very large n, we have that n/4 ~ n/4 + 1/2 ~ n/4 + 1. Asymptotically, the second term of Eq. (B51) then goes
to zero, such that 4 ~ (3 237 — 3)¢ (a — 2). Substituting the asymptotic results (B48), (B49) and A into the expression (B46)

for £ (%max), we get
E(Kmax) & —0 + 277 — )¢ (@ — 2) + (277 — 2)¢ (). (B52)

In Fig. 11(c) we demonstrate that this asymptotic result (B52) captures the true behavior of the largest eigenenergy well.

4. Four-dimensional hypercube (d = 4)

Constant energy shift. From the definition of «xy we write

n/2
o=y 1/II7lIf = D AR AR AR AP
70 JisJasJs,ja=—n/2+1;

[j1l+12l+ 131+ jal#0

n/2—1 n/2—1 —a
. N
=16 Y Gith+j+iD " +32 ) J1+12+J3+—>

JisJ2:J3, ja=1 JisJ2,J3=1 2
n/2—1 n/2—1 n —
+32 Z Gr+ ja+J3) 7 +48 Z (jl +i+ 5)
Jisj2sjz=1 Jisi2=1
n/2—1 n/2—1 n/2—1 3n —
. C—a . . —a .
+24 Z Gh+ j2) ™% +24 Z i+ jo+n)" +8 Z (11 +7>
Jisj2=1 Jioj2=1 ji=l1
n/2—1 n/2—1 N\ n/2—1
+24 Z (i+n)™+24 Z (j1 + 5) +38 Z (D™ +0m™), (B53)
=1 J1=1 h=1
where || ...||; denotes the Manhattan norm, n = N'/* is the number of sites in each dimension and j = (ji, j2, j3, j4). The

expansion (B53) can be treated on a term-by-term basis. Hereafter, we assume n > 14 for convenience. This does not impact on
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the validity of the asymptotic result, since we are only interested in the scaling behavior at large n. With this assumption, we
expand the first term of Eq. (B53):

”f‘ 16 . ””Z” G=3G =20 -1 +”§ JG+DG+2)
i Uit a4 ja)” et 6j¢ =1 6(=j +2n—=3)
1.14:,1" :
(a) )
n/2=2 (.3 2(n _ 4 ﬁ_s n(p2 9
+lz( J +.](2 )+](4 )+24(n ))
2 j=1 (] + % + 2)
(c)
nf2=3 (.3 | o0n (2 —3)+ 22 —4
+%§:(1+ﬂ(2 J+il5 =3+ 50 D}. (Bs4)
p (-i+3%-2)

(d)

After some manipulation, terms (a)—(d) can be rewritten exactly in terms of the differences of infinite sums. These infinite sums
have the structure of either the Hurwitz ¢ function ¢ (1, x) or the Riemann ¢ function ¢ (n), offering further simplification. The
asymptotic behavior is then extracted by applying the series expansion of Eq. (B1). After some algebra, term (a) of Eq. (B54)

exhibits the following asymptotic behavior:
(@) 20 ys) ! 3.0 45) - U L2 et 43) 4t —3) — @ —2)
a) = o—2, = —=C|la—3,= ——la—-1, = o, — (¢ —3)—¢(a —
¢ 2 6§ 2 6 ¢ 2 ¢ 2 6§ ¢

11
+FC(<¥— 1)—§(Ol)]

tl@—3) e —1) 203023 — ) ,_,  2°°Ga—17) ,
S e S L v 3a—2)
2 S —15) 5, 205, By
- —3(0[ -3 Y — —3(04 — 4)n + On™). (B55)

Similarly, we determine the asymptotics of the remaining three terms as

T (—jt2m=3)(—j+2m—2)(—j+2n— D

by= > :

j=3n/2-2
1 3n 3n
:6[—;(&—3,7—2)+§(a—3,2n—3)+6(n—l)|:§<ot—2,7—2>—;(a—2,2n—3):|

—(12(n —2)n+ 11)[{(04 -1, 37’1 —2) — (o — 1,2n—3)1|

+2(n— 1)2n —3)2n — 1)[; <a, 37" - 2> — (a,2n — 3)}]
2733l gl la — 47) + 16 3““]n1_a N 2-a=33-¢=11176 3% — 3 4%({a — 14}a + 57)] .

a—1 (¢ —2)(a—1)
[4% (rf(cr — 42)c +407) — 1518) + 51237 ] o [4%(af(or — 18)a + 143} — 510) +51237] , .
204530+ (¢ — 3)(ar — 2)(at — 1) " 3D e _a_1n " o
(B56)
() = Z 11‘“[@—3)(]‘—3—2) = (j— E—2>3+ <2—4>(j—f—2>2+l(n2—4)}
) 4 2 2 2 2 24

=%[C(a—S,n+1)—é’<a—3,g+3>}+(n+1)[§<a—2,g+3>—C(“—z»”"‘l)}

—%(n(n+4)— 1)[{(&—1,%4—3) — (o — 1,n+1)] +é(n(n+2)(n—|—4)— 12)[{(&,%—}-3) —;(a,n+l):|

L N127— 149a =232 438] |, [2@((@ — 18) +47) + 18) — da = 5)(@ = 13 +6)] .,
~ 24(0 — 1) " 96(cr — 3)(@ — 2)(@ — 1) "
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[6® — 4600 — 2%(a — 5)(Be — 5) + 56]

1 . [=8(a =T —2)a + 2% — 5)((¢ — Do +6) +96] ,_,
n + n

24(a — 2)(@ — 1) 96(cr — 4) (o — 3) (o — 2)(ax — 1)
+O0®n™), (B57)
3n/2-3 2 3 2

I I - Y (PO LS N (U L LAY BRI L

(d)—szZle] [(4 3)( i3 2) ( i+3 2) +<2 4)( i+ 5 2) + 57 4)}

1 3n 3n
:§|:§(a—3,n+l)—§<ot—3,7—2)j|—(2n—1)|:§(ot—2,n+l)—§<ot—2,7—2>i|

N (n — 1);511—}- DI:C(a—l,n—f— 1)_{((1_1’ 3;_2)}_(}1@(11}1 — 61)2— 20) + 12) |:§(a,n+ 1y ;(a, Z%n B 2)]

L3230 = 19) 42747 )], 3B 2@~ 1)@ = 3) 23" (@~ 5)Ba —8)] 5.,
~ 8 —1) " 8(a —2)(@ —1)
L33 @ = S) (@ — 13)a +6) 4 27(222 — (e — 4o + 40T 4,
32(x — 3)(x —2)(x — 1)
L 3B 3 (e = e — 2)a +60) — 3 2%(a(e — 18)a + 143) 4 138)]
3 —4)@ —3)a@ —2)(@—1)

+O0n™). (B58)

Combining the results of Eqgs. (B55)-(B58) up to O(n*~%), which is the first sub-leading-order contribution to k) when d = 4,
we find

n/2—1
8¢(a — 3) + 88 (ar — 1
16 3 Gititist i~ SO IERETD 60— 2) 4 (@)
Jisj2sJz,ja=1

L (BU(=32vF 447 —64)+814Y)
2023 (o — 4) (o — 3) (o — 2)(x — l)n

e (B59)

Moreover, it can be checked that the second term appearing in Eq. (B53) is O(n*~*) and has no constants, i.e., no n-independent
terms. Therefore, its contribution can immediately be neglected in our asymptotic analysis. For the third term, see Eq. (B53), we
already derived the asymptotic expression in Appendix B 3. We therefore multiply Eq. (B31) by 4 to obtain
n/2—1
323 G+ A 16¢(a —2) — 480 (@ — 1) +32¢ (@) —

JisJ2.j3=1

22317¢(9 2% — 8 3% 4 6%) e

o> B60
@—Ha—2@—Dn " T B

Likewise, the large-n asymptotic behavior of the fourth and fifth terms of Eq. (B53) is determined by Eqs. (B32) and (B33), up
to a constant prefactor. We simply state the results below, refering the reader back to Eqs. (B32) and (B33) for further details:

n/2—1

n —o 2a+33l—a(3a _ 3) 22 31—a(9 29 83« 4 60:)
48 . . ” ~ l—a 2 —a O B61
j12;1<11+12+2) e Y P s +0m™),  (B6l)
m2-1 24 122« —2)
24 i1+ o) A 240 (a0 — 1) — 24 gty T Y e ey, B62
D Gt Clo = 1) = 248 @)+ o' o =+ O (B62)

Jisj2=1

In Eq. (B53) the sixth term can be treated similarly, such that

n/2—1 n/2 n/2—2
24 3 (it p+m =24 (G-DG+m T +24 Y j@n—j— 1)
Jij2=1 j=1 j=1

:24|:3n§(<x,37n+1)—2§(a—1,37”+1)+§'(ot—1,n)+§(oz—1,2n—1)—(n+1)§(a,n)

+ 1 —-2n)¢(a,2n — 1)+n_“:|

323¢(2* —2) 1 2%-e3l-e[2 3%(2% 4 4) — 9 4] e
N —— Tl —o —a B
o nY 4+ « D@D +O0m™). (B63)

043020-20



OPTIMAL SPATIAL SEARCHES WITH LONG-RANGE ... PHYSICAL REVIEW RESEARCH 7, 043020 (2025)

o (@) ‘i*KU (b) &kt ()
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N 0 (numeric) ® =05 —— Asymptotics 20 40 60 80 100
104} N\ “Eé’(a’—3)+lfﬁ§(a/—l)+n4 ° 10° a=1.5 DT — o
. 3 ];D . a=2.5
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FIG. 12. (a) Comparison of the exact numeric value (solid curve) of ko (B53) with the asymptotic result (B65) (dashed). Inset shows
the absolute percentage deviation, APD = 100 x |(E — A)/E]|, of the asymptotic result A from the exact result £ as a function of «. We set
n = N"* =20. (b) Scaling of the spectral gap 8 (A12) (solid curves) with n, and a comparison to exact numeric results (data points). (c) A
comparison between analytic (A13) (solid curves) and exact numeric results (data points) for £ (imax). In both (b) and (c) dashed horizontal
lines represent the case of nearest-neighbor hopping (¢« — 00).

Note that the leading-order term of Eq. (B63) is sub-leading-order in the context of the full energy «, thus making a negligible
contribution to kg in the large-n limit. Finally, we combine the last four terms of k¢ (B53), for which the scaling follows directly
from the steps provided in Egs. (B34)—(B36) of Appendix B 3, leading to

n/2—1 30\ ¢ n/2—1 n/2—1 N n/2—1
Last 4 terms: 8 i1+ — + 24 i1 +n)"¢+24 T +38 i)~
; (]l 2> ; (J1 +n) ; (Jl 2) ; ()

= 8|:H,§72)1 -2 (a, 3771) +3¢ (Ot, g + 1) —¢(a,2n) — (i_"‘ + 3>n_°‘:|

N 8[{(01) N (—23% —34% 12“);11“} O, (B64)
6%(a — 1)

where only the «-dependent constant, 8¢ (o), will enter in the final asymptotic expansion of k. Using Egs. (B59), (B60), (B62),
and (B64), we obtain, for large n,

8 16 (=207 42 42034 —24)
ko~ =¢(a—3)+ —¢(a—1)— = L O, B65
0N L@ =D+ o= D) - o () (B65)
As observed in Appendixes B 1-B 3, o = d separates two asymptotic regimes, each with distinct behavior. In the & < 4 regime,
ko ~ n*~®. However, when o > 4, iy is approximated by an a-dependent constant §§(a -3)+ %{(a — 1), which naturally
becomes more accurate with increasing n due to the suppression of sub-leading-order terms scaling as ~n*~%, x < 4. For an
illustration of the accuracy of the asymptotic result (B65), refer to Fig. 12(a).

Scaling of § and S(Emax ). The (unnormalized) spectral gap is expressed as

n/2
5= —ko+ Y costkr- D/ITIE = —ko+ 3 (il + Lol + Ljal + Ljah) ™ cos (27 ji /m). (B66)
j#0 i jas s ja=—n/2+1;

Lj1l+1j2l+ 131 +1al#0

Following the same approach as in Appendixes B 2 and B 3, we recast the gap (B66) in a form that only accounts for constants
and leading-order contributions in n:

n/2—1
§ = —ko + 165 (o —2) — 248 (o — 1) + 164 (o) + 16 Z cos(27 j1 /m)(j1 + j2 + Ja + ja) " +O0 ). (B67)
Jisj2: 35 Ja=1

()

The quadruple summation, denoted by (x) (B67), is simplified by evaluating the summations with indices j;—» 3 4, whereby

n/2—1 n/2+1 3n/4
8 Y (ith+it+iD =4 (G-DG-DG+i)"+ Y (=87 +12jn=3n(n+2)+8)(j+j1) ™"
J2.J3,ja=1 Jj=1 j=n/2+2

3n/4-3 nj2—1

[6n(2j +3) = 8(j + 1)(j +3) — 3n°]
+ - +4
Z (_] jl 32n _ 2) Z

JjG+1D
(—iti+3 -2

(B63)

Jj=n/2 J=1
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Exploiting this representation (B68) in terms of single-index summations, we express each summation as the difference of
infinite sums. After some manipulation and shifting of indices, the infinite summations evaluate to Hurwitz ¢ functions ¢ (n, x)
and Eq. (B68) reduces to

n/2—1
8 Z i1+ jt+i+jo) ™ =4(a—2,ji+1)—42j1 +3)¢(@— 1, ji1 + 1)+ 401 + DU+ 2)5 (e, ji + 1)

J2sJ3sja=1

n 3n
—12{(0{—2,j1+§+2>—4;“<ot—2,j1+?—2)+12§(a—2,j1+n—1)

n 3n
+12(2j1+n+1){<0l—1,j1+§+2>+4(2j1+3n—3)§(oz—1,j1+?—2)

— 121 + 20— D(a — 1, ji +n— 1) = 3(2j; +n)(2j; +n+2);<a,jl + g +2)

3
+(2]l +3n—2)(—2J1 —3n+4)§(a’jl + Tn _2)

+12(j1 +n— D)1 +n)¢ (e, j1 +n—1). (B69)

Inserting this result into Eq. (B67), we now extract the asymptotic behavior of the term labeled by (x). This involves computing
the twelve terms independently, and later combining the results. For transparency, we state the leading-order behavior with n
for each term below. The approach is identical to that implemented in the preceding sections: Approximate the summations by
integrals and perform a change of variable, followed by a large-n expansion of the Hurwitz ¢ function (B1). Refer to Egs. (B70a)—
(B701) for the final results:

n/2—1

. a—1 1
82 cos (?)aa —2, i+ )~ 8L —3) = 8¢(e —2) + (j_ ) [/ dy cos(ry) yH}n“‘“, (B70a)
h=1 0
n/2—1 .
2
~8 ) cos (%)(zh +3)@ =1, ji+ D~ 8GL@— 1) = (@ —3) =2 (@—2))
h=1
o 1
— 2 |:/ dy cos(my) y3°‘i|n4“, (B70b)
o — 2 0
n/2—1 . . .
271\ G+ DG +2) (Ll =3) L, 2=
‘L o (5 e ~ (5 a0+ 2 -2
a—1 1
+ 2 |:/ dy cos(my) y3“]n4“, (B70c)
a—1 0
fly 27 i o 301 [l ] e
—24 ) cos [ 2L ;(a—z,]l +§+2) R / dy cos(ry) (y + 1)~ [ (B70d)
4 n o — 0
J1=1
n/2—1 . a—1 1
8 ) cos <ﬂ)¢(a YR 2) ~ 2 [ f dy cos(my) (v + 3)3“]#‘”, (B70e)
= n 2 a—31LJ
n/2—1 . a—1 1
24 3 cos (ﬂ)c«x 2 jin-Da [ / dy cos(ry) <y+2>“}n4“, (B700)
Ji1=1 n -3 0
n/2—1 . a 1
24 Z cos (ﬂ)(% +n+1)¢ (a -Lg+ 24 2) ~ [f dy cos(my) (y + 1)3‘“}14‘“, (B70g)
= n 2 a—21Jy
e i\ 3 2 T ! o] aa
8 > cos == )@i+3n=3¢(e-1ii+5 -2)~ — /0 dy cos(ry) (y + 3)>~* [n*~2, (B70h)
h=1

271 j 300 T (!
~24 3" cos <ﬂ>(2j1 fom—Dia—1,ji+n—1)~— U dy cos(y) (y + 2)3_“]n4_°‘, (B70i)
n a—21Jo
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n/2—1 a—1 1
32
-6 OS< )(211 +n)(2ji +n+2);<a i+ 3 +2) — [ / dy cos(my) (v + 1)3‘“]#““, (B70j)
J1=1 B 0
el 2\ , . 3n el pl ] s
2 Z cos| — |2 +3n—2)(—2j; —3n+4) |, j1+— -2 )~ — dy cos(my) (y + 3) n 7,
! n 2 a—1 0
(B70k)
n/2—1 3pa—1T pl
24 Z COS( )(]1 +n—D(Gi+nil@, jg+n—-D= po— U dy cos(wy) (y+2)3‘“}n4‘“. (B701)
- 0

=1

In the asymptotic results, see Eqs. (B70a)—(B701), there are several integrals, all contributing to the «-dependent prefactors
of the terms scaling as ~n*~%. These have analytic solutions, and are given by

1 B(2—9 13 _a =
/ dy cos(my) y¥ ¢ = — 2 22537 2 4 ), for « <4, (B71a)
0 o — 4
1
1
/ dy cos(y) (y + 1) = —5Kams () + 227 Ky3(2), (B71b)
0
1 4—a
/ dy cos(y) (y +2)° 7% = 227" Ky_3(2) — 5 Ke3(3), (B71c)
0
1
1
/ dy cos(y) (v +3)° 7% = 27 Ky_3(4) — 534*“1@73(3), (B71d)
0

with | F, the generalized hypergeometric function and K, (z) = E, (iwz) + E,(—irz), with E,(Zirz) denoting the exponential
integral function, introduced to compactify notation. Combining Egs. (B70a)—-(B701) with the explicit solutions (B71) of the
integrals, we obtain a simplified expression for the () term (B67), leading to the spectral gap scaling

- 8(—3) 16¢(x—1) |32 Keos3(1) =3 Ke3(3) — 2772Ky—3(4)
e +2[ (@ —3)a—2)a—1)
B2-%3.3-%-5)
T a—4)@-3)a—2@-1

} nt. (B72)

Result (B72) accurately approximates the unscaled spetcral gap § when the number of lattice sites n along each spatial dimension
is sufficiently large, see Fig. 12(b).
To normalize the spectral gap, we need to analyze the scaling of &€ (kmay ). Starting from the definition

n/2
Ekman) = =0+ Y cos(kmax - D/IJIG = =20+ D (irl + Ljal + Ljal + LjaD) ™ cos (wji + 7w jo + 7 js + 7 ja),  (BT3)
70 JisJ2sj3, ja=—n/2+1;

LjrI+1i21+ 131+ jal#0

the cosine may be replaced by (—1)¢, where £ = ji + j, + j3 + js for compactness, since £ € Z. Then, upon expanding the
quadruple summation and shifting the summation indices, we have

n/2 n/2—1 n/2 n/2—1 n/2 n/2—1 n/2 n/2—1

Ehma) = =0+ D L(=D 44" N =1 +6 Y D 0 =DH4 Y Y =D+ Y =D,
JisJ2:J3,ja=0; J1=1 j2.j3, Jisj2=1 j3,ja=0 J1sj2, ja=0 JisJ2,
{#0 Ja=0 Ja=l1 J3.ja=1

3)
M @ “) (5)

(B74)
The asymptotic scaling of the five terms, labeled (1)—(5), can now be extracted by writing the quadruple summations as a series
of single summations. In fact, in each expansion, only one term is nonnegligible in the large-n limit. Collectively representing
terms with a negligible contribution by C;, with i = 1, 2, 3,4, 5 corresponding to term (i) in Eq. (B74), we write the single
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summations that contribute significantly to £ (Emax) as

n/2
(1) = é;(_wf(ﬁ +6x* + 1lx +6)x™ +C
(23—01 _ —l) - 11(21—0( _ 2—1) -
Nt @ =)+ QT - @ =D @ = D+ (27— )¢ (),
n/2—1 1 1
@)=3 Y D+ DE+2x" "+ G~ 227 = 2)0(a = 3) + Q1 = 2@ —2) + 727 = 2@ — 1),
3 x=1 3 3
n/2

@)=Y (== D+ x" +C~ Q7 = i@ —3)— 27 = Di(a— 1),
x=1
n/2+1 1 1
@) =3 DD = D=2 0y & 3@ =5 =3) = Q7 = gl =2+ 37 =2 - D),

x=1

1n/2+2
5) = c ; (=1 (x = 3)(x — 2)(x — Dx ™ + Cs
~ %(2“ -2 N(@—3) - (27 = D@ —2) + 13—1<2'—“ —2 D@ —1) = 2" = De(a). (B75)

Substituting the asymptotic results (B75) into expression (B74), we observe that, to leading-order in n, £ (lzmax) scales as
ERmax) ~ —g0 + $27% =20 (a = 3) + 525 = 2%)¢(a — 1). (B76)

Figure 12(c) shows that this asymptotic result (B76) provides a reliable description of the behavior of the Laplacian’s largest
eigenvalue, £ (Komax)-

APPENDIX C: MAGNITUDE OF THE SEARCH FIDELITY

Here we further discuss the asymptotic behavior of the order parameter x, in the thermodynamic limit N — oo, which in
turn determines the magnitude of the search fidelity, F(T') = | x,|>. By definition, we have

1 >
_ ¢l@ (o) : () _ = —¢
Yo =S{V /850, with 5 = Z[f‘?a(k)] : (@)
k#0
where &, (k) are the eigenvalues of the Laplacian L,. Noting that the hypercubic lattices are regular graphs with vertices of the

same degree, we can set the energy shift g = 0 without loss of generality; see main text Eq. (2). With this, the energies take the

form &, (12) => 40 cos(lz . f) / |f|"‘, where |f| denotes the Euclidean norm. To proceed, we consider x, (C1) for two regimes of
the long-range tunneling exponent: (i) 0 < o < d, see Appendix C 1, and (ii) d < o < 3d/2, see Appendix C 2.

1. Regime (i): 0 < o <d
For strongly long-range tunneling, with exponent « € [0, d), the dominant contribution to the summation Sé"‘) (C1) comes
from the eigenvalues &, (l?) at low momentum values. Since k = 0 is explicitly excluded, the main contribution will come from
the second smallest eigenvalue, i.e., the spectral gap §,. The remaining eigenvalues scale with the lattice size N, hence the
corresponding terms of Séa), scaling as 1/&, (k), tend to zero in the limit N — oo for £ > 0. Consequently, we may write
Séa) ~ % fBz dk 85 + c¢, where the term ¢, containing contributions from the larger Laplacian eigenvalues, tends to zero for
N — oo. It follows directly that y, ~ 5071/\/(‘5(72 =1

2. Regime (ii):d < o < 3d/2

The behavior of x, (C1) strongly depends on the momentum-dependence of the Laplacian eigenvalues &, (k) around
k = 0, which we extract by approximating the summations by integrals, Zi’ - f dj, with the integration extending over the

entire space, excluding the origin j = 0. Considering each lattice dimension d < 4 independently, we perform an appropriate
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coorindate transformation and derive the following leading-order results:

- ke, €(d,d+2),
guyoc 110 @ s : (€2
k|, o>d+2.
Detailed calculations are provided in the itemized list below.
(i) In one dimension &, (k) ~ f loo dj j=*coskj.Fora > 0 and k € R the integral evaluates to
o] Fl_ﬂ;l,é_g;_ﬁ

f dj j~coskj = ~ 23— 555 P 0 + sin (”7“)1“(1 —a)lk|e T, (C3)

1 o —

with ,F,(a; b; z) the generalized hypergeometric function and I' the I" function. Expanding in powers of the momentum k, we
find the leading-order behavior of the dispersion relation

in (21 — o)lk|* L, 1, 3),
£.0) o {sm(12 ) 2( a)lk| ae(1,3) (4

TR o > 3.

(i) For two spatial dimensions, the eigenenergies can be approximated as &, k) ~ fooo dj; fooo dja ( j12 + jg)’“/ 2 cos(jiky +
jok»), where we require |j] # 0. The latter requirement is included explicitly later. Converting to polar coordinates, the

area element transforms as djidj, = rdrdé with r=|j| =,/ j?+Jj3 and 0 = arctan(j>/ji), and we find the integral

f loo drri-e foﬂ df cos(rk cos(f — 6;)) where k = |12| and 6; = arctan(k,/k;) is the angle providing the direction of the mo-

mentum vector k. To evaluate the angular part of the integral, we perform the change of variable 6 — 6’ + 6y, yielding the
simplified form floo drrl— foﬂ d6’ cos(rk cos(0”)). The cosine term cos(rk cos(6’)) can be rewritten using the Jacobi—Anger

expansion. In its most generic form, e/2°@ = Y"1 1] (7)e™® with J,(z) the n-th Bessel function of the first kind, giving a
convenient expansion of exponentials of trigonometric functions in the basis of their harmonics. We use the real-valued variation
cos(zcos(0)) = Jy(z) + 2 ZZ‘;I(—I)"JZH(z) cos(2n@). The angular integral is now easily evaluated, leaving only the integral

over the radial part:

°° B(1-%:1,2-%-5) 27D (—%)k2
71/ drr'=Jy(rk) = 7 : 2( 2 2 4) — ( 2)| | (C5)
| = r)
fork > 0,k € R and « > 1/2. Performing a series expansion around k = 0, we obtain, to leading order in k,
. _2rlmel e/ pa-2 e (2.4
Ea (k) o fe) s @9, (C6)
—mk s o > 4.

(iii) For d =3 a similar procedure may be followed. After approximating the summation over j by an integral, we
convert to spherical coordinates, with the volume element expressed as df =r?sinfdrdode, r = |f|, such that Sa(%) ~
floo drr?— foﬂ dO cos(krcosf)sinf fozn d¢. Due to the system being isotropic, we assumed K is aligned along the z-axis,
allowing for simplification of the angular integrals. The azimuthal integral evaluates to 2w, while the angular integral is
fon dO cos(krcos8)sinf = sin(kr)/kr. Substituting this result, we compute the radial component as

o] in(k F é_ﬂ;g,é_g;_ﬁ
/ ar SN oo PG 28537 505) G (T4 rg i (o)
1 kr oa—3 2

for k € R and @ > 1. A series expansion then yields the leading-order behavior of the Laplacian eigenenergies:

- 27 sin (2202 — a)|k|*3,  « € (3,5),
Eak) o . (22) i (C8)
—3(a_5)k , o > 5.

@iv) In four spatial dimensions, we approximate the eigenenergy summation by an integral and then transform
to hyperspherical coorindates, with the volume element dj =rsin®0drdédg, dg,. After simplification we obtain
Sa(l_é) ~ 47 floo dr 3@ foﬂ df cos(krcos0)sin®6. The remaining angular integral can be evaluated explicitly, giving
/0” do cos(krcos0)sin® 0 = mJy(kr) /(kr) with J,,(z) the Bessel function of the first kind. Inserting this result into the radial

integral leads to
o [, Jilkr) 5 ) a) [ 24 ke . o o k2
4 dr —r*=aT(2—= || ——— - 1F2|2—=;2,3— —;—— (C9)
1 kr 2 F(%) 2 27 4
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fork > 0,k € R and o > 1.5, and where 5 is the regularized generalized hypergeometric function and T" is the I' function, as
before. The leading-order behavior of the eigenvalues is then extracted as

AT Y
. T2 ress) . ae46),
Eu(K) o e u ve0 (C10)
—mk . o > 6.

Combining the results for all spatial dimensions d € [1, 4], we obtain Eq. (C2).
The next step involves computing Sé“). Since we are working in the thermodynamic limit, we approximate the discrete
momentum space by a continuum:

1 N
S / dk k|~ a e (d,d+2). (C1D)
21 Jaz

The prefactors coming from the eigenenergy approximation, Egs. (C4), (C6), (C8) and (C10) and summarized in Eq. (C2), do
not contribute to the ratio of interest x, = S%"’) /v Sz{"‘j and are therefore neglected. Notice now that the integrand (C11) depends
solely on the magnitude of the momentum vector k, allowing for the transformation to spherical coorindates in d dimensions,

k| = r and dk = Q,r¢"'dr, with €, the surface area of the unit sphere in d dimensions. Collecting the global prefactors and
denoting it by c¢,, we evaluate the integral:

(C12)

The convergence criterion is Re[d + £(d — «)] > 0. For the cases we consider, the largest value of £ is £ = 2. This implies
that the integral S;") diverges for o > 3d/2. The value of y, = Si"‘) / ,/S;“) in the regime a > 3d/2 is therefore determined by

(@)
1

the rate of divergence of S;“) compared to S;"'. More precisely, we find that x, — 0. Instead, in the regime « € (d, 3d/2),

Eq. (C12) leads to

s V3 =2a/d
Ao = —— ~ \/Cd—/ , (C13)
/Sga) 2—a/d

exhibiting the behavior of Fig. 3(d) of the main text, where yx, acts as an order parameter and decreases monotonically to zero
ford < a < 3d/2. The coefficient c; can be determined numerically.
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